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Abstract

We report on a measurement of the tau lepton polarization and its forward-backward

asymmetry at the Z0 resonance using the OPAL detector. This measurement is based

on analyses of the �!e��e�� , �!������ , �!�(K)�� and �!��� decays from a sample of

30663 e+e�!�+�� events collected during the years 1990 to 1992. Assuming that the

tau lepton decays according to V�A theory, we measure the average � polarization to be

hP� i = (�14:9� 1:9� 1:3)% and the � polarization forward-backward asymmetry to be

AFB
pol = (�8:9� 2:2� 0:9)%, where the �rst error is statistical and the second systematic.

These results are consistent with the hypothesis of lepton universality. When combined

under the assumption of universality, our results can be interpreted as a measurement of

sin2 �
lept
e� = 0:2321� 0:0023 within the context of the Standard Model.
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1 Introduction

One of the phenomena characterizing weak interactions is the non-conservation of parity. This

e�ect, originally established for weak charged-current interactions, is also predicted in the Stan-

dard Model [1] to exist in neutral-current interactions, resulting in di�erent Z0 couplings to

left-handed and right-handed fermions. Consequently, fermions produced in Z0 decay are ex-

pected to have a degree of polarization which depends on their coupling constants. Similarly,

Z0 particles produced by e+e� annihilations are expected to be polarized because of their di�er-

ent couplings to the incoming left-handed and right-handed electrons. One of the consequences

of this Z0 polarization is a forward-backward asymmetry in the polarization of the outgoing

fermions. These polarization phenomena can be studied in the process e+e�!�+�� using the

energy distribution of the � decay products in the laboratory frame and can be used to test

electron-tau universality. Within the context of the Standard Model, they can also be used to

extract a value for the e�ective electroweak mixing angle, sin2 �
lept
e� [2].

The present paper describes a measurement of the � polarization, hP� i, and its forward-

backward asymmetry, AFB
pol , using the data collected with the OPAL detector at LEP during the

period 1990-1992, based on a sample of 30663 e+e�!�+�� events which were detected within

the polar angle range of j cos �j < 0:681. Most of these events (93%) were measured on the Z0

peak and the remainder at centre-of-mass energies (Ecm) within 3 GeV above and below the
peak of the Z0 resonance. The decay channels �!e��e�� , �!������ , �!�(K)�� and �!��� are
used. These new results supersede our �rst measurement [3] which was based solely on 1990

data and did not include the �!��� decay channel.
The analysis of �!e��e�� , �!������ and �!�(K)�� decays is based on an event-by-event

maximum likelihood �t to the theoretical energy distributions, corrected for radiative e�ects
and detector response, in which the correlations between the two � decays are taken into
account. We present for the �rst time the details of this `global �t' and apply it to the three

channels from which the polarization is extracted using distributions in simple observables.
The analysis includes the � -� spin correlation e�ects in those events where both � decay modes
have been identi�ed. If these correlations are not taken into account, our statistical errors
are underestimated by between �ve and ten percent. This method has the advantage that
� -pair selection and identi�cation criteria that introduce correlations between the polarization

observables of the two � leptons in the same event are explicitly taken into account. This is
particularly important for the leptonic channels where requirements are made on the whole
event in order to suppress backgrounds from electron-pair and �-pair events.

The extraction of hP� i and AFB
pol in the �!��� decay channel is performed separately in a

�t to measurements of hP� i� as a function of the �� scattering angle. The polarization in each

scattering angle bin is obtained from the two-dimensional distribution in decay angles of the
� in the � rest frame and the charged pion in the � rest frame. In the future, we anticipate

including the analysis of the �!��� channel in the global �t. For the analyses presented here,
the �!��� channel yields polarization errors comparable in magnitude to those obtained from

the global maximum likelihood analysis of the �!e��e�� , �!������ and �!�(K)�� decays.
A discussion of the polarization formalism, which includes the de�nition of the various

observables used in this analysis and the relations between them, is presented in the next
section. Section 3 describes the OPAL detector and the speci�cs of the Monte Carlo simulation.

The selection of the sample of � -pairs and the decay-mode identi�cation criteria are discussed

1The coordinate system is de�ned with z along the e� beam direction, � and � being the polar and azimuthal
angles, respectively.
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in Section 4. The details of the hP� i and AFB
pol extraction from the �!e��e�� , �!������ and

�!�(K)�� data is discussed in Section 5 and from the �!��� data in Section 6. The results

are combined and interpreted in terms of the Standard Model in Section 7.

2 Tau polarization formalism

The cross-sections for the process e+e�!�+�� where the �� has a de�nite (positive or negative)

helicity are denoted by �+ and ��, respectively. The average �
� polarization is then de�ned

by,

hP��i =
�+ � ��
�tot

; (1)

where �tot = �+ + ��. Using this de�nition, �+ and �� can be expressed as

�+ = 1
2
(1 + hP��i)�tot

and

�� = 1
2
(1� hP��i)�tot: (2)

One has similar expressions involving the average �+ polarization. However, since the � -
pairs are produced through an intermediate state of a spin-one boson (a photon or Z0 ), helicity
conservation at high energies restricts the helicities of the �+ and the �� in each � -pair to be
almost always opposite. Consequently,

hP� i � hP��i = �hP�+i: (3)

This correlation is taken into account in our analysis, as will be described below.
The spin-one nature of the intermediate state also implies the following cos � distribution,

1

�tot

d�

dcos �
= 3

8
(1 + cos2 � + 8

3
AFBcos �); (4)

where � is the angle between the incoming electron and the outgoing ��. The symbol AFB �
(�F � �B)=�tot represents the forward-backward asymmetry, with �F and �B representing the
cross-sections for forward (cos � > 0) and backward (cos � < 0) scattering events, respectively.
Similar relations also hold for �+ and ��:

1

�tot

d�+

dcos �
= 3

16
[(1 + hP� i)(1 + cos2 �) + 8

3
(AFB +AFB

pol )cos �] (5)

1

�tot

d��

dcos �
= 3

16
[(1� hP� i)(1 + cos2 �) + 8

3
(AFB �AFB

pol )cos �] (6)

where

AFB
pol �

(�F+ � �F�)� (�B+ � �B�)
�tot

; (7)

represents the forward-backward polarization asymmetry. From these expressions the average

polarization for a given polar angle � is given by,

hP� i� =
hP� i(1 + cos2 �) + 8

3
AFB
pol cos �

(1 + cos2 �) + 8
3
AFBcos �

: (8)
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The Standard Model gives predictions for hP� i and AFB
pol as functions of s = E2

cm in terms

of the mass and width of the Z0 and its vector (gv) and axial-vector (ga) couplings to the

electron and the tau lepton. For s = m2
Z, in the improved Born approximation [4] (which

accounts for the most signi�cant weak radiative corrections) and neglecting the contributions

of the intermediate photon, photon-Z0 interference and other photonic radiative corrections,

the Standard Model predicts:

hP� i = �A� AFB
pol = �3

4
Ae; (9)

where,

A` � 2 ĝ`v/ĝ
`
a

1 + ( ĝ`v/ĝ
`
a)

2
(10)

and the ratio between the e�ective vector and axial-vector couplings [4], ĝ`v/ĝ
`
a, is related to

the e�ective electroweak mixing angle by,

ĝ`v/ĝ
`
a = 1 � 4sin2 �

lept
e� : (11)

Therefore, our measurements of hP� i and AFB
pol provide a test of e-� universality in the

neutral current which is independent of lepton universality tests we have performed by studying
the line shapes and the forward-backward asymmetries of the electron-pair, �-pair and � -pair
cross-sections [5].

For the measurements of hP� i and AFB
pol the distributions described by equations 5 and 6

cannot be directly measured as it is not possible to determine the � helicity on an event-by-
event basis. Instead, distributions of kinematic variables of the � decay products which depend
on the � helicity are used. These variables, as well as their distributions, depend on the decay
mode used2. The �!�(K)�� and �!��� decays are the most sensitive modes for determining
the � polarization and, of the modes considered here, the purely leptonic decays have the lowest

sensitivities because they contain two undetected neutrinos[6, 7].
For leptonic decays, �!`��`�� (` = e; �), the relevant kinematic variable is the lepton energy,

scaled by the beam energy, x` = E`=Ebeam. Assuming an exact V�A structure of the charged
current in � decay, the distribution in x` is [6]

1

�`

d�`

dx`
= 1

3
(5 � 9x2` + 4x3` ) + P�

1
3
(1� 9x2` + 8x3`) (0 � x` � 1) (12)

where radiative e�ects and terms of order m`=m� have been neglected but are, however, taken

into account in the analysis.
An analogous kinematic variable, Eh=Ebeam, can be used for semi-leptonic decays, �!h �� ,

where h represents a charged hadron. Here Eh=Ebeam is related to cos ��, where �� is the decay

angle of the hadron in the � rest frame,

cos �� =
2Eh=Ebeam � 1�m2

h=m
2
�

�(1�m2
h=m

2
� )

(13)

where � is the velocity of the � . Assuming that the charged current in � decay has an exact

V�A structure, the cos �� distribution is [6]

1

�h

d�h

dcos ��
= 1

2
(1 + P��cos �

�) (�1 � cos �� � 1); (14)

2Note that the distributions are the same for the �+ and �� provided that hP� i is taken as the �� helicity.
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where the factor � depends on the spin and mass of the charged hadron.

For �!�(K)�� decays � = 1. As there is no distinction made between the pion and kaon in

this analysis, mh is not known on an event-by-event basis and the �=K mixture is taken into

account using the distribution,

1

�h

d�h

dxh
= (1� bK) 1

��

d��

dxh
+ bK

1

�K

d�K

dxh
(15)

where xh represents the hadron momentum scaled by the beam energy and

bK � BR(�!K�)=[BR(�!��) + BR(�!K�)] = 0:053 � 0:018 [8]:

For �!��� decays a value of cos �� is calculated using the measured energy and invariant

mass of the ���0 decay products of the �. A consequence of the � mass and its being a

vector particle is that the � factor in equation 14 is approximately equal to 0.46 [9]. This

can be understood by recognizing that for the longitudinal � polarization (P� = 0), the cos ��

distribution is the same as for �(K) (equation 14), whereas for transverse polarization (P� =

�1), the cos ��-term has an opposite sign. Therefore, with a mixture of the two � polarizations,

the dependence on cos �� is reduced, losing sensitivity to P� . One way to recuperate most of

the sensitivity is to use a second kinematic variable which is sensitive to the � polarization.
Following reference [7], the angle  between the charged pion in the � rest frame and the �
direction as measured in the laboratory frame is used.

For each � decay channel, i, the distribution of the kinematic variable, xi, is linear in P� ,
and can be written in the form,

1

�i

d�i

dxi
= fi(xi) + P�gi(xi): (16)

In general, fi(xi) and gi(xi) are di�erent for each decay channel but for all decay modes the
following normalization conditions are satis�ed,Z

fi(xi)dxi = 1
Z
gi(xi)dxi = 0: (17)

The joint distributions of the � -pair production and decay is obtained from equations 5 and
6 by multiplying them with the corresponding decay distributions of the �� and the �+ and
summing up, resulting in,

d3�ij

d cos � dxi dxj
= 3

16
�ij

X
hel=�

[(1�hP� i)(1+cos2 �)+8
3
(AFB�AFB

pol )cos �][fi(xi)�gi(xi)][fj(xj)�gj(xj)]:
(18)

Here, �ij is the cross-section to produce an e+e�!�+�� event in which one � decays via

channel i and the other via channel j. This expression includes the correlation between the

decay distributions of the two � leptons, which must be taken into account when analyzing
events in which both � decay channels are identi�ed.

3 The OPAL detector and Monte Carlo simulation

The OPAL detector, which is described in detail in reference [10], is a solenoidal detector

with a pressurized central tracking system operating in a 0.435 T magnetic �eld. A lead-
glass electromagnetic calorimeter (ECAL) together with presampler chambers and time-of-

ight scintillators (TOF) is located outside the magnet coil and pressure vessel. The magnet
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return yoke is instrumented for hadron calorimetry (HCAL) and is surrounded by external

muon chambers. Calorimeters close to the beam axis measure luminosity and complete the

acceptance. Full e�ciency at the trigger level [11] is achieved for e+e�!�+�� events within

the angular acceptance of this analysis. Descriptions of those detector components which are

used in the polarization analyses are presented in the rest of this section. The data sample is

restricted to the periods when these components were fully operational.

The central tracking system is designed to measure the trajectory and speci�c energy loss of

charged particles. It consists of a silicon micro-vertex detector, a precision vertex drift chamber,

a large volume drift chamber (jet chamber) and z-chambers which measure the z coordinate

of charged particles as they leave the jet chamber. The jet chamber is 4 m long and 3.7 m in

diameter and is divided into 24 azimuthal sectors. In the range j cos �j < 0:73, 159 points are

measured in the jet chamber along each track and at least 20 points on a track are obtained over

96% of the full solid angle. The momentum in the r-� plane, pt, is measured with a resolution

of (�(pt)=pt)
2 � 0:022 + (0:0015 � pt)2, (pt in GeV) for j cos �j < 0:73.

The electromagnetic calorimeter, consisting of a barrel and two endcap arrays of lead glass

blocks, covers the full azimuthal angular range in the polar angle range of j cos �j < 0:82 for

the barrel and 0:81 < j cos �j < 0:984 for the endcaps. Each block subtends a solid angle of

approximately 40� 40 mrad2, with a thickness of over 24 radiation lengths in the barrel region
and typically 22 radiation lengths in the endcaps. The barrel lead-glass blocks have a pointing
geometry, but in order to achieve good hermeticity, the small 1 mm gaps between the lead-

glass blocks do not point exactly to the interaction point. The intrinsic energy resolution of the
calorimeter is 5{6%/

p
E (E in GeV) which in the barrel region is degraded by about a factor

of two by the � 2= sin � radiation lengths of material in the magnet coil and the pressure vessel
in front of the calorimeter. The angular resolution of electromagnetic clusters is approximately
4 mrad both in � and � for energies above 10 GeV. The barrel presampler detector is a cylinder

of limited streamer tubes located between the TOF and the barrel lead-glass calorimeter. It is
used to obtain a precise angular measurement of electromagnetic showers originating in the coil
with an angular resolution for high energy photons of about 2 mrad. For the measurement of
electron energies in the �!e��e�� channel, the energy deposited in the ECAL is corrected using
the presampler determination of energy loss in the pressure vessel and magnet coil.

The hadron calorimeter, which consists of nine layers (eight layers in the endcap) of streamer
tubes interleaved with the iron slabs of the magnet return yoke, is read out via 4 mmwide strips
and 50 � 50 cm2 pads arranged in projective towers. These strips and pads provide measure-
ments in the (r; �) plane and the z direction. The material in front of the hadron calorimeter
corresponds to about two hadronic interaction lengths. In addition to the energy measurement,

the strip readout permits the identi�cation of minimum ionizing particles traversing the iron

and thus helps with muon identi�cation.

The muon chamber system in the barrel region consists of 220 planar drift chambers, each
60 cm wide with a single central wire. They are arranged in four layers over a radial distance

of about 50 cm. Most of the chambers are 10.4 m long, covering a range in polar angle
of j cos �j < 0:70. In the space below the detector, where room is taken up by the magnet

supports, the chambers are 6 m long and the detector is sensitive only for j cos �j < 0:47.
In order to simulate the various processes which potentially contribute to the selected � -pair

data sample, several Monte Carlo data sets were used. The response of the OPAL detector to

the generated particles in each case was modelled using a simulation program [12] based on
the GEANT [13] package. In all cases, the Monte Carlo and real data were reconstructed and

analysed in an identical manner.
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Initial estimates of the e�ciencies and purities of the selections for the individual � decay

channels were obtained using the KORALZ 3.8 Monte Carlo generator3 [14]. Tau polarization

and its e�ect on the decay spectra, as well as the correlation between the two � 's are included.

The � -pair Monte Carlo sample generated for these studies is approximately seven times larger

than the data sample.

In order to estimate the background coming from the multihadronic decays of the Z0, the

JETSET Monte Carlo [15] was used with the parameters tuned to �t the global event shape dis-

tributions of OPAL multihadron data [16]. Backgrounds from radiative �-pair and electron-pair

events were estimated using events generated with the KORALZ 3.8 Monte Carlo program [14]

and the BABAMCMonte Carlo program [17], respectively. Non-resonant t-channel two-photon

processes were simulated with the generator described in reference [18].

4 Tau-pair selection and decay mode identi�cation

In this analysis we initially select a sample of � -pair candidates from which samples of �!e��e�� ,

�!������ , �!�(K)�� and �!��� candidates are subsequently identi�ed. The selection require-
ments are detailed in reference [3]. The general strategy is �rst to identify events characterized
by a pair of back-to-back, narrow jets with low particle multiplicity (� jets). A j cos �j is calcu-
lated for each � jet and the average of the two jets, j cos �j, must be less than 0.68. The same

j cos �j is used as the estimator for the magnitude of the cosine of the �� scattering angle in
the analysis. Background from two-photon processes is then suppressed by requiring that the

events have a minimumtotal energy and signi�cant missing transverse momentumwhen the to-
tal energy in the event is low. After removing cosmic ray backgrounds, the events which remain
are almost entirely lepton-pairs. The � -pair events are isolated by identifying and removing the
�-pair and electron-pair events using their high energy characteristics. We select 30663 � -pair
events by these criteria. The e+e�!�+�� selection is estimated from Monte Carlo studies

[14, 12, 13] to have a 54% e�ciency (93% within the geometrical acceptance) and a background
level of 1.7%. Details of the background in each decay channel are presented below. Note that
the criteria designed to remove two-photon, electron-pair and �-pair events introduce kinematic
biases which must be understood for the measurement of the polarization. The treatment of
these criteria and the systematic uncertainties associated with them are considered in Section 5.

The �!e��e�� identi�cation algorithm selects jets containing a track which deposits almost
all of its energy within a highly localized region of the ECAL. The �!������ selection requires
an isolated charged track with energy deposition in the ECAL and HCAL consistent with the
passage of a minimum-ionizing particle and signals in the muon chambers associated to the

track. The signature for a �!�(K)�� decay is not as distinct as that for either a �!e��e�� or a

�!������ decay because hadronic interactions can begin in the magnet coil, ECAL or HCAL.

While electrons and muons can be e�ciently removed from the �!�(K)�� sample, the semi-

leptonic � decays containing neutral pions are problematic because at Ecm=91 GeV the boost
of the � causes signi�cant overlap in the ECAL of the charged pion hadronic shower and the

electromagnetic showers from the photons produced in the �0 decay. We exploit the fact that

electromagnetic interactions begin in the coil with a higher probability than hadronic inter-

actions. The presampler thereby provides an e�ective veto against decays containing neutral

pions. The speci�c requirements which exploit these characteristics of the three decay modes

3KORALZ 3.8 takes into account initial state bremsstrahlung up to O(�2) (with exclusive exponentiation),
�nal state bremsstrahlung and electroweak corrections up to O(�), and single bremsstrahlung (in the leading
logarithmic approximation) in � decay for the decay modes used in this analysis.
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are described in reference [3]. In addition, for this analysis, we have introduced �ducial require-

ments designed to remove from the acceptance those regions of the detector which are either

not well modelled in the Monte Carlo or where backgrounds from non-tau sources enter the

sample. The characteristic global e�ciencies for the �!e��e�� , �!������ and �!�(K)�� are

66%, 72% and 30%, respectively and include the e�ect of a requirement which removes candi-

dates having x < 0:05. These numbers include the preselection e�ciency within the �ducial

region of the analysis and ignore decay or detection correlations. The backgrounds are 5.0%,

2.5% and 7.2%, respectively. Plots of the global e�ciencies as a function of x in each of these

channels are shown in Figure 1. The x dependence of the e�ciency is an important systematic

of the polarization measurement and its control is discussed in detail in the subsequent section.

The results from the �!��� decay are based on two samples of �!��� candidate events,

referred to as samples I and II as de�ned in reference [19]. Each sample is independently selected

and values for hP� i and AFB
pol are determined separately. Both selections have an e�ciency of

approximately 50% and about one third of the combined number of candidates is common

to both samples. Since the � decays into a charged and a neutral pion, the signature of the

�!��� decay is a single charged track accompanied by ECAL energy deposition consistent

with the interaction of the two photons from the neutral pion decay. The details of how these

characteristics are exploited to obtain the two �!��� samples are discussed in reference [19]
although slight modi�cations have been made here in order to optimize the analysis for the
polarization measurement. The e�ciency for selecting sample I is 48% where the background is

21%. For sample II the e�ciency is 58% and the background 23%. Plots of the global e�ciencies
as a function of cos �� and cos for �!��� decays for the two selections are presented in
Figure 2. Note that in this channel the �!K���!K�0�� decay mode is treated as background.

In Table 1 we list the number of � -pair events in the data, according to their � decay
mode identi�cations. The label `0' refers to the case where one of the � decays is not identi�ed.

The events in which neither jet is identi�ed (22% of the whole sample) are not used in the
analysis. As is evident from this table, the identi�cation e�ciencies of � jets are not inde-
pendent. The requirements that remove two-photon, electron-pair and �-pair events introduce
these correlations. Such correlations are, however, taken into account in the analysis.

The helicity correlation between the decay distributions of the two � 's for events where

both � 's decay to e, � or �(K) is taken into account in equation 18 and is incorporated into
the analysis. The correlation in events where both � decays are identi�ed and one of them
is �!��� is not taken into account explicitly. In order to prevent \double-counting" of the
polarization information in these events, only the � decaying into the more sensitive decay
mode is used. Hence, events of the type `-�, i.e. one � decays to a lepton and the other
� decays to a �-meson, are discarded from the maximum likelihood analysis, and are used

only in the �!��� analysis. Similarly, events of the type �-� are used only in the maximum

likelihood analysis where the �!�(K)�� decay is considered. For events of the type �-� we
weight each identi�ed �!��� decay by 0.5.

5 hP�i and AFB
pol

from �!e��e�� , �!������ and

�!�(K)�� decays

For the analysis of the �!e��e�� , �!������ and �!�(K)�� decays, hP� i and AFB
pol are determined

using an event-by-event maximum likelihood �t to the data of the theoretical distribution

(equation 18) corrected for the e�ects of radiation, e�ciency, resolution and background. In
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�1 decay

#
0 6833

e 3585 574

54/19 46

5 12
� 3897 1288 487

58/23 58 46

3 6 5

�(K) 1145 346 385 55

26/9 21 25 11
7 11 8 14

� 5879 1960 1985 623 1621

51/19 44 51 20 41
27 31 29 32 48

0 e � �(K) �  �2 decay

Table 1: Number of � -pair events classi�ed according to the identi�ed decay channel is presented
as the �rst number in each box. The percentage e�ciencies and percentage backgrounds are
presented on the second and third line, respectively. The e�ciencies include the contributions
from the � -pair selection for those events within j cos �j < 0:68. The e�ciencies in the �rst

column (i.e. when only one � is identi�ed) are subdivided into two classes: the �rst is for the
case where the opposite � does not decay into one of the four channels; the second is where the
opposite � decays into one of the four channels but is not identi�ed. The label `0' refers to the
case where the � decay was not identi�ed. For the �!��� decays, the numbers represent the
contributions from both selection algorithms.

this method, the following expression is minimized,

W = � lnL = �
NX
n=1

ln

(
1

�0ij

d3�0ij

dcos � dxi dxj

)
n

; (19)

where L is the likelihood function. The sum in equation 19 runs over all selected � -pair

events, where at least one of the two � decays has been identi�ed as a �!e��e�� , �!������
or �!�(K)�� candidate. The term in the logarithm is the corrected di�erential cross-section,
normalized to one. It corresponds to the case where both � decays are identi�ed and is replaced

by (1=�0i)d
2�0i=dcos � dxi when only one � decay is identi�ed.

When both � decays are identi�ed, the corrected cross-section can be written in the following

form,

16

3

1

�0ij

d3�0ij

dcos � dxi dxj
=

X
hel=�

f[(1� hP� i)(1 + cos2 �) + 8
3
(AFB �AFB

pol )cos �]

� E�ij (xi; xj; cos �)[h�i (xi)�i(xi; cos �) + ��i (xi; cos �)]

� [h�j (xj)�j(xj; cos �) + ��j (xj; cos �)]g
+ �non��ij (xi; xj; cos �): (20)
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Here E�ij (xi; xj; cos �) is the e�ciency for selecting a � -pair event in which one � decays via

channel i and the other via j; �i(xi; cos �) is the e�ciency for identifying channel i; ��i (xi; cos �)

is the distribution of background events from other � decay channels when applying the channel

i selection procedure; and �non��ij (xi; xj ; cos �) corresponds to background contributions from

events which are not � -pairs. The function h�i (xi) is the distribution of measured x for channel

i, after applying corrections for detector resolution and radiative e�ects to fi(xi)� gi(xi).
If only one � decay is identi�ed, the corrected di�erential cross-section takes a simpler form,

16

3

1

�0i

d2�0i

dcos � dxi
=

X
hel=�

f[(1� hP� i)(1 + cos2 �) + 8
3
(AFB �AFB

pol )cos �]

� E�i (xi; cos �)[h�i (xi)�i(xi; cos �) + ��i (xi; cos �)]g
+ �non��i (xi; cos �): (21)

In both cases, the corrected theoretical cross-sections depend on the two �t parameters hP� i
and AFB

pol . They also depend on AFB, for which our measured value in the Z0 !�+�� channel [5]

at the appropriate centre-of-mass energy is used. The normalization factor in equation 19, �0ij ,

is the corrected cross-section calculated as the integral of equation 20 (or 21) over the kinematic

variables. As various correction functions are slightly di�erent for positive and negative helicity

� leptons, these normalization factors have small dependencies on hP� i which are properly taken
into account.

In performing the �t, the functions h�i(j), �i(j), �
�

i(j), E�i(ij) and �non��i(ij) as well as the nor-

malization factors are calculated for each event. The h�i(j) functions are obtained from the

theoretical decay spectra corrected for radiative e�ects using large Monte Carlo �+�� event

samples generated without detector simulation and corrected for resolution e�ects using re-
sponse functions measured in data samples of e+e�!e+e� events, low energy \single electron"
events from highly radiative Bhabha scattering, and e+e�!�+�� events. The �i(j), E�i(ij), ��i(j)
and �non��i(ij) functions are parametrized in terms of simple functions, in most cases low order
polynomials, using few parameters. The parameters are determined from �ts to the pertinent
Monte Carlo samples and subsequently corrected using appropriate control samples from the

data. The uncertainties in the parameters, their correlations and the corrections are taken into
account in the treatment of systematic errors which are discussed in detail below.

The maximum likelihood �t, applied to the �!e��e�� , �!������ and �!�(K)�� decay chan-
nels yields the following results,

hP� i = (�13:5 � 2:9(stat))%

AFB
pol = (�11:0 � 3:5(stat))% (22)

where the correlation between the two numbers is +0.03. In order to evaluate the �t quality,

we plot the x distributions separately for each decay combination and compare it with the

corresponding corrected theoretical curves (Figures 3, 4, 5). We remark that the complex be-
haviour of the theoretical distributions for the low x region in the cases where both � leptons

decay to electrons or both decay to muons is understood to be caused by the requirements
that remove two-photon events from the � -pair sample. The e�ect of the kaon threshold in the

�!�(K)�� decays is also evident on these plots. The x distributions for �!e��e�� , �!������ and
�!�(K)�� summing over all decays on the other � jet are presented in Figure 6. The normal-
ization of the theoretical curves is obtained by a �t to the experimental distributions. The

�2 values and associated probabilities, which are calculated by comparing the maximum likeli-
hood expectation to the binned data, are presented on the �gures and show that the agreement
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between the experimental distributions and the theoretical curves is good. The hatched regions

in the �gures represent the background and the dotted lines are the uncorrected theoretical

distributions. One can see that the background contributions are small, and the overall correc-

tions to the theoretical curves, excluding the �rst and second bins in x, are smooth, and do not

depend strongly on x. Recall, however, that only data with x greater than 0.05 are included in

the analysis. The �t quality is also demonstrated by presenting the polarization as a function

of cos � in Figure 7. For the purposes of this presentation, the data have been separated into

�ve bins of cos � and a value of the polarization extracted for each bin using the maximum

likelihood �t modi�ed such that the cos � terms in equations 20 and 21 are ignored. The result

of the maximum likelihood �t is represented as a solid curve in Figure 7.

Detailed discussions of each of the correction functions and the associated systematic un-

certainties are presented in the following sections and are summarized in Table 2.

Source �hP� i � AFB
pol

(%) (%)

radiative e�ects 0.2 0.0
AFB and K threshold 0.1 0.1

calorimeter response 0.5 0.1
tracking response 0.4 0.2

cos � and charge measurement 0.0 0.2

� -pair selection e�ciency 0.4 0.2
� decay identi�cation 1.8 0.2
backg. from other � decays 0.7 0.1
backg. from non-� events 0.7 0.2

Total 2.2 0.5

Table 2: Summary of systematic uncertainties in the determination of hP� i and AFB
pol using

�!e��e�� , �!������ and �!�(K)�� channels.

Radiative and threshold e�ects

For a given helicity state, initial and �nal state radiation as well as radiation in the decay of the

� a�ect the spectra of the � decay products. The radiative distortions to the spectrum for decay

mode i are taken into account using a radiative correction function, r�i (xi). The function r
�

i (xi)
is determined from the ratio of the spectrum containing radiative e�ects to the spectrum where

only the Born level cross-section is considered. A high statistics run of the KORALZ 4.0 Monte
Carlo generator [14], without detector simulation, is used to create the radiatively corrected

spectrum of the appropriate kinematic variable in each channel4 . The ratio of distributions for

positive and negative helicity are treated separately in order to disentangle kinematic distortions
to the Born level spectrum caused by photonic radiative corrections to hP� i or AFB

pol . These latter

e�ects are taken into account explicitly when interpreting the measurements as a determination

of sin2 �
lept
e� .

4KORALZ 4.0 extends the KORALZ 3.8 treatment of �nal state bremsstrahlung toO(�2) (including exclusive
exponentiation); calculates the decay radiation in the leptonic decays to O(�); and decay radiation in all semi-
leptonic decay modes in the leading logarithmic approximation.
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A potentially important uncertainty associated with these corrections arises from the fact

that the QED O(�) corrections to semi-leptonic � decays are included only in the leading

logarithmic approximation. The e�ect of this correction on the polarization asymmetries is

quanti�ed by comparing results using radiative correction functions, r�i (xi), in which the ra-

diation in the decay of the semi-leptonic modes has not been included to those for which it

has been included. The di�erence in the results is used as a measure of the magnitude of the

correction. The correction is estimated to have a systematic error of 5% of the correction[20]

and, for the �!�(K)�� mode, introduces a negligible contribution to the error. The dominant

contribution to the error on r�i (xi) arises from the Monte Carlo statistics used to calculate

r�i (xi) while the treatment of initial and �nal state radiation in KORALZ introduces a negligi-

ble contribution to the error. The total error assigned to the radiative correction uncertainties

on hP� i and AFB
pol are 0.2% and less than 0.1%, respectively.

The e�ect of the threshold for � decays to kaons (equation 15) introduces an error on

hP� i and AFB
pol associated with the uncertainties in the � branching ratios to pions and kaons

and leads to errors of approximately 0.1%. There is also a very small error (much less than

0.1%) introduced from the measurement uncertainty on AFB [5] which enters the analysis (see

equation 8).

Detector resolution

The distribution in x, after taking into account the radiative e�ects and the detector resolution,
can be written as,

h�i (xi) = Ci

Z 1

0
[fi(x

0
i )� gi(x0i )]r�i (x0i )Ri(x

0
i ; xi)dx

0
i (23)

where a normalization factor Ci was introduced to assure that,Z
1

0
h�i (xi)dxi = 1: (24)

Here Ri(x
0
i ; xi) represents the response function which is the distribution of the measured xi

for a given true x0i and depends on the measured particle.
For electrons, x is the electromagnetic energy in the � jet normalized to the beam energy.

The shape of Ri(x
0
i ; xi) is investigated using electron-pair events and is parametrized by a

sum of Gaussians with various width, mean and normalization parameters. For the energy

dependence of the width, electron-pair and single electron events from the data are used. In
electron-pair events, the electrons are assumed to have the beam energy, whereas for single

electrons the widths and means of the E=p distributions at di�erent energies are used. The
contributions of momentum resolution and bremsstrahlung to the width are taken into account

when determining the energy resolution. The overall energy scale of the ECAL is calibrated
using electron-pair events in the data and has an uncertainty of �0:3%. At lower energies, where

the amount of energy which is lost in the material in front of the calorimeter is signi�cant, data

from �!e��e�� decays and single electrons are used to study the energy scale as described in

Section 6. The systematic error assigned to the response function includes contributions from

the energy-loss uncertainty, ECAL calibration and the statistical errors on the parameters and
their correlations. These contribute an error of 0.5% on hP� i and 0.1% on AFB

pol .
For a muon and �(K), x is essentially the particle momentum normalized to the beam

energy 5. In order to investigate the shape of the response function, the x measurements from

5For the �!������ analysis, x also includes energy from photons in the � jet.
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colinear e+e�!�+�� events are used. For these events, the value of x0 is assumed to be one

and the shape is also parametrized by a sum of Gaussians. The energy dependence of the

width parameters is determined from �!������ and �!�(K)�� decays modelled in the � -pair

Monte Carlo sample. The statistical errors on the parameters as well as their correlations

contribute to the systematic errors assigned to the response function. In addition, a possible

dependence of the momentum measurement on cos �, which would a�ect the extracted AFB
pol

value, is considered. In order to investigate this e�ect, the momentum of muons from �-pair

events was measured as function of cos �. A slight dependence, �p=p = �(2:0�0:9)�10�3 �cos �,
is present. Introducing this dependence yields deviations in hP� i and AFB

pol of around 0.2%. As

there is uncertainty in the momentum dependence of this e�ect, the polarization results are not

modi�ed but the full 0.2% is taken as a contribution to the systematic error. The dependence

of the momentum resolution on cos � of the track introduces a contribution to the error of 0.3%

and 0.02% on hP� i and AFB
pol , respectively. The total errors assigned to the understanding of

the tracking chamber response are 0.4% and 0.2% for hP� iand AFB
pol , respectively.

Corrections due to �� scattering angle resolution and charge misassignment are not included

in the �t and the lack of such corrections potentially contributes to the uncertainty on AFB
pol .

Monte Carlo studies indicate that the resolution in the cosine of the scattering angle is 0.023.

The e�ect of this resolution on the extracted AFB
pol �t results is less than 0.1%. The �t is

sensitive mainly to the spectrum of forward and backward scattered particles rather than the
accurate shape of the cos � distribution. The uncertainty on AFB

pol arising from a wrong charge

assignment of the � jets which results in a wrong sign of cos � is also less than 0.1%.

Tau-pair selection e�ciency

The e�ciency of � -pair selection, E�, is investigated using the � -pair Monte Carlo events by
comparing the kinematic variable distributions before and after the selection requirements.
This is done separately for events with positive or negative �� helicity and for the various
combinations of the decays of the two � leptons. When both � leptons decay via one of the modes

considered here (e, � or �(K)), the e�ciency is parametrized as a function of the kinematic
variables xi, xj and cos �. As mentioned above, the � -pair selection requirements against �-pair,
electron-pair and two-photon events involve two and sometimes all three kinematic variables
in a correlated manner and these are explicitly taken into account in the parametrization of
the e�ciency6. When only one � decays to e, � or �(K) and the other � is not identi�ed, the

selection e�ciency has two components. The �rst accounts for the case when the other � does
not decay via e, � or �(K) whilst the second accounts for the case where it does decay via these

channels. The �rst component is parametrized as a function of xi and cos �, assuming that

these two kinematic variables are not correlated. The second component, which arises from
identi�cation ine�ciencies, can have correlations and they are taken into account.

The error coming from the � -pair selection e�ciency includes a component caused by limited
Monte Carlo statistics and another related to the resolution and scale uncertainties in the ECAL

and tracking detector as previously discussed. The contributions from the � -pair selection
e�ciency to the overall uncertainty on hP� i and AFB

pol are 0.4% and 0.2%, respectively.

6The other � -pair selection requirements do not introduce signi�cant biases against the �!e��e�� , �!������ or
�!�(K)�� channels.
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E�ciencies of the � decay identi�cation

The e�ciencies to identify the various � decays are obtained in two steps. In the �rst step,

the Monte Carlo events are used in order to obtain the e�ciency distributions for each decay

channel, separately for events with positive or negative �� helicity. These distributions de-

pend on the x variables of the identi�ed � and on cos �. However, some of the identi�cation

requirements, such as those designed to remove electron-pair and �-pair events, also introduce

a dependence on the x variable of the � on the opposite side. This dependence is taken into

account. In the second step events from control samples in the data are used to correct the

Monte Carlo e�ciency distributions for possible e�ects not modelled correctly in the detector

simulation, as detailed below. The selection procedures of these control samples are largely

independent of the � decay identi�cation requirements. The e�ciencies obtained from those

real data events are compared with those from Monte Carlo events of the same process which

passed the same selection criteria. In this way, any bias due to the selection of the control

sample itself is minimized.

For �!e��e�� decays, electron-pair events provide a control sample of high energy electrons

whilst single electron events are used to control the region below 10 GeV. In order to investigate

the muon detection e�ciency we used �-pair events for high energy and !�+�� events
for low energy muons. In both cases, these control sample studies result in approximately
5% e�ciency corrections which are approximately at as a function of x. We use a linear

parameterization of this slight dependence and assign a systematic error which accounts for the
statistics of the control samples and the uncertainty in extrapolating between the low and high
x regions.

For single charged pions or kaons there are no clean non-tau control samples available over
the momentumrange of interest. Instead, decays of the � into hadronic states containing neutral

pions and a single charged hadron are used. For example, the �(K) identi�cation requirements
that remove muons can be controlled using the �!��� sample since these requirements are not
used in the �!��� identi�cation. The resulting correction for these requirements is approxi-
mately at, being equal to 0.99, but can also be parametrized as a second order polynomial.
We use the at correction function, but investigate the e�ect of using the other alternative in

the systematic study.
Requirements on the presampler signal and ECAL energy which is not associated with

the charged track are used to remove backgrounds containing neutral pions[3] but these also
introduce a signi�cant bias. The reliability of the modelling of these requirements is studied
using an alternative pion selection based on a low jet mass requirement. This sample has a larger

background (12%) but is clean enough to estimate the systematic dependence of the results

on the standard requirements. The conclusion of this study is that the Monte Carlo modelling

of the x dependence of the e�ciency is in excellent agreement with the data. This is veri�ed
using a subsample of the �!��� events in which the neutral pion is well separated from the

track and with a sample of very high momenta �!�(K)�� events which has little background
from the other hadronic decays. The statistical error on this control sample investigation yields

systematic errors of 1.5% and 0.1% on hP� i and AFB
pol , respectively.

In order to remove the �!e��e�� background, the ratio of the ECAL energy associated with

the track to the track momentum is required to be less than 0.8. The �!��� control sample
is used to demonstrate that this requirement introduces a negligible contribution to the overall

systematic error.

These various e�ciency corrections contribute systematic errors on hP� i and AFB
pol of 1.8%

and 0.2%, respectively.
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Background

As seen from equations 20 and 21, the correction for background contamination in channel

i is performed separately for background from other � decay sources (��i which depends on

the � helicity) and background from non-� sources (�non��i(j) ). The �rst type of background is

initially investigated using Monte Carlo events separately for positive and negative �� helicity.

For �!e��e�� , the background level from other � decays is � 4:7%, di�ering slightly between

positive and negative �� helicity events, and originating mainly from �!�(K)�� and �!���
decays. For �!������ this background is � 1:5% coming from �!�(K)�� decays, and the

background to �!�(K)�� is � 7:2%, mainly from �!��� , �!�K0� and �!e��e�� decays. The

Monte Carlo expectations for these background levels are checked against the data by studying

the � jets that are identi�ed in more than one decay channel and from studies of how electrons

and muons in the electron-pair and �-pair control samples contaminate the pion sample. An

error on the �!�K0� background is estimated by varying the Monte Carlo expectation by

�100%. A small (<0.1%) additional contribution to the errors arising from the uncertainties

in � branching ratios has been included. These background sources contribute errors of 0.7%

and 0.1% on hP� i and AFB
pol , respectively.

Concerning non-� background, the following sources are considered.

� e+e�!�+��. This source mainly contaminates events where one � is identi�ed as �!������
decay and the other as �!�(K)�� or when one � is identi�ed as a �!������ and the other
is not identi�ed, at the level of 0:4% and 1:3%, respectively.

� e+e�!e+e��+��. This source contributes only to events with two identi�ed muons or
one identi�ed muon and an unidenti�ed � , at the level of 1:6% and 0:3%, respectively.

� e+e�!e+e�. This source contributes background to events where only one � decay is
identi�ed as e or �(K) (and the other � decay is unidenti�ed) and events where both
decays are identi�ed as �!e��e�� . The corresponding contamination levels are 0:3%, 0:2%
and 0:3%, respectively.

� e+e�!e+e�e+e�. This source contaminates only events with one electron where the
opposite � decay is unidenti�ed or two identi�ed electrons, at the level of 0:3% and 2:6%,
respectively.

� e+e�!q�q. The background from this source is negligible for all channels considered here.

The �non��i(j) (xi; xj; cos �) correction functions for each source were initially determined using
the corresponding Monte Carlo event samples. In practice the correlations between xi(j) and

cos � are small and the �non��i(j) functions factorize into products of simple functions. These were
adjusted by factors obtained from comparisons between the data and Monte Carlo when the

� selection requirements designed to suppress these backgrounds were loosened. The contri-

bution to the errors on hP� i and AFB
pol from the non-tau background corrections are 0.7% and

0.2%, respectively.

Cross checks of the �tting method

In order to check for potential biases in the �tting method, the analysis was performed on

the � -pair Monte Carlo sample using resolution parameters extracted exclusively from Monte

Carlo events. The input values for hP� i and AFB
pol are �14:0% and �9:9%, respectively and the
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�t returns values of (�13:9�1.1)% and (�8:9�1.3)%. A similar check was performed on the

Monte Carlo sample of purely positive and purely negative helicity states and, again, there is

no evidence for a bias in either hP� i or AFB
pol .

The data have also been classi�ed into nine independent subsamples, corresponding to all

possible combinations of both � decays not involving an identi�ed �!��� decay. When doing

so, nine independent results for hP� i and AFB
pol are obtained. These are listed in Table 3. The

weighted means of these values are within 0.2% of the global �t results and the �2 probabilities

for the consistency between the nine results of hP� i and AFB
pol are 17% and 82%, respectively.

When we perform this exercise on the Monte Carlo, there is no evidence for a bias in any of

the nine subsamples.

Decay channel hP� i AFB
pol Number of

combination (%) (%) Events

Global ML �t values {13.5 � 2.9 {11.0 � 3.5 12373

1 � identi�ed {17.5 � 3.5 {10.2 � 4.3 9250

2 � 's identi�ed {5.5 � 5.0 {12.6 � 5.9 3123

�!e��e�� , none {24.7 � 8.9 {17. � 10. 3585
�!������ , none {8.7 � 7.9 {10.8 � 9.1 3897
�!�(K)�� , none {18.4 � 4.4 {8.1 � 5.5 1768
�!e��e�� , �!e��e�� 9. � 16. {29. � 18. 565
�!e��e�� , �!������ {16. � 10. 3. � 12. 1288

�!e��e�� , �!�(K)�� {9.5 � 9.7 {23. � 12. 346
�!������ , �!������ 7. � 24. 2. � 27. 484
�!������ , �!�(K)�� 6.1 � 9.0 {13. � 11. 385

�!�(K)�� , �!�(K)�� {29. � 20. {21. � 26. 55

Average {13.3 � 2.9 {11.1 � 3.4

�2=DOF 11.6/8 4.4/8
�2 probability (%) 17.2 81.6

Table 3: � polarization results for the global �t and for each of the nine independent subsamples,
corresponding to all possible combinations of identi�ed �!e��e�� , �!������ or �!�(K)�� de-
cays. The average of these and the �2 for this set is also given. Also quoted are the results

of separate global �ts to those events in which both � decays have been identi�ed and those

events in which only one � decay has been identi�ed.

The results were also checked by dividing the cos � range into �ve bins and calculating
the � polarization in each bin separately using the maximum likelihood �t. Using AFB=

1.2%, which is the OPAL result [5] for the Z0 peak, we obtained hP� i = (�13:9 � 2:9)% and

AFB
pol = (�10:8� 3:5)% in excellent agreement with the maximum likelihood results. The �t �2

is 0.7 for three degrees of freedom and the correlation between hP� i and AFB
pol is +0.03.

For comparison with previous measurements, we list the results for each decay channel in

Table 5 separately. One should note, however, that the results for the �!e��e�� , �!������ and
�!�(K)�� decays in this table cannot be interpreted as independent polarization measurements
because the same � -pair event can contribute twice. For our selected � decays, failure to include

these correlations would lead to a 7% and 9% arti�cial reduction in the statistical errors on
hP� i and AFB

pol , respectively.
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As an additional cross-check, we have performed an independent polarization analysis which

is similar to that described in our previous publication [3]. It consists of a set of least squares �ts

to background-subtracted �!e��e�� , �!������ and �!�(K)�� spectra applied separately to data
in the forward and backward hemispheres. The theoretical spectra are corrected for e�ciency,

resolution, radiation and threshold e�ects. The background and e�ciencies as predicted by

the Monte Carlo simulation are corrected using data control samples in a manner similar to

that used in the maximum likelihood analysis. This analysis does not take into account the

correlations between the two � leptons or the polarization dependence of the background. The

results are in good agreement with those obtained from the maximum likelihood �t which is

modi�ed to ignore the correlations between the two � leptons. The global values for hP� i and
AFB
pol from the least squares analysis are both within 0.5% of the results from the maximum

likelihood �t.

Summary of maximum likelihood results

Table 2 summarizes the systematic errors in the maximum likelihood analysis. Each error listed

in Table 2 is a combined result of several related contributions and as there are no correlations

between entries on di�erent rows of the table, they are combined in quadrature to give the
overall systematic error listed in the last row of Table 2. Thus the values of hP� i and AFB

pol using
the �!e��e�� , �!������ and �!�(K)�� decay channels are measured to be

hP� i = (�13:5 � 2:9� 2:2)%

AFB
pol = (�11:0 � 3:5� 0:5)% (25)

where the �rst error is statistical and the second systematic.
The dominant contribution to the systematic error on hP� i derives from the uncertainties

in the e�ciency of the � decay mode identi�cation. For the most part these arise from the
limited statistics of the control samples, and in particular, the �!��� sample used to correct
the e�ciency of �!�(K)�� identi�cation. Although there is no single dominant systematic

error on AFB
pol there are a number of signi�cant contributions whose magnitudes depend on the

control sample data sizes used in their evaluation. Therefore, one can expect the systematic
errors to decrease as more data is collected.

6 hP�i and AFB
pol from �!��� decays

For the analysis of the �!��� decay, hP� i and AFB
pol are determined from a two-stage �t which

is performed separately for the two �!��� selections. The data satisfying a �!��� selection are
divided into �ve equal sized bins in cos �. In the �rst stage of the �t, the average � polarization

in each cos � bin is independently determined by �tting for hP� i� in a manner described below.
The second stage consists of extracting the hP� i and AFB

pol parameters in a least squares �t of
the hP� i� dependence on cos �, as given by equation 8, using the hP� i� measurements obtained

in the �rst stage.
For the �rst stage, the data in a given cos � bin are divided into bins of cos �� and cos which

are de�ned in Section 2. The number of expected events in each bin is determined by integrating

the joint distribution in (cos ��,cos ) over the cos �� and cos bin and correcting for detector
response and background e�ects.
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The expected number of events in (cos ��, cos ) bin (i; j), Nij , is expressed as

Nij(�) =
1

2
(1 + hP� i�)N+

ij (�) +
1

2
(1 � hP� i�)N�

ij (�) (26)

where

N�

ij (�) =
��ij(�)r

�

ij

(1� ��ij (�))
W�(cos ��i; cos j): (27)

The superscript refers to the �� helicity state and the symbol �ij represents the e�ciency for

selecting a �!��� candidate in bin (cos ��i; cos j) and includes both the � -pair and �!��� se-
lection e�ciencies. The background fraction is represented by �ij and corrections for radiation

by rij. The integral of the joint distribution in (cos �
�, cos ) is represented byW (cos ��i; cos j).

The radiative correction function, rij, is obtained from a high statistics sample of KORALZ 4.0

Monte Carlo events.

The distributions in cos �� for di�erent regions of cos for the �!��� selection I and II

data are shown in Figures 8 and 9 where the cos � bins have been combined. The parameters

extracted from the two analyses are:

Sample I hP� i = (�15:9 � 3:0(stat))%; AFB
pol = (�6:3� 3:5(stat))%

Sample II hP� i = (�15:5 � 2:9(stat))%; AFB
pol = (�7:7� 3:3(stat))%

where only the statistical errors are given. We present the measured hP� i� as a function of

cos � for both selections in Figure 10. The �2 value of the �t of the hP� i� dependence on cos � is
0.9 for sample I and 1.4 for sample II for three degrees of freedom. The values of the �2 for
the �ts in each cos � bin range between 14 and 22 for selection I and between 18 and 26 for
selection II where the number of degrees of freedom in each case is 24.

The results from the two analyses are combined, taking into account the statistical corre-

lation between the two sets of results (37%), which is determined by analysing the common
event sample, to produce an overall �!��� result of

hP� i = (�15:7 � 2:4(stat))%

AFB
pol = (�7:1� 2:8(stat))%: (28)

The hP� i as a function of cos � for the combined �!��� data is shown in Figure 10c. The

correlation between the two parameters is +0.003.
Discussions of the contributions to the systematic uncertainties are presented in the following

sections and are summarized for both selections in Table 4.

Radiative E�ects

A small contribution to the systematic error arising from the treatment of radiative e�ects is

evaluated in a manner analogous to that described in Section 5. An analysis using radiative
correction functions in which the radiation in the decay of the semi-leptonic modes has not

been included is compared to that in which it has been included with the di�erence indicating
the magnitude of the correction. Following reference [21], the uncertainty on the correction

is estimated to be on the order of 1= ln(m�=m�) of the correction. Therefore, the di�erence,

multiplied by 1= ln(m�=m�), is assigned as the uncertainty arising from the decay radiation
treatment.
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Detector response

The uncertainty in the modelling of the resolution of the calorimeter is estimated by increasing

the resolution in the Monte Carlo by 2% of the measured energy and then re-evaluating the

e�ciency functions. As previously mentioned, the overall energy scale of the ECAL is calibrated

using electron-pair events in the data and is estimated to be correct to 0.3% of the measured

energy. The e�ect of this uncertainty on the polarization measurements is estimated by varying

the energy scale by �0.3% and taking the corresponding change in the measurement as an error.

In addition to this e�ect, there is a small discrepancy between the energy scale in the data and

Monte Carlo at lower energies as revealed in studies using �!e��e�� decays and single electrons

where the track momentum provides the reference electron energy. This discrepancy, which

is negligible above 5-10 GeV, increases to 2% at 2 GeV. It is a reection of the uncertainty

in the proportion of energy which is deposited in the material in front of the calorimeter as

described in the Monte Carlo simulation. An error is assessed for this e�ect by applying an

energy dependent variation of the energy scale which corresponds to the observed discrepancy

between data and Monte Carlo.

The uncertainty in the energy scale of the tracking detector is investigated using high mo-

mentum tracks in Z0 !�+�� events and low momentum tracks from pions of K0
S decays in

multihadronic Z0 decays. The systematic error arising from this uncertainty is negligible.
The uncertainty on the resolution as determined from the Z0 !�+�� events, however, intro-

duces a 0.5% contribution to the systematic uncertainty. Systematic errors related to photon
conversions in the material of the tracking chambers are negligible.

Background

The correction factors for the background in each bin in (cos ��; cos ) are determined using
the Monte Carlo simulation. There are several contributions to the systematic error of the
polarization arising from uncertainties in the modelling of the background. One class of error

is caused by the � branching ratio uncertainties. The contributions from these are assessed
by varying the assumed branching ratios for each decay mode by plus or minus one standard
deviation of the world average as determined in reference [8] and quoting the corresponding
change in hP� i and AFB

pol as the errors on these quantities. Another source of uncertainty in the
background is related to the ability of the Monte Carlo to simulate the response of the detector

to the � decay modes other than the �!��� mode. This source is assumed to be accounted for

in the variation of the energy scale and resolution of the calorimeter and tracking detector as
described above.

As the �!a1�� decay forms a signi�cant background in the �!��� sample it is necessary

to account for uncertainties in the modelling of the a1 itself. The a1 mass and width are varied

by �25 MeV and �100 MeV, respectively and the changes in the polarization results induced
by these changes are quoted as the uncertainties arising from the lack of knowledge of a1.

Uncertainties from the modelling of �!�� 3�0 are negligible.

Miscellaneous systematic errors and other cross checks

The Monte Carlo is used to estimate the bin-by-bin e�ciencies and purities for positive and

negative helicity states separately. The error arising from the limited Monte Carlo statistics is

1.2% for the hP� i measurement and 1.5% for AFB
pol . This includes contributions of the Monte

Carlo statistics to the radiation corrections. There is also a very small error introduced from
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the measurement uncertainty on AFB which enters the analysis (see equation 8).

Additional systematic studies have been performed to cross check the analyses. These in-

cluded verifying the stability of the results when modifying di�erent aspects of the �!��� selec-
tion criteria such as the �ducial acceptance; minimum energy thresholds on tracks and clusters;

requirements on what constitutes a well measured track and neutral cluster; track-cluster as-

sociation criteria; and details of the two clustering algorithms. The data were also analysed

by performing a least squares �t to the data of a linear combination of positive and negative

helicity distributions of the fully simulated Monte Carlo events. The results are consistent

with the quoted values but have a larger Monte Carlo statistical error. This same type of

analysis was used to investigate any potential dependence of the extracted polarization results

on the reconstructed � mass by dividing the sample into three bins of reconstructed � mass.

The �2 values for the three measurements were 0.84 and 1.85 for hP� i and AFB
pol , respectively,

indicating that there is no evidence for such a dependence. We have also looked for biases in

the polarization extraction technique using Monte Carlo samples of purely positive and purely

negative helicity events and have found no evidence for such biases.

Source �hP� i � AFB
pol

(%) (%)
Selection I Selection II Selection I Selection II

Radiative e�ects 0.1 0.1 0.0 0.1

calorimeter response 0.2 0.5 0.2 0.2
tracking response 0.3 0.5 0.0 0.6

Background 0.6 0.4 0.0 0.1
Monte Carlo Statistics 1.2 1.2 1.5 1.4

AFB 0.0 0.0 0.1 0.1
Total 1.4 1.5 1.5 1.5

Table 4: Summary of systematic uncertainties in the determination of hP� i and AFB
pol using the

�!��� decay channel.

Summary of the �!��� results
Table 4 summarizes the di�erent systematic errors relevant to the �!��� analysis. The various
contributions to the systematic error are independent and therefore summed in quadrature in
order to give a total systematic error. The analysis of the data using selection I has a total

systematic error of �1.4% on hP� i and �1:5% on AFB
pol . For selection II the corresponding errors

are �1:5% and �1:5%, respectively. The systematic errors of the two analyses are assumed to
be 100% correlated and are combined accordingly. The overall �!��� results are:

hP� i = (�15:7 � 2:4� 1:5)%

AFB
pol = (�7:1 � 2:8 � 1:5)% (29)

where the �rst error is statistical and the second systematic.
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7 Summary: combined results and interpretation

A summary of the measurements from all channels is presented in Table 5. The results are

quoted for
p
s = mZ. A very small correction which takes into account the fact that some data

were collected o� the peak of the Z0 resonance is made. The �nal result, taking into account

all correlations is:

hP� i = (�14:9 � 1:9� 1:3)%

AFB
pol = (�8:9 � 2:2 � 0:9)%: (30)

In evaluating the combined systematic error, those contributions from the momentum and

energy scale, decay radiation and AFB uncertainties are assumed to be 100% correlated whereas

all other sources are taken to be uncorrelated.

The hP� i as a function of cos � for the combined data is shown in Figure 11. The correlation

between the two parameters in the combined result is +0.02.

These measurements are consistent with our previous measurement [3] and those of the

other LEP collaborations [22, 23, 24].

Decay Channel hP� i AFB
pol

(%) (%)

�!e��e�� �8:5� 5.8�4.5 �10:4� 6.6�1.3
�!������ �8:0� 5.4�3.3 �10:1� 6.2�1.3
�!�(K)�� �14:3� 3.7�3.0 �10:9� 4.5�0.8
Global ML �t �13:5�2.9�2.2 �11:0�3.5�0.5
�!��� �15:7�2.4�1.5 �7:1�2.8�1.5
All channels combined �14:9�1.9�1.3 �8:9�2.2�0.9

Table 5: Tau polarization results. Note that the individual results quoted for the
�!e��e�� ,�!������ and �!�(K)�� channels assume, incorrectly, that there are no correlations
between the � leptons. These correlations are fully taken into account in the global maximum
likelihood �t result. The results quoted for the �!��� decay and the combined results account
for the correlations in a manner described in the text.

These results can be expressed in terms of A� and Ae of equation 9 :

A� = 0:153 � 0:019 � 0:013

Ae = 0:122 � 0:030 � 0:012

where ZFITTER [25] has been used to correct for the e�ects of the photon propagator, photon-

Z0 interference and photonic radiative corrections. Within the context of the Standard Model
these can be interpreted as measurements of

ĝ�v/ĝ
�
a = 0:077 � 0:012

ĝev/ĝ
e
a = 0:062 � 0:016

where the errors include both statistical and systematic contributions. The agreement between

these two values indicate that the data are consistent with the hypothesis of lepton universality.

If universality is assumed, these results can be averaged to give

sin2 �
lept
e� = 0:2321 � 0:0023:
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Figure 1: Global e�ciencies as a function of x for (a) �!e��e�� (b) �!������ and (c)�!�(K)��
decays. The e�ciencies include the � -pair selection e�ciency and are after making the �ducial

cut:j cos �j < 0:68. The drop in e�ciency in the low x region of (a) and (b) is caused by
requirements designed to remove two-photon, electron-pair and �-pair events. Note that the

requirement that removes candidates having x < 0:05 is evident on these plots.
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Figure 2: Global e�ciencies as a function of (a) cos �� and (b) cos for �!��� decays for
selection I. The analogous plots for selection II are shown in (c) and (d). The e�ciencies include
the � -pair selection e�ciency and are evaluated after making the �ducial cut:j cos �j < 0:68.
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Figure 3: x distributions for the �!e��e�� data (points with error bars) for various decays on
the opposite side, compared with the theoretical predictions (solid lines) with all corrections

included, as calculated with the hP� i value obtained from the global maximum likelihood �t.
The hatched area denotes the background part of the spectrum and, for the cases where both

� decays are identi�ed, the dotted lines show the uncorrected theoretical curves.
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Figure 4: x distributions for the �!������ data (points with error bars) for various decays on
the opposite side, compared with the theoretical predictions (solid lines) with all corrections

included, as calculated with the hP� i value obtained from the global maximum likelihood �t.
The hatched area denotes the background part of the spectrum and, for the cases where both

� decays are identi�ed, the dotted lines show the uncorrected theoretical curves.
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Figure 5: x distributions for the �!�(K)�� data (points with error bars) for various decays on
the opposite side, compared with the theoretical predictions (solid lines) with all corrections

included, as calculated with the hP� i value obtained from the global maximum likelihood �t.
The hatched area represents the background part of the spectrum and, for the cases where both

� decays are identi�ed, the dotted lines show the uncorrected theoretical curves.
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Figure 6: x distributions for the �!e��e�� , �!������ and �!�(K)�� decay channels, summing
over all decays on the other side and compared with the theoretical predictions (solid lines)

with all corrections included, as calculated with the hP� i value obtained from global �t. The
points with error bars represent the data, the hatched area represents the background part of

the spectrum and the dotted lines show the uncorrected theoretical curves.
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Figure 7: Tau polarization as function of cos � for the �!e��e�� , �!������ and �!�(K)�� de-
cays. The data points represent the hP� i� values calculated using a modi�ed maximum likeli-

hood �t in a special analysis used to demonstrate the �t quality and to cross-check the global
�t, as described in the text. The solid line is the result of the global maximum likelihood �t.

Note that the error bars represent statistical uncertainties only.
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Figure 8: Distributions in cos �� in di�erent cos regions for the �!��� selection I data.
The open histograms represent the �tted theoretical curve after applying all corrections. The

hatched area represents the background component. The dotted histograms represent the

theoretical curve before applying any corrections. The distribution in cos �� for cos in the
range a) [-1.0,-0.6], b) [-0.6,-0.2], c) [-0.2,+0.2], d) [+0.2,+0.6] and e) [+0.6,+1.0] are presented.

Note that all bins in cos � have been combined to make these plots.
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Figure 9: Distributions in cos �� in di�erent cos regions for the �!��� selection II data.
The open histograms represent the �tted theoretical curve after applying all corrections. The

hatched area represents the background component. The dotted histograms represent the

theoretical curve before applying any corrections. The distribution in cos �� for cos in the
range a) [-1.0,-0.6], b) [-0.6,-0.2], c) [-0.2,+0.2], d) [+0.2,+0.6] and e) [+0.6,+1.0] are presented.

Note that all bins in cos � have been combined to make these plots.
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Figure 10: Tau polarization results from the �!��� analyses as a function of cos �. The data
points represent the hP� i� values calculated from the analyses of selection I (a) and selection II
(b). The solid lines represent the expectations from the separate �!��� results. The hP� i� val-
ues calculated from the combined �!��� analyses are presented in (c) where the points repesent
the data and the solid line represents the expectation from the combined �!��� result.
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Figure 11: Combined tau polarization results as a function of cos �. The data points represent
the hP� i� values calculated as the weighted mean of the global �t and �!��� analyses. The

solid line represents the expectation from the overall combined result. Note that the error bars
represent statistical errors only.
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