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Abstract— With the rise in the use of multi-vehicles teams,
for maritime operations, new challenges and opportunities
arise regarding the complexity and logistics of these scenarios.
One way to cope with said complexity is to imbue some
of these systems with the versatility of operating in more
than one physical medium (air/water/land) during its normal
mission cycle, maximizing their possible mission roles. The
ability of having a vehicle which can operate both in the air
and on the water can further expand and facilitate maritime
operations by allowing new sampling, deployment and even
communication scenarios. This work follows the iterations of a
specific vehicle concept, through its various phases, and tracks
the developments and challenges necessary to adapt a Remotely
Piloted Aircraft Systems (RPAS) to become capable of water
take-off & landing, and explores its applicability as a viable
operational mobile communication gateway for underwater and
surface assets.

I. INTRODUCTION

Even today, the complexity in undertaking maritime op-
erations is still an issue that has no clear and defined
playbook. A vast majority of operations are still carried out
by manned ships, making them the de facto workhorse of
seagoing operations. Nevertheless, a ship can only be at
one place at a time, can only carry a limited number of
working personnel, and can only stay at sea for a limited
amount of time. With our increasing need to understand and
monitor how key maritime issues [1] steps must be taken
to streamline and facilitate our ability to operate in this
environment. One way to address this issue has been through
the ongoing use of autonomous systems, both aerial, surface
and underwater [2], [3], [4], [5], working in tandem with each
other as a team. The use of teams of autonomous systems
has not only allowed for easier operational logistics, but also
expanded what can be done within the maritime environment
[6], [7], [8]. Nevertheless, deployment these teams remain
a challenging endeavor [9], [10] which has, on the most
part, been mitigated by either the incorporation of mixed-
initiative behavior [11], [12], [13] or by taking extensive
care in regards to the way human operators interact with
them [14], [15].

However, an important factor for the effective usability
of these teams of systems, which isn’t directly covered
by expanding their levels of autonomy or improving their
interfaces, is the capability of these teams exchanging and

1LSTS - Laboratório de Sistemas e Tecnologia Sub-
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relaying data between each other and the outside [4], [16],
[17]. Issues of communication between these heterogeneous
systems are paramount not only for coordination, especially
when working in tandem with manned system [18], [19],
but also for in-situ data collection and analysis. These
issues further compound when taking into account that in
maritime operations there is a mixture of communication
channels, protocols and frequencies which must coexist in
a collaborative fashion, to maximize data flow.

One way to facilitate these types of operations can be
achieved by the inclusion of a system with the capacity
of performing activities in more than one medium (air
and water). This system, if able to operate as a hybrid
element in the autonomous vehicle team, can fill-in gaps
as needed while, at the same time, have its own specific
tasks besides operation support. In this regard, a copter type
RPAS presents itself as a promising starting system to adapt
for aquatic operations, while minimizing side-effects to its
effectiveness as an aerial vehicle. Its capacity to control its
ascent and decent with precision is a benefit for any water
approaches while, at the same time, its typically regular-
shaped horizontal cross-section allows for easy mounting and
customization for different payloads.

The paper is structured as follows. In section II we present
the challenge this paper addresses, as well as the scenarios
in which it presents itself. Consequently in Section III we
showcase the background work done at LSTS which allows
for the current baseline of developments and testing. Section
IV describes the conceptual idea behind the RPAS system,
beginning by documenting the necessary changes to the
RPAS frame and the payload system. It further expands by
detailing implementation choices and the challenges behind
making a working prototype. In section VI we present some
field experiments along with lessons learned. Finally, in
section VII we talk about future developments and some
conclusions are drawn.

II. MOTIVATION

The motivation for the present work originated from an
increasing need, in multi-vehicle operations, to reduce and
manage the logistical footprint. As the amount of vehicles
and specific payloads, deployed simultaneously, increase
so does the operation cost and complexity. The ability of
having a system which can perform multiple roles in separate
physical mediums allows for a reduction in this complexity,
as long as the command and control software allows for
dynamic re-tasking of the asset. However, the vehicle itself



must be designed/adapted in such a way that makes it
compliant with multiple payload sorties, and so, modularity
is a key factor during developments.

A starting point for development had to be chosen and,
taking into account the operational context at the Laboratório
de Sistemas e Tecnologia Subaquática (LSTS), focus was
given to networking and communication improvements in
the maritime scenario theatre. Priority was given to bestow
the RPAS with the capability of functioning as a mobile
communication gateway with the ability of multiplexing
between different physical channels simultaneously. With
this capability, re-tasking and re-planning can occur in more
covert scenarios with little to no expose of underwater assets
at the surface. Additionally, it allows for the collection and
relaying of data from moored assets without the need for
physical recovery of said assets.

Nevertheless, the biggest motivation remains the prepara-
tion of a platform which can employ multiple payloads, in
a modular fashion, in real environments incorporated with
autonomous vehicle networked teams.

III. CONTEXTUALIZATION

All work was conducted at the LSTS, from University of
Porto, which is specialized on the design, construction, and
operation of unmanned underwater, surface and air vehicles
and on the development of tools and technologies for the
deployment of networked vehicle systems. The institution
has, over the last 20 years, successfully fielded unmanned
air, ground, surface and underwater vehicles in the Atlantic
and Pacific oceans, and also in the Mediterranean and North
seas. Moreover, its current active cooperation protocol with
the Portuguese Navy allows for the deployment of large
scale yearly exercises [20], [21], [22], [23] which serve as
an operational testing event with active stakeholders and
practitioners with the capability of validating the proposed
concepts of operation (CONOPs).

IV. CONCEPT DESIGN

By delving into what solutions were already being ex-
plored by other research groups, we found that a large
majority were too conceptual, costly and of complicated
implementation for our needs. A search began for off-the-
shelf solutions where we found a few options we identified
as being an adequate starting point to make modifications
and start developing our own system.

A. Vehicle Base Frame

Our previous attempt to build a RPAS capable of water
landing [24] showed there several limitations of the chosen
hexacopter platform, starting with the frame’s small size and
the difficulty in customization/adaptation to other payloads.
Moreover, the thrust power available for that frame was very
underwhelming and further limited its viability for more
complex operations.

With that in mind, we went looking for a frame that could
fulfill our needs, namely the possibility of having a larger
payload capacity and acceptable flight times. The model we

Fig. 1: D130 X8 Frame

ended up choosing was the D130 X8, sold by Foxtechfpv,
octa-quad, with foldable arms, retractable landing gear and
its 8 motors that provide much more power than the pre-
vious setup, giving not only more lifting capacity but also
increased redundancy and stability (Fig. 1). Contrary to our
previous build, which had limited usable frame space, this
new iteration gives us more room for customization, over the
space limitations we faced before.

B. Flotation

One major component in this project was the flotation
device. Upon choosing the base platform, as described in
IV-A, we made calculations for the estimated weight of the
platform. This estimation placed the vehicle at approximately
20 Kg, meaning that, for freshwater, 20 liters of water dis-
placement were needed to keep the frame afloat. Assuming
the frame is ultimately targeted to work on seawater the
same flotation device would still be capable of sustaining
the vehicle. Furthermore, the calculations also accounted for
the shift in the height of the center of mass for this scenario.

Fig. 2: Flotation Modules

After knowing the magnitude for the impulsion needed, the
next problem was maintaining stability in the water and the
clearance needed for the propellers. To make sure the vehicle
could compensate for waves and recover during egress, the
design should follow that of a platform-type flotation. Taking
advantage of the retractable landing gear, present in the base



frame, the flotation device was divided in three sub-parts (2),
one main flotation at the center, where most of the impulsion
is applied and two secondary flotation modules, at the end of
each leg, grating extra stability to the platform, making sure it
could recover from accentuated oscillations. A representation
can be seen in 3.

Fig. 3: Mass distribution for the platform in ingress/egress
mode

One aspect that is crucial for this type of hybrid vehicle
is maintaining a healthy trade-off between the copter perfor-
mance in the air and in the water. A platform, to be stable
in the water, needs the biggest area of contact possible and
the lowest height for its center off mass. Ideally the center
of mass would be lower then the center of impulsion, but
for the copter’s flight performance, the center of mass needs
to be as close as possible to the point where the resulting
force of the eight motors is applied, making the reaction to
dynamic solicitation as good as the ESCs’ response time and
the power still available at that time.

Moreover, a copter wants the least frontal area possible,
to reduce drag and limit the effects of wind during flight.
Further complication for the development process, the height
of the center of mass affects the clearance of the propellers
when floating. Increasing it too much leads to a lack of
stability during take off, to little and the propellers will hit
the water. Both problems could end in catastrophic failure
of the platform.

These conflicting requirements were one of the major plat-
form adaptation challenges and after careful consideration
and simulations we made the prototype presented in this
paper. The flotation used was custom built to our specifi-
cations, after a series of design iterations, using Expanded
Polyurethane Foam as base material, adding parts made of
Polyacetal for structure and fastening purposes.

C. Energy System

In order to allow this platform to be serviceable in a
maritime environment, its energy source and main elec-
tronic components needed to be sealed and protected at
all times. Creating a sealing solution from scratch would

be a tremendous endeavour therefore an off-the-shelf case
(UltraBlox 312) was chosen to protect the batteries and
power electronics used.

The batteries selected were two 6-cell 22Ah Lithium poly-
mer (LiPo), that are connected in series. This configuration
provides about 1108W of power. To safely manage the
power of the batteries, a new circuit board was created with
the added premise of facilitating connection between the
batteries and motors. Before the development of this board,
market research was done and no satisfactory solution was
found due to the maximum current the motors could draw.

Fig. 4: Copter Safety Power Switch Board

That being said, we had to design our own solution
and came up with the Copter Safety Power System board
(CSPS) (Fig. 4). The solution is composed by a four layer
Printed Circuit Board (PCB) using the IPT012N08N5 Metal
Oxide Semiconductor Field Effect Transistor (MOSFET)
from Infineon. These MOSFETs allow continuous currents
of 300A, at room temperature, and a peak current of 1200A
[25].

Since this board is installed inside the same case as the
batteries, the rise in temperature from the circuit could affect
the health of the batteries. For this reason each motor has
a dedicated MOSFET, maintaining temperature influence at
its minimum to preserve battery life and efficiency. Finally
the CSPS has a current measuring sensor which can read the
motors’ consumption and the battery voltage, allowing the
flight controller to track these values during its mission.

Finally, in order to secure a connection between the power
source and the ESCs, a dedicated connector was developed
for the system’s energy module, allowing conventional XT90
connectors to pass it while closing off water, making the
assembly watertight, IP65 rated.

D. Computational Stack and Pod

The main components of the computational stack (Fig. 6)
are as follows:

• CPU: A Raspberry Pi 3 running our onboard software,
DUNE. This CPU is connected via serial port to the
flight controller which enables it to exchange telemetry
and commands with the flight controller.

• Flight Controller: A Pixhawk 2.1 running open source
autopilot, in charge of attitude and position control of
the platform with its internal redundant IMUs.



• Wireless Link: An Ubiquiti Pico station 2.4GHz Wi-
Fi adapter for long range wireless communications. For
pilot control, a FrSky X8R 2.4GHz radio module was
also used, which is connected directly to the flight
controller, giving pilot’s override control.

• Ethernet Switch: A network switch that connects the
CPU, the Wi-Fi link and any possible payloads.

• Payload System: A Seatrac X150 acoustic modem
with USBL correction for underwater communications,
which in perfect conditions has an acoustic range of
1km radius both horizontally and vertically.

• Landing Gear Controller: Two separate controllers that
allow the landing gear to extend and retract by means
of a pilot-operated switch.

• Copter Power Management Board (CPMB) - our in-
house developed power circuit board, presented in IV-
C. Three DC/DC converters from manufacturer Traco
Power were used on this PCB to generate 24V@2A,
12V@2.5A and 5V@4A. These DC/DC converters were
chosen because of their straightforward and simple
integration with the designed system. With the CPMB
the following payloads can be all connected at once:

– 5V, Pixhawk and Raspberry Pi
– 12V, Ubiquiti Pico-Station and Ethernet Switch
– 24V, Landing Gear and Acoustic Modem

(a) Electronics Pod (b) Connections

Fig. 5: From concept to machined part

Conn. #: Description:
1 Main Power
2 Payload 2
3 Left side ESCs
4 Payload 1
5 GPS
6 Right side ESCs
7 Landing gear
8 Wi-Fi antenna cable

TABLE I: Description of connections

With regard to the electronics stack connection options
(Fig. 5 and Table I), the most relevant connectors are the
Main Power input, that will provide power coming from the
Energy System and the Payload 1 and Payload 2 connectors,
that enable specific payloads to be plugged. With modularity
in mind, both Payload 1 and 2 can be used in different
configurations. As an example, Payload 1 can be used either
to connect an acoustic modem or a telemetry radio while
Payload 2 can be used to connect any miscellaneous payload,
to the internal network switch.

(a) Pod - Inside view (b) Computational Stack -
CAD

Fig. 6: Computational Stack and Pod

E. Acoustic Modem

At this stage, the payload being used was an acoustic mo-
dem. The chosen model for this prototype was the SeaTrac
X150. When compared to the previous approach [24], the
Seatrac X150, adds features such as, USBL for a more robust
solution for practical use.

The height of the modem, as seen in picture 7, was
determined by the pressure at which the modem could be
safely turned on. This pressure, translated to depth, was
determined by the depth at which the modem can sense
the variation in pressure, allowing for it to know when it
is submerged and only then start transmitting.

Fig. 7: Modem Payload installed

F. Software

For the low-level control of the platform, we rely on
the open-source ArduCopter [26] latest software. It consists
of navigation software running on the vehicle that offers
fully autonomous, semi-autonomous and fully manual flight
modes, programmable missions with 3D waypoints and
integrates a large number of navigation sensors, including but
not limited to GPSs, RTK GPSs, barometers, magnetometers,
rangefinders, ADS-B transponder and airspeed sensors, and
also implements useful fail-safe functions that trigger spe-
cific user-defined behaviour in cases of loss of pilot radio
link, GPS failure, breaching a predefined operational area
boundary or a minimum battery power level.

Nevertheless, in order to allow for the intended CONOPs
the vehicle had to be incorporated into the LSTS software



toolchain, detailed in [21]. Briefly, the toolchain itself is
composed of 3 fundamental elements ranging from low-
level control and navigation, up to the command and control
interface. These elements are:

a) Dune: DUNE is the on-board software running
on the vehicle, which is responsible not only for every
interaction with sensors, payload and actuators, but also
for communications, navigation, control, maneuvering, plan
execution and vehicle supervision.

b) IMC: Inter-Module Communication (IMC) protocol
[27] is a message-oriented protocol designed and imple-
mented to build interconnected systems of vehicles, sensors
and human operators that are able to pursue common goals
cooperatively by exchanging real-time information about the
environment and updated objectives.

c) Neptus: Neptus is the command and control soft-
ware that allows operators to interact with networks of
heterogeneous autonomous vehicles and sensors [28], [29],
providing support for the entire mission-life-cycle: planning,
simulation, execution and mission analysis. It can be adapted
by operators to fit mission-specific requirements by adding
vehicle-specific and mission-specific plug-ins to a console.

By connecting the flight controller to the CPU, by means
of a wired telemetry link, one can control the platform using
our own command and control interface Neptus, ranging
from issuing new plans to live monitoring and interaction
with other LSTS operational assets on the same network.

V. ASSEMBLY SEQUENCE & CONSIDERATIONS

The Titan platform is divided into a set of modules.
Firstly there is the copter frame, as described in section IV.
This module is the skeleton on which all other modules
are built upon, it includes the landing gear, propellers,
electronic speed controllers (ESC), motors and the overall
structure of the vehicle. Secondly there is the Computational
Stack module which is composed by the housing for the
electronics, designed in-house, and the electronics it houses.
Thirdly, is the Energy module, which is composed by Li-Po
battery solution and a CSPS. The fourth module consists of
the floating system and lastly is the payload module, in this
example housing the acoustic Seatrack X150.

The computational stack is positioned in the middle of the
base frame and between the power module and the payload,
meaning that assembly wise it is imperative that the stack is
the first module to be secured onto the base frame. The stack
does posses an assembling orientation, having connectors
number 5 and number 7 facing the front of the vehicle.
Once the computational stack is firmly attached to the base
frame, with the correct orientation, the power module can
be assembled. This module lies on top of the base frame,
above the computational stack. The opening of the power
box should be oriented to the front of the vehicle, so that all
connections are correctly aligned.

Following this, the arms of the copter can be elevated
and screwed into place. Having the arms raised grants easy
access to the center of the lower part of the vehicle to
allow for the assembly of the flotation support ring and

Fig. 8: Assembly Simulation

acoustic modem modules. It is important that the flotation
support ring is assembled first and, thereafter, the acoustic
modem module can be attached. The flotation support ring
and acoustic modem module are placed in the center of
the copter, precisely below the computational stack. These
components should be secured before the propellers to avoid
any physical damage to the users or the vehicle while
accessing the lower segment of the frame. Only at this point,
should all connections can be finalized, and connectors that
are not being used should be sealed.

Subsequently, the eight propellers can be placed. The
propellers are placed before securing the flotation foam
modules, to the support ring and arms, to avoid any damage
materials while securing the propellers to the motors.

Finally the flotation is assembled into place. The flotation
module is composed of 3 pieces, as detailed before, with
the center piece being screwed onto the support ring that
was previously attached to the lower half of the vehicle. The
central foam piece should be secured first given that it is the
largest of the three pieces, requiring more space to handle. To
assemble the lateral flotation pieces, one leg of the landing
gear should be removed to be able to slide the flotation piece
along the leg until it reaches the bottom. This leg can now
be reassembled onto the frame, so that the same can be done
for the remaining leg.

VI. FIELD EXPERIMENTS & LESSONS LEARNED

During the development of the platform tests were done
in an iterative fashion, to all the different modules, within
the molds of test-driven development (TDD). Initial testing
was done within the lab but rapidly evolved to the field.
This was possible in part due to our previous experience in
this CONOP. However added care was taken when studying
and testing the flotation module. In this regard flotation
and stability in flight & in water was done though the
implementation of a Buckingham PI Theorem model to test
geometry and materials. This model was used in a small
pool, filmed and studied to help improve the design for the
flotation.



After these preliminary bench tests, the fist prototype was
taken to a field location, for real life testing.

Fig. 9: Initial water test

The first day of field testing started with strenuous ground
tests. After some adjustments to the height of flotation and
testing the motors individually, the platform was ready for a
basic flight test, measuring flight time and visually assessing
the effects of carrying the flotation during regular copter
flight. Furthermore, the vehicle had its landing gear actuated
to ingress mode and, with the vehicle turned off, manually
placed in the water. Following this procedure, a series of tests
were preformed manually, in order to simulate the platform’s
response to the environment. The results confirmed the
assumptions made during the development phase and gave
reassurance to expand the testing complexity.

Nonetheless, some time was dedicated towards testing the
separate modules of the platform and minor issues were
found and promptly resolved. Moreover, the first ingress was
attempted and recorded, ending in a successful water landing
and validating the work described so far. Some damage
was found in the secondary flotation devices, which was
a result of a bent in the structure during transport. Better
accommodation will be made for future transport to protect
the prototype.

Fig. 10: First Water Take-off

Moving forward with the tests, a second attempt at water
landing was performed, this time without any damage. The
vehicle was then placed manually in the water, in order
to minimize variables, and water take-off was a performed.

The experiment was successful and the vehicle behaved has
expected during conception and development.

During the process of performing these tests, some prob-
lems and minor flaws were quickly identified and resolved.
Per design, the water landing maneuver depends on the
landing gear opening to a horizontal position. A defect in the
distance between feet caused problems opening and closing
the servos that control the landing gear, making it stuck
in random positions. By failing to achieve one of the two
possible landing positions it became impossible to land either
in water or in land. A emergency landing was performed with
same damage to the frame.

After repairs and a second trial at the take off maneuver, a
full take-off from land, water ingress&egress was performed,
in order to test the full cycle.

Accordingly, the full maneuver of ingress and egress was
performed over 14 individual flights with 100% success rate,
fully corresponding with the expectations for this work.

VII. CONCLUSIONS & FUTURE WORK

Following on previous work, this paper presents the latest
developments made with regards to a water-landing and take-
off capable platform. The Titan octocopter performed to
expectations over the course of several individual flights.
Additionally, the multiple modules implemented onto it
added increasing functionality and reliability proving to be
a natural upgrade to previous iterations of this project. The
developed flotation solution delivered as expected, granting
the necessary stability while floating, without affecting flight
in a very pronounced way. Also, the vehicle was capable of
carrying and using the acoustic modem payload, as intended.
Additionally, this work documents the different steps and
challenges that were encountered during the development
and testing of this autonomous hybrid vehicle, ranging from
component choices to assembly procedures and care.

Meanwhile, new payload systems are starting to be devel-
oped, notably, a water collecting system and a carry&drop
system and a generic Gimbal for specialized cameras payload
is also in the works for this platform. Finally, this octocopter
is scheduled to be tested this year in more complex scenarios
of operation, as part of an integrated experiment between the
LSTS, the Applied Research Laboratory at the University
of Hawaii and elements of the US Naval Undersea Warfare
Center (NUWC) with the end-goal of incorporating the Titan
copter into a team of heterogeneous vehicles, running the
LSTS toolchain while serving as a mobile relay station.
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