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Abstract

The subject of this thesis is the long time behavior of the spinor flow in two situations. The
spinor flow is a geometric flow which arises as the negative gradient flow of the functional
which associates to a metric g and a unit spinor field ϕ ∈ Γ(ΣgM) on a manifold M the
spinorial energy

E(g, ϕ) =
1

2

∫
M

|∇gϕ|2 volg .

The geometric interpretation of this energy depends on the dimension of the manifold. If
the manifold has dimension at least three, critical points of this functional are Ricci-flat
special holonomy metrics. In dimension two, a pair (g, ϕ) can be interpreted as a generalized
isometric immersion and the spinorial energy as a generalized Willmore energy.
The first theme is the stability of the spinor flow in dimension three and up. Given a critical
point (g, ϕ) of E it is found that the spinor flow with initial condition close enough to (g, ϕ)
exists for all times and converges to a critical point of E at an exponential rate. The critical
points of the spinorial energy restricted to metrics of constant volume are also geometrically
very interesting. A volume constrained critical point (g, ϕ) is shown to be stable in the above
sense if it is a minimizer, the critical set at that point satisfies some regularity constraint and
g has a discrete isometry group. The rate of convergence depends on the regularity of the
critical set.
The second theme is the behavior of the spinor flow on closed surfaces of positive genus. If
(gt, ϕt) is a solution of the spinor flow on an interval [0, T ), then one may ask under what
conditions the flow can be continued beyond time T . The criterium

inf
0≤t<T

inj(M, gt) > 0 and sup
0≤t<T

∫
M

|∇2ϕt|p volgt <∞

suffices to continue the flow. An alternative sufficient condition is

sup
x ∈M,

0 ≤ t < T

|∇2ϕt(x)| <∞.

The proofs are based on a new compactness theorem for families of metrics on closed surfaces
of positive genus.





Zusammenfassung

Gegenstand dieser Arbeit ist das Langzeitverhalten des Spinorflusses in zwei verschiedenen
Situationen. Der Spinorfluss ist ein geometrischer Fluss, der als der negative Gradientenfluss
der spinoriellen Energie

E(g, ϕ) =
1

2

∫
M

|∇gϕ|2 volg

definiert ist, wobei g eine Riemannsche Metrik und ϕ ∈ Γ(ΣgM) ein Spinorfeld von Einheit-
slänge auf einer Mannigfaltigkeit M sind. Die geometrische Interpretation der spinoriellen
Energie hängt von der Dimension der Mannigfaltigkeit ab. Ab Dimension drei sind kritische
Punkte von E Ricci-flache Metriken mit spezieller Holonomie. In Dimension zwei kann man
ein Paar (g, ϕ) als eine verallgemeinerte isometrische Immersion und die Spinorenergie als
eine verallgemeinerte Willmoreenergie interpretieren.
Das erste Themengebiet der Dissertation ist die Stabilität des Spinorflusses ab Dimension
drei. Es wird bewiesen, dass kritische Punkte (g, ϕ) der spinoriellen Energie E stabil sind.
Das heißt, dass der Spinorfluss mit Anfangswerten in der Nähe von (g, ϕ) unendlich lange
existiert und gegen einen kritischen Punkt konvergiert. Die kritischen Punkte der spinoriellen
Energie eingeschränkt auf Metriken konstanten Volumens sind geometrisch ebenfalls von
großem Interesse. Es wird gezeigt, dass ein solcher kritischer Punkt (g, ϕ) stabil im obigen
Sinne ist, falls er ein lokales Minimum ist, die kritische Menge nahe diesem Punkt hinreichend
glatt ist und die Isometriegruppe von g diskret ist. Die Konvergenzgeschwindigkeit hängt
von der Regularität der kritischen Menge ab.
Das zweite Themengebiet ist der Spinorfluss auf geschlossenen Flächen positiven Geschlechts.
Falls (gt, ϕt) eine Lösung des Spinorflusses auf einem Intervall [0, T ) ist, dann ist die Frage
naheliegend, unter welchen Bedingungen sich der Fluss über die Intervallgrenze T hinaus
fortsetzen lässt. Die folgende Bedingung

inf
0≤t<T

inj(M, gt) > 0 und sup
0≤t<T

∫
M

|∇2ϕt|p volgt <∞, p > 8

ist ausreichend um dies sicherzustellen. Ein weiteres mögliches Kriterium ist

sup
x ∈M,

0 ≤ t < T

|∇2ϕt(x)| <∞.

Die Beweise dieser Kriterien basieren auf einem neuen Kompaktheitssatz für Familien von
Metriken auf geschlossenen Flächen positiven Geschlechts.
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Introduction

A fundamental result of differential geometry is the classification of complete Riemannian
manifolds of constant sectional curvature. After rescaling, a Riemannian manifold of constant
sectional curvature is isometric to a quotient of hyperbolic space Hn, Euclidean space Rn or
the round sphere Sn by a discrete group of isometries. Given one of those Riemannian
manifolds, the metric of constant sectional curvature can be considered to be a canonical
metric of the underlying smooth manifold. However, most smooth manifolds do not admit
any metric of constant sectional curvature. It is natural to ask for a weaker condition on
the metric, which still yields metrics which can be considered to be canonical in some sense.
The Ricci curvature is obtained from the sectional curvatures by an averaging process. For
a Riemannian metric g and a constant λ ∈ R the condition

Ricg = λg

can be interpreted as saying that the Ricci curvature is constant. A manifold satisfying this
condition is called an Einstein manifold and λ is called the Einstein constant of g. The
Einstein condition can be interpreted as saying that the Ricci curvature is constant. While
much is known about Einstein manifolds, much more remains unknown. In dimensions 2
and 3 the Einstein condition coincides with the constant curvature condition. In dimension
4 the curvature tensor of Einstein manifolds is still fairly restricted. This leads, for example,
to the Hitchin–Thorpe inequality which says that if M admits an Einstein metric, then two
topological invariants of the manifold, the Euler characteristic χ(M) and the signature τ(M),
satisfy the inequality 2χ(M) ≥ 3|τ(M)|. This inequality constrains the topological type of
Einstein manifolds in four dimensions. From dimension five, it is not known whether there
are any manifolds which do not admit a Einstein metric. Finding Einstein metrics is a major
research field of differential geometry. Within the class of Einstein metrics, the Ricci-flat
metrics — i.e. those with Einstein constant λ = 0 — are especially interesting, because they
have a deep relationship with the holonomy group.
The holonomy group Holx(M, g) of a Riemannian manifold (M, g) at a point x ∈ M is the
group of automorphisms of TxM which arise as parallel transport maps of loops which are
based at x ∈ M . Because any parallel transport map is an orthogonal transformation of
TxM , Holx(M, g) is a subgroup of the orthogonal group O(TxM, gx). A famous theorem due
to Berger from 1955 lists all possible groups which can appear as holonomy groups. He found
that if (M, g) is an irreducible non-symmetric simply-connected Riemannian manifold, then
the holonomy group must be isomorphic to SO(n), U(n), SU(n), Sp(n), Sp(n) · Sp(1), G2 or
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Spin(7).[5] The holonomy group of a generic metric on an orientable manifold is isomorphic
to SO(n).
The holonomy principle states that a reduction of the holonomy group to a proper subgroup
of SO(n) is equivalent to the existence of certain parallel tensor fields. These tensor fields
describe geometric structures on the manifold beyond the Riemannian metric. For example,
if (M, g) has holonomy U(n), then there exists a parallel complex structure J , i.e. a section of
the endomorphism bundle of TM , such that J2 = − idTM . Such a manifold is called a Kähler
manifold and they arise in abundance in algebraic geometry as (smooth) projective varieties
in CP n. Manifolds with holonomy SU(n) ⊂ U(n) are particularly well understood. Yau’s
solution of the Calabi conjecture yields a precise criterium, when a manifold with holonomy
U(n) can be deformed to a manifold with holonomy SU(n).[48] Honoring this result, such
manifolds are called Calabi–Yau manifolds.
The other subgroups of SO(n) also correspond to certain geometric structures on the mani-
fold. Manifolds with holonomy Sp(n) are called hyperkähler, whereas manifolds with holon-
omy Sp(n) · Sp(1) are called quaternion Kähler. Finally, manifolds with holonomy G2 or
Spin(7) are simply called G2-manifolds or Spin(7)-manifolds. As the names suggest, hyper-
kähler and quaternion Kähler manifolds are related to Kähler geometry and as such tech-
niques from algebraic geometry can be applied to study them. For G2- and Spin(7)-manifolds
the situation is more complicated. Giving examples of such manifolds is difficult. The first
manifolds with holonomy G2 and Spin(7) were constructed by Bonan([6]) in 1966, the first
complete examples by Bryant and Salamon([10]) in 1989 and the first compact examples by
Joyce([24], [25]) in 1996.
Calabi–Yau, hyperkähler, G2 and Spin(7) manifolds all are Ricci-flat. Indeed, all known
compact Ricci-flat manifolds are of this type, but it is not known if the holonomy group of
a compact Ricci-flat manifold must be a proper subgroup of SO(n). Remarkably, all these
cases admit a uniform description in terms of spin geometry. Spin geometry exploits the fact
that the universal cover of SO(n), called the spin group Spin(n), admits a representation
which does not factor through SO(n). Under certain topological conditions on a manifold
(M, g) one can then form a vector bundle ΣgM associated to this representation. The vector
bundle ΣgM is called the spinor bundle. The Levi–Civita connection of (M, g) induces a
connection ∇g on ΣgM . It turns out that an irreducible, simply connected manifold admits
a parallel spinor field, i.e. a section ϕ ∈ Γ(ΣgM) such that ∇gϕ = 0, if and only if (M, g)
has holonomy SU(n), Sp(n), G2 or Spin(7).
It is not known under which conditions a manifold admits such a metric. One approach
is to deform a given metric g by some procedure towards a metric of this type. Typically
the procedure is some kind of parabolic partial differential equation on the metric g or a
geometric structure. The Kähler–Ricci flow for example takes an initial Kähler metric g0 and
deforms this metric by means of the equation

∂tgt = −2 Ricgt .

In this case, an analogue of Yau’s theorem exists, giving a precise condition for convergence
of this flow towards a Calabi–Yau metric.[13] In the G2 setting, Bryant defined the Laplacian
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flow.[9] Here, it is not the metric, which is deformed, but rather a G2-form. A G2-form is
a 3-form Ω whose stabilizer group Stab(Ω) ⊂ GL(TxM) is isomorphic to G2 at any point
x ∈M . Because G2 is a subgroup of SO(n), a G2 form Ω induces a metric gΩ. If

∆gΩ
Ω = 0

or equivalently
dΩ = 0 and d∗gΩ Ω = 0,

then (M, gΩ) is a G2-manifold. The Laplacian flow is defined by the equation

∂tΩt = ∆gΩt
Ωt

under the assumption that Ω0 is closed, i.e. dΩ0 = 0. The Laplacian flow is the gradient flow
of the Hitchin functional

H : {Ω ∈ [Ω̄] : Ω is a G2 form} → R

Ω 7→
∫
M

volgΩ
,

where Ω̄ is a given closed G2-form.
Another flow on G2 forms is the G2 heat flow introduced by Weiß and Witt.[46] This is the
negative gradient flow of the functional

D : {Ω ∈ Ω3(M) : Ω is a G2 form} → R

D(Ω) =
1

2

∫
M

|dΩ|2gΩ
+ |d∗gΩ Ω|2gΩ

volgΩ
,

i.e. given any G2-form Ω0 (not necessarily closed) the G2 heat flow is defined by the equation

∂tΩt = − gradD(Ωt).

It turns out that the functional D admits a generalization to any dimension using spin
geometry. We have already seen that to every G2-form Ω there is associated a metric gΩ.
One can also construct a spinor field ϕΩ ∈ Γ(ΣgM) which satisfies |ϕΩ| = 1. Conversely, on
a 7-manifold given a metric g and a spinor field ϕ ∈ Γ(ΣgM) with |ϕ| = 1, one can construct
a G2 form Ωg,ϕ. It turns out that the functional D(Ω) is given by∫

M

8|∇gΩϕΩ|2gΩ
+RgΩ

volgΩ
.

Motivated by this, Ammann, Weiß and Witt ([3]) define the spinorial energy functional

E : N → R

E(g, ϕ) =
1

2

∫
M

|∇gϕ|2 volg
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on the set
N = {(g, ϕ) : g is a metric on M,ϕ ∈ Γ(ΣgM) and |ϕ| = 1}.

If n = dimM ≥ 3, then every critical point of (g, ϕ) satisfies

∇gϕ = 0.

In particular, if g is irreducible and M simply connected, g is a Ricci-flat metric with holon-
omy SU(n), Sp(n), G2 or Spin(7). The spinor flow is then the negative gradient flow of E , i.e.
for a given element (g0, ϕ0) ∈ N the spinor flow is defined by the evolution equation

∂t(gt, ϕt) = − grad E(gt, ϕt).

Short time existence of the spinor flow has been established in [46]: for any (g0, ϕ0) ∈ N ,
there exists a solution of the spinor flow equation with initial condition (g0, ϕ0) on a maximal
time interval [0, T ). The maximal time of existence T may be finite or infinite and depends
on (g0, ϕ0).
In the best case the spinor flow succeeds in deforming the initial metric towards a critical
point of E . To be precise, this means that the flow exists on the interval [0,∞) and that
(gt, ϕt) converges towards a critical point as t→∞. The property that a solution exists on
the interval [0,∞) is usually called long time existence or global existence.

The subject of this thesis is to give conditions for long time existence and convergence of the
spinor flow.

Stability of the spinor flow

The first major result of this thesis is a stability result. We introduce some terminology
before stating the result. Let M be a manifold and let X : M → TM be a vector field.
Then X defines the differential equation

d

dt
Φt = X(Φt), where Φt ∈M.

A critical point of this equation is a point Φ ∈M, such that

X(Φ) = 0.

Consequently, the constant map t 7→ Φ solves the differential equation above. A critical point
Φ is called stable, if there is a neighborhood U of Φ, such that for any Φ̃ ∈ U the solution of
the equation above with initial value Φ̃ remains nearby Φ for all times and moreover converges
to a critical point as t→∞.
Since our goal is to find critical points of the spinorial energy functional, it would be quite
unsettling if critical points were not stable. This would mean that there are points (g̃, ϕ̃) ∈ N
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close to such a critical point, so that the spinor flow with initial condition (g̃, ϕ̃) fails to
converge to a critical point. This would in particular exclude the possibility of giving any
simple criterium for convergence of the spinor flow. Fortunately, in dimension three and
above, all critical points of the spinor flow are indeed stable.
Let M be a compact spin manifold of dimension n ≥ 3.

Theorem (Stability of the spinor flow).
Let (g, ϕ) ∈ N be a critical point of E, i.e. ∇gϕ = 0. Suppose moreover that the isometry
group of g is discrete.
Then there exists a C∞ neighborhood U ⊂ N of (g, ϕ), such that for any (g̃, ϕ̃) ∈ U the spinor
flow with initial conditions (g̃, ϕ̃) exists for all time and smoothly converges to a critical point.
In any Ck norm the speed of convergence is exponential.

This is theorem 4.9 in chapter 4. Two comments are in order. This formulation of the
theorem makes no statement on the size of the neighborhood and uses the very fine C∞
topology. Theorem 4.9 also makes no statement on the size of the neighborhood, but uses a
coarser topology.
The second comment regards the assumption on the isometry group. Although we make this
assumption for technical reasons, it is actually a very natural assumption. By assumption,
the manifold (M, g) is compact and Ricci flat. It can be shown that the isometry group of
a Ricci flat manifold is discrete, if the universal cover contains no Euclidean factors. This
can for instance be excluded by assuming that the fundamental group of M is finite. Since
we are interested in Ricci flat manifolds which are not Euclidean, this is an assumption we
would typically make to ensure convergence towards such a metric.
A Riemannian manifold (M, g) can be rescaled to (M,µg) for any µ ∈ R>0. Let (gt, ϕt) be
a solution of the spinor flow. If gt = µ(t)g0, the spinor flow evolves by rescaling the metric.
This is a rather special situation and it is expected that such solutions play a role in the
formation of singularities along the flow. A solution of this type is not a critical point of
the spinorial energy functional, unless µ(t) ≡ 1. It is, however, a critical point of the energy
functional restricted to the set

N 1 =

{
(g, ϕ) ∈ N :

∫
M

volg = 1

}
.

In general, not much is known about these critical points, but it contains the rich class of
metrics with real Killing spinors. A Killing spinor is a spinor field ϕ on a manifold (M, g),
such that

∇Xϕ = λX · ϕ
for some λ ∈ C. This condition implies that g is an Einstein manifold. In fact, just as
the existence of a parallel spinor field implies reduced holonomy and thus existence of cer-
tain geometric structures on a Riemannian manifold, the existence of a Killing spinor also
implies existence of certain geometric structures. This is explained by the cone construc-
tion: If (M, g) is a Riemannian manifold and ϕ ∈ Γ(ΣgM) a Killing field, then the cone
((0,∞)×M,dr2 + r2g) carries a parallel spinor field induced by ϕ.[12]

5



In this context there is a second stability result. We introduce some terminology first. A
volume constrained critical point is a critical point of E restricted to N 1. Likewise, a volume
constrained minimizer is a local minimum of E restricted to N 1. A solution of the volume
normalized spinor flow is given by a solution of the spinor flow, where the metrics are rescaled,
such that their volume is 1. It can be shown that the volume normalized spinor flow coincides
with the gradient flow of E restricted to N 1. With these definitions at hand, we state the
following stability theorem.

Theorem (Stability of volume contrained minimizers).
Let (g, ϕ) ∈ N 1 be a volume constrained minimizer. Suppose moreover that the isometry
group of g is discrete and that the critical set of E near (g, ϕ) is smooth. Then there exists
a C∞ neighborhood U ⊂ N 1 of (g, ϕ), such that for any initial condition (g̃, ϕ̃) the volume
normalized spinor flow exists for all time and smoothly converges to a volume constrained
minimizer. The convergence speed is exponential in all Ck norms.

This is theorem 4.13 in chapter 4.
In this case, the assumption on the isometry group is a strong condition, since many examples
of Riemannian manifolds carrying Killing spinors do have symmetries. The proof requires
the assumption that the isometry group is discrete, but there is no indication that this is
required for the theorem to hold. The smoothness of the critical set can be dispensed with to
some degree, but the method of proof does not allow for arbitrary critical sets. This is made
more precise in the statement of theorem 4.13. There are indeed counterexamples where the
critical set is not smooth. Van Coevering shows that the moduli space of Killing spinors on
some toric Sasaki–Einstein manifolds does not have constant dimension.[42] The assumption
that (g, ϕ) is a minimizer rather than a general volume constrained critical point can clearly
not be removed.

The spinor flow on surfaces

The other major results of this thesis concern the spinor flow on surfaces. In dimensions 3
and higher the scaling properties of the spinorial energy imply that any critical point must
be an absolute minimizer. In dimension 2 the spinorial energy is scale invariant, allowing
for a richer set of critical points and energies. Even the structure of absolute minimizers is
more complicated and depends on the topological type of the surface. This is evident in the
following formula:

E(g, ϕ) =
1

2

∫
M

|Dgϕ|2 volg−
π

2
χ(M).

The operator Dg : Γ(ΣgM)→ Γ(ΣgM) is the Dirac operator and χ(M) is the Euler charac-
teristic ofM . Since the Euler characteristic is a purely topological term and does not depend
on the metric, minimizing the spinorial energy amounts to minimizing the L2 norm of Dgϕ.
The Dirac operator arises from the spin connection by a kind of spinorial trace. In particular
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a parallel spinor field ϕ also satisfies Dgϕ = 0, but the converse is true only in very special
cases. The structure of minimizers depends on the topology of the surface. The topology of
a closed surface can be read from its Euler characteristic: the genus of a closed surface M
is γ = 1− χ(M)/2. In particular, M is diffeomorphic to the sphere S2 if χ(M) = 2, and M
is diffeomorphic to the torus T 2 if χ(M) = 0. We get the following trichotomy for absolute
minimizers: a pair (g, ϕ) is an absolute minimizer if

P gϕ = 0, if χ(M) = 2,
∇gϕ = 0, if χ(M) = 0,
Dgϕ = 0, if χ(M) < 0.

The twistor operator P g has nontrivial kernel on S2 if and only if g is isometric to the sphere.
The spinorial energy functional admits a further geometric interpretation. The spinorial
Weierstraß representation is a parametrisation of a surface by means of a unit spinor field.
Suppose ϕ is a unit spinor field which satisfies Dgϕ = Hϕ for some H ∈ C∞(M). Then one
can construct an immersion of the universal Riemannian cover of (M, g) into R3, such that
the immersion has mean curvature function H. In that sense the spinorial energy functional
is a generalization of the Willmore energy∫

M

|H|2 volg

of an immersion. It should be noted that the spinor flow does not preserve the condition
Dgϕ = Hϕ, in particular the spinor flow is not tangent to the Willmore flow. The results
in this thesis regarding the spinor flow on surfaces concern the formation of singularities.
More precisely, criteria that exclude the formation of singularities are found. The first such
criterium is closely related to an analogous result for the Ricci flow. For the Ricci flow it
is known that if the flow becomes singular, then the norm |Rm(g)| has to diverge. For the
spinor flow an analogous criterium is that |∇2ϕ| = |∇g∇gϕ| diverges as the flow becomes
singular. It can be shown that

|∇2ϕ|2 =
1

16
R2
g + |(∇2ϕ)sym|2,

i.e. a bound on ∇2ϕ implies a bound on the curvature. The criterium can then be formulated
as follows.

Theorem.
Suppose M is a closed surface of genus γ > 0 and suppose that (gt, ϕt) solves the spinor flow
on an interval [0, T ). If

sup
x ∈M,

0 ≤ t < T

|∇2ϕt(x)| <∞,

then the spinor flow solution (gt, ϕt) can be smoothly extended to a solution on an interval
[0, T + δ) for some δ > 0.
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This is theorem 5.24 in chapter 5. It is also possible to give a criterium in terms of an integral
bound on ∇2ϕ and a lower injectivity radius bound on the metrics.

Theorem.
Suppose M is a closed surface of genus γ > 0 and suppose that (gt, ϕt) solves the spinor flow
on an interval [0, T ). If

sup
0<t<T

∫
M

|∇2ϕt|q volgt <∞

for some q > 8 and
inf

0<t<T
inj(M, gt) > 0,

then the spinor flow solution (gt, ϕt) can be smoothly extended to a solution on an interval
[0, T + δ) for some δ > 0.

This is theorem 5.23 in chapter 5. We will prove the theorems in the reverse order. It
turns out that the pointwise bound on ∇2ϕ can be used to prove a lower injectivity radius
bound, and thus the first theorem follows from the second theorem. We will also consider
the conformal spinor flow, the spinor flow restricted to a conformal class of metrics. There
we obtain a significantly better blow up criterium.

Theorem.
Suppose M is a closed surface of genus γ > 0 and suppose that (gt, ϕt) solves the conformal
spinor flow on an interval [0, T ). If

sup
0<t<T

∫
M

|Rgt |2 + |∇gtϕt|q volgt <∞

for some q > 4, then the conformal spinor flow solution (gt, ϕt) can be smoothly extended to
a solution on an interval [0, T + δ) for some δ > 0.

This is theorem 5.16 in chapter 5.
In the following we briefly explain the techniques used to show these criteria, which are of
some independent interest. A fundamental idea, due to Buzano and Rupflin in the case of
the Ricci harmonic flow, is to use the decomposition of the space of Riemannian metrics on
surfaces into constant curvature metrics and conformal classes. Using this decomposition
a family of metrics can be split into a family of conformal factors and constant curvature
metrics, allowing us to analyse them independently. The following new compactness theorem
is of basic importance for the proof of the blow up criteria.

Theorem.
Suppose M is a closed surface and suppose χ(M) ≤ 0. Let gn be a sequence of Riemannian
metrics with

Vol(M, gn) < V,

∫
M

|Rgn|2 volgn < K and inj(M, gn) > ε.
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Then there exists a subsequence gnk , a family of C∞ diffeomorphisms ϕk with the following
significance. Let g̃k = ϕ∗kgnk and suppose that ḡk = e−2uk g̃k is the uniformization of g̃k. Then
the sequence ḡk converges in the C∞ topology to a metric ḡ and the sequence uk converges
weakly in the H2 norm.

This is theorem 3.15 in chapter 3.

Outline of the thesis

We conclude the introduction with an overview over the chapters of the thesis:
Chapter 1 provides tools from analysis which we will need to study the spinor flow. This
includes definition of isotropic and anisotropic function spaces, embedding and multiplication
theorems, regularity theory for elliptic and parabolic equations and short time existence for
quasilinear parabolic equations. The results are only proven when no adequate reference has
been found.

Chapter 2 introduces the basic concepts of spin geometry, the spinorial energy functional
and the spinor flow. The material on spin geometry is a refresher of standard material,
but includes less well known constructions, such as the universal spinor bundle and the
Bourguignon–Gauduchon connection. In a second part we introduce the spinorial energy
functional and the spinor flow.

Chapter 3 provides some general tools to analyse geometric flows on surfaces. In particular
the compactness theorem above is proven in this chapter.

Chapter 4 presents the proof of the stability theorems.

Chapter 5 is dedicated to the spinor flow on surfaces. First, the flow is restricted to a
conformal class and its behavior is examined in this setting. In a second step, this restriction
is removed and the blow up criteria are proven.

9





Chapter 1

Linear and quasilinear parabolic equations

This chapter discusses linear and quasilinear parabolic equations. Geometric flows are defined
by some process where a geometric quantity such as the curvature gives rise to a “force”
which deforms the geometry. The geometry may be encoded by a Riemannian metric, a
differential form or other objects. The geometric quantity is usually a nonlinear combination
of derivatives of the object in question. For example, the Ricci tensor Ricg of a Riemannian
metric g is a nonlinear combination of the metric, its first and second derivatives. The Ricci
flow is given by solutions of

∂tgt = −2 Ricgt ,

where gt is a family of metrics and g0 is the initial metric. This is a nonlinear parabolic
system of partial differential equations. Most geometric flows, including the spinor flow, are
defined by such parabolic systems. Linear parabolic equations have the useful property that
their solutions become more regular over time. To a degree, this fact can be exploited also
in the study of nonlinear parabolic equation. The majority of this chapter is used to make
this notion precise and cite the relevant results.

1.1 Isotropic and anisotropic function spaces

In this chapter the function spaces relevant to the study of elliptic and parabolic partial
differential equations are introduced. In the following (M, g) will always be a compact Rie-
mannian manifold of dimension n, E a rank k (real or complex) vector bundle with fiber
metric h and ∇ : Γ(E)→ Ω1(E) a metric connection.

1.1.1 Metrics and connections on tensor bundles

Let E1, E2 be vector bundles with fiber metrics h1 and h2. On E1 ⊕ E2 there is the natural
fiber metric h1 ⊕ h2, acting on sections r = (r1, r2), s = (s1, s2) ∈ Γ(E1 ⊕ E2) via

(r, s)h1⊕h2 = (r1, s1)h1 + (r2, s2)h2 .
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Likeweise on E1 ⊗ E2 there is a natural fiber metric acting on sections r = r1 ⊗ r2, s =
s1 ⊗ s2 ∈ Γ(E1 ⊗ E2) via

(r, s)h1⊗h2 = (r1, s1)h1(r2, s2)h2 .

These constructions clearly generalize to multiple sums or products. For the exterior bundle
ΛE associated to E a fiber metric is defined by

(r, s)Λh = 0 if p 6= q

(r, s)Λh = (r1, s1)h . . . (rp, sp)h

for r = r1 ∧ ... ∧ rp ∈ Γ(ΛpE), s = s1 ∧ · · · ∧ sq ∈ Γ(ΛqE). Analogously for the symmetric
product �2E

(r, s)�2h = (r1, s1)h(r2, s2)h

defines a fiber metric for sections r = r1 � r2, s = s1 � s2 ∈ Γ(�2E).
Given a metric connection ∇, the higher derivatives

∇k : Γ(E)→ Γ((T ∗M)⊗k ⊗ E)

are defined iteratively by
∇0s = s

∇1s = ∇s
∇ks = ∇(T∗M)⊗k⊗E∇k−1s.

1.1.2 Hölder spaces

The space of continuous functions on M is denoted by C0(M). The norm

‖f‖C0 = sup
x∈M
|f(x)|

turns C0 into a Banach space. Given α ∈ (0, 1), a function f : M → R is called α-Hölder
continuous, if

[f ]α = sup
x,y∈M,
x 6=y

|f(x)− f(y)|
d(x, y)α

<∞.

The number [f ]α is called the Hölder coefficient of f . The space of Hölder continuous functions
is then

Cα(M) = {f : M → R|[f ]α <∞}.
Equipped with the norm

‖f‖Cα = ‖f‖C0 + [f ]α,

the space Cα is a Banach space. Clearly, there exist analogous definitions for Rn or vector
space valued functions. The space of continuous sections of E is defined as

C0(E) = {s : M → E : s is a continuous section of E}
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with norm
‖s‖C0 = sup

x∈M
|s(x)|h.

Slightly more care is needed when introducing the notion Hölder continuous sections of vector
bundles. For this we need to choose a covering (Ui, ϕi) of Hermitian trivializations of E. Given
s ∈ Γ(E), ϕi ◦ s|Ui is a Rn or Cn valued function and

[s]α = max
i∈I

[ϕi ◦ s|Ui ]α

defines the Hölder coefficient of s. With this definition the Hölder spaces of sections C0,α(E)
is defined as above. This definition depends on the covering (Ui, ϕi). However since M is
compact, it can be shown that different choices lead to equivalent norms.
The space of k times continuously differentiable functions Ck(M) is equipped with the norm

‖f‖Ck =
k∑
j=0

‖∇js‖C0 .

This is a Banach space. Analogously the space of k times α-Hölder differentiable functions

Ck,α = {f ∈ Ck(M) : ∇kf is α-Hölder continuous}

is a Banach space with the norm

‖f‖Ck,α = ‖f‖Ck + [∇kf ]α.

The spaces Ck(E) and Ck,α(E) of sections and their norms are defined similarly.
For parabolic equations, defining a slightly different family of spaces is convenient. Given
α ∈ (0, 1) the parabolic Hölder space is the space

Cα,α/2(M × [T1, T2]) = {f ∈ C0(M × [T1, T2] : [f ]α,α/2 <∞}

where
[f ]α,α/2 = sup

(x1,t1),(x2,t2)∈M×[T1,T2]
(x1,t1) 6=(x2,t2)

|f(x1, t1)− f(x2, t2)|
d((x1, t1), (x2, t2))α

.

Here d denotes the parabolic distance

d((x1, t1), (x2, t2)) =
(
dg(x1, x2)2 + |t1 − t2|)

)1/2
.

With the norm
‖f‖Cα,α/2 = ‖f‖C0 + [f ]α,α/2

the space Cα,α/2 becomes a Banach space. The parabolic Hölder spaces of sections Cα,α/2(E × [T1, T2])
are defined analogously. If the data of a parabolic equation is Cα,α/2, then the solutions will
lie in the space

C2+α,1+α/2(M × [T1, T2]) = {f ∈ C0(M × [T1, T2]) : f, ∂tf,∇f,∇2f ∈ Cα,α/2}.
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The norm
‖f‖2+α,1+α/2 = ‖f‖α,α/2 + ‖∂tf‖α,α/2 + ‖∇f‖α,α/2 + ‖∇2f‖α,α/2

turns C2+α,1+α/2 into a Banach space. For higher regularity of solutions the following spaces
are useful. If data and coefficients of parabolic equations lie in the space

C
α,α/2
k (M × [T1, T2]) = {f ∈ C0(M × [T1, T2]) : ∇if ∈ Cα,α/2 for 0 ≤ i ≤ k}

with the norm

‖f‖
C
α,α/2
k

=
k∑
i=0

‖∇if‖Cα,α/2 ,

we expect solutions to lie in the space

C
2+α,1+α/2
k (M × [T1, T2]) = {f ∈ C0(M × [T1, T2]) : ∇if ∈ C2+α,1+α/2 for 0 ≤ i ≤ k}

with the norm

‖f‖
C

2+α,1+α/2
k

=
k∑
i=0

‖∇if‖C2+α,1+α/2 .

1.1.3 Sobolev spaces

Like the Ck,α spaces the Sobolev spaces W s,p are a family of Banach spaces whose members
have certain differentiability properties dependent on s and p. In contrast to the Ck,α spaces,
the Sobolev spaces do not force differentiability at every point.
The space Lp(E) is the completion of Γ(E) with respect to the norm

‖s‖Lp =

(∫
M

|s|p volg

)1/p

.

It turns out that L2 is a Hilbert space with the inner product

(s1, s2)L2 =

∫
M

h(s1, s2) volg .

The Sobolev spacesW k,p(M) with k ∈ N respectivelyW k,p(E) are the completions of C∞(M)
respectively Γ(E) with respect to the norms

‖f‖Wk,p =
k∑
j=0

‖∇kf‖Lp .

In the special case p = 2 we instead choose the norm

‖f‖2
Wk,2 =

k∑
j=0

‖∇kf‖2
L2 .
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With this choice Hk = W k,2 is a Hilbert space with the inner product

(f1, f2)Hk =
k∑
j=0

(∇kf1,∇kf2)L2 .

The definition can be extended to negative integers as follows. Let k ∈ Z, k < 0. We restrict
to the case p = 2. Then define the following norm for f ∈ C∞(M):

‖f‖Wk,2 = sup
g∈W−k,2\{0}

(f, g)L2

‖g‖W−k,2
.

As in the case of Hölder spaces, working with parabolic equations requires slightly different
function spaces. Given an interval [T1, T2] denote by E[T1,T2] the pullback bundle π∗[T1,T2]E,
where π[T1,T2] : M × [T1, T2] → M . For p ∈ [1,∞], the space W 2,1

p (E[T1,T2]) is the completion
of Γ(E[T1,T2]) with respect to the norm

‖s‖W 2,1
p

= ‖s‖Lp + ‖∂ts‖Lp + ‖∇s‖Lp + ‖∇2s‖Lp .

Analogously to the W k,2 spaces, a slight adaptation of the definition for p = 2 turns W 2,1
2

into a Hilbert space.

1.1.4 Sobolev embedding theorems

The Sobolev embedding theorems are two sets of theorems. The first type allows to pass from
weak differentiability to integrability in a higher Lp norm. This is a highly useful property,
especially in the study of nonlinear partial differential equations. The other type of theorem
allows us to pass from weak differentiability to classical Hölder continuity or differentiability.
This enables us to study partial differential equations in Sobolev spaces and then to draw
conclusions about classical solutions of the equation. This is of fundamental importance to
the subject.
In the following theorems all Sobolev spaces are understood to be defined on a compact n
dimensional manifold (M, g).

Theorem 1.1.
Let k, l ∈ N, p, q ∈ [1,∞). There is a continuous inclusion

W k,p(M) ↪→ W l,q(M) if
1

q
≥ 1

p
− k − l

n
,

i.e. there exists a C > 0, such that

‖f‖W l,q ≤ C‖f‖Wk,p .
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Theorem 1.2.
Let k ∈ N, p ∈ [1,∞), l ∈ N0, α ∈ (0, 1). There are continuous inclusions

W k,p(M) ↪→ C l(M) if k − n

p
> l

and
W k,p(M) ↪→ C l,α(M) if k − n

p
≥ l + α.

Furthermore, the following inequality is known as the Moser–Trudinger inequality and can
be considered as a critical case of the Sobolev embedding.

Theorem 1.3.
There exists α,C > 0 such that∫

M

exp

(
α

(
u

‖Du‖Ln

) n
n−1

)
volg ≤ C

for all u ∈ W 1,n(M)\{0} with
∫
M
u volg = 0.

The following inequality is a simple corollary of the Sobolev embedding theorem.

Corollary 1.4.
If n = dimM = 2

‖u‖4
L4 ≤ C‖u‖2

L2‖u‖2
H1

for all u ∈ H1(M).

Proof. In two dimensions, the Sobolev embedding theorem yields the embedding

W 1,1 ↪→ L2.

Let u ∈ H1. Using this embedding and the Hölder inequality we calculate

‖u‖2
L4 = ‖u2‖L2 ≤ C‖u2‖W 1,1

≤ C(‖u2‖L1 + ‖∇(u2)‖L1)

≤ C(‖u‖2
L2 + ‖2u∇u‖L1)

≤ C(‖u‖2
L2 + 2‖u‖L2‖∇u‖L2)

≤ C(‖u‖L2‖u‖H1)

There are also Sobolev embedding theorems for the anisotropic Sobolev spaces.

Theorem 1.5.
Let n be the dimension of M . If 1 ≤ p < n+2

2
, then

W 2,1
p (M × [T1, T2]) ↪→ Lq(M × [T1, T2])
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with
q =

(n+ 2)p

n+ 2− 2p
.

If p > n+2
2
, then

W 2,1
p (M × [T1, T2]) ↪→ Cα,α/2(M × [T1, T2])

with
α = 2− n+ 2

p
.

If p > n+ 2, then
W 2,1
p (M × [T1, T2]) ↪→ C

β,β/2
1 (M × [T1, T2])

with β = 1− n+2
p
.

See [29], Lemma II.4.3.

1.1.5 A multiplication theorem

In Hölder spaces the question when pointwise multiplication of functions is a continuous map
between Banach spaces has a fairly obvious answer. The situation is much more complicated
in Sobolev spaces. Indeed, it is often not even clear whether multiplication of two members
of a Sobolev space is well defined. In this thesis we will only need the following result.

Theorem 1.6.
Suppose M is a compact manifold, n = dimM . Let s ∈ R, k ∈ R, such that

s < 0

and
k >

n

2
and k > |s|.

Then the multiplication map

µ : C∞(M)× C∞(M)→ C∞(M)

(f, g) 7→ fg

extends to a continuous map

µ : Hs(M)×Hk(M)→ Hs(M).

This is a special case of theorem 2 in section 4.4.3 in [34]. Indeed, there it is shown that
multiplication extends continuously to a map

F s1
p1,q1
× F s2

p2,q2
→ F s1

p,q,

if s1 < 0 < s2, s1+s2 > 0, 1
p
≤ 1

p1
+ 1
p2
, s1+s2 >

n
p1

+ n
p2
−n, q ≥ q1 and 1

p
> 1

p1
+ 1

n
max{ n

p2
− s2, 0}.

The space F s
p,q are called Triebel–Lizorkin spaces. For p = q = 2, these spaces are the Sobolev

spaces Hs. Checking all the conditions in this case with s = s1 and k = s2 then yields the
theorem.
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1.2 Linear elliptic and parabolic systems

1.2.1 Regularity theory on domains

In this section we review the regularity theory for elliptic and parabolic systems. We state
the theorems for bounded domains, because there the notion of regularity of the coefficients
is unambiguous. The results can then be transferred to manifolds by covering arguments.

Definition 1.7. Let Ω ⊂ Rn be a bounded domain and suppose its boundary is a smooth
submanifold. Let Aij : Ω → Rk×k, Bi : Ω → Rk×k, C : Ω → Rk×k be functions. Suppose
there exist ellipticity constants λ,Λ > 0 such that

λ|ξ|2|v|2 ≤ Aij(x)αβξiξjvαvβ ≤ Λ|ξ|2|v|2

holds for all x ∈ Ω, ξ ∈ Rn, v ∈ Rk. In this case we call the operator L on Rk valued functions
defined by

Lf(x) =
∑
ij

Aij(x)∂i∂jf(x) +
∑
i

Bi(x)∂if(x) + C(x)f(x)

strongly elliptic (in the sense of Legendre–Hadamard).

The first theorem in this section concerns the regularity of solutions in L2 Sobolev spaces.

Theorem 1.8 ([19], Thm. 2.3).
Let k ∈ N. Suppose L is an elliptic operator and the coefficients are Ck. Then there exists a
constant C > 0 depending on the domain, the ellipticity constants and the Ck norms of the
coefficients, such that

‖f‖Wk+2,2 ≤ C (‖Lf‖Wk,2 + ‖f‖Wk,2) .

If L is in divergence form, i.e.

Lf(x) =
∑
ij

∂i(Aij(x)∂jf(x)) +
∑
i

Bi(x)∂if(x) + C(x)f(x)

and
Lu = f +

∑
i

∂iFi,

then

‖u‖Wk+1 ≤ C

(
‖u‖Wk−1 +

∑
i

‖Fi‖Wk + ‖f‖Wk−1

)
.

There is also the following version for Sobolev spaces with negative Sobolev exponent.

Theorem 1.9 ([39], Thm. 1.2.A).
Let k ∈ N. Suppose L is an elliptic operator and the coefficients are Hk. Then there exists a
constant C > 0 depending on the domain, the ellipticity constants and the Ck norms of the
coefficients, such that

‖f‖H−k+2 ≤ C (‖Lf‖H−k + ‖f‖H−k−1) .
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We will also need the following result for elliptic operators on Hölder spaces.

Theorem 1.10 ([19], Thm. 3.5,3.6).
Let k ∈ N. Suppose L is an elliptic operator and the coefficients are Ck,α. Then there exists
a constant C > 0 depending on the domain, the ellipticity constants and the Ck,α norms of
the coefficients, such that

‖f‖Ck+2,α ≤ C (‖Lf‖Ck,α + ‖f‖L2) .

If L is in divergence form, i.e.

Lf(x) =
∑
ij

∂i(Aij(x)∂jf(x)) +
∑
i

Bi(x)∂if(x) + C(x)f(x)

and
Lu =

∑
i

∂iFi,

then

‖u‖C1,α ≤ C

(∑
i

‖Fi‖Cα + ‖u‖L2

)
.

For Lp spaces the following result holds.

Theorem 1.11 ([32], Thm. 7.2, 7.3).
Suppose L is an elliptic operator and the coefficients are C0. Then there exists a constant
C > 0 depending on the domain, the ellipticity constants and the modulus of continuity of
the coefficients, such that

‖D2f‖Lp ≤ C
(
‖Lf‖Lp + ‖D2f‖L2

)
.

If k = 0 and L is in divergence form, i.e.

Lf(x) =
∑
ij

∂i(Aij(x)∂jf(x)) +
∑
i

Bi(x)∂if(x) + C(x)f(x)

and
Lu = f +

∑
i

∂iFi,

then

‖Du‖Lp ≤ C

(
‖f‖Lp +

∑
i

‖Fi‖Lnp/(n+p) + ‖Du‖L2

)
.

The next definition concerns parabolic operators.

19



Definition 1.12. Let T1, T2 ∈ R, T2 > T1. Suppose Ω ⊂ Rn is a bounded domain with
smooth boundary. Let Aij : Ω× [T1, T2]→ Rk×k, Bi : Ω× [T1, T2]→ Rk×k, C : Ω× [T1, T2]→
Rk×k be functions. Suppose there exist constants λ,Λ > 0 such that

λ|ξ|2 id ≤ Aij(x, t)ξiξj ≤ Λ|ξ|2 id

holds for all (x, t) ∈ Ω × [T1, T2], ξ ∈ Rn. In this case we call the operator P on Rk valued
functions defined by

Pf(x, t) = ∂tf(x, t)−
∑
ij

Aij(x, t)∂i∂jf(x, t) +
∑
i

Bi(x, t)∂if(x, t) + C(x, t)f(x, t)

strongly parabolic (in the sense of Legendre–Hadamard).

For parabolic operators we obtain the following basic regularity result.

Theorem 1.13.
Suppose Ω ⊂ Rn is a domain and Ω̃ ⊂⊂ Ω is a compactly contained subdomain, T ∈ (0,∞).
Suppose P is a parabolic operator defined on Ω × [0, T ]. Suppose the coefficients are Ck

uniformly in time. Then there exists a constant C depending on the domains Ω and Ω̃, the
constants λ,Λ and the Ck norm of the coefficients, such that for any s ∈ 2Z with |s| ≤ k the
following equation holds

‖∂tf‖L2([0,T ],Hs(Ω̃))+‖f‖L2([0,T ],Hs+2(Ω̃)) + ‖f‖L∞([0,T ],Hs+1(Ω̃))

≤ C
(
‖Pf‖L2([0,T ],Hs(Ω)) + ‖f‖L2([0,T ],Hs(Ω)) + ‖f0‖Hs+1(Ω)

)
.

We will need the following lemma in the proof of this theorem.

Lemma 1.14.
Suppose k ∈ Z and that L is a differential operator of order r on a domain Ω ⊂ Rn with
smooth boundary with coefficients in C2|k|(Ω̄). Then for any s ∈ R

[L,Λ2k] : H2k+r−1+s(Ω)→ Hs(Ω)

is continuous, where Λ2k = (id +∆)k.

Proof. We can extend L to an operator on Rn with coefficients in C2|k|. Let L̃ be such
an extension to Rn. Since Ω has smooth boundary, there exist continuous extension and
restriction operators

E : Hs(Ω)→ Hs(Rn) and R : Hs(Rn)→ Hs(Ω).

Thus it suffices to show that the commutator [L̃,Λ2k] is continuous, since [L,Λ2k] = R[L̃,Λ2k]E.
Moreover, due to the following observation, the continuity of the commutator for negative k
follows from the continuity of the commutator for positive k. Assume k < 0 and assume that
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we know the statement for positive k. In particular [L,Λ−2k] : Hr−1 → H2k is continuous.
The commutator [L,Λ2k] can be written as

Λ2k[L,Λ−2k]Λ2k.

The operator
Λ2k : Hs+2k → Hs

is continuous for any k and any s. Hence

[L,Λ2k] : H2k+r−1+s Λ2k−→ Hr−1+s [L,Λ−2k]−→ H2k+s Λ2k−→ Hs

is continuous, as claimed.
The case of positive k remains to be shown. We may assume L consists only of highest order
terms, i.e.

Lf =
∑
|α|=r

Aα∂
α.

Since

Λ2k = (id +∆)k =
k∑
i=0

(
k

i

)
∆i,

it suffices to show
[∆k, L] : H2k+r−1+s → Hs

is continuous. Observe that

∆k(Aα∂
α) = Aα∆k∂α +

∑
j<2k

Bj,

where Bj is a differential operator of order j+ r, whose coefficents contain 2k− j derivatives
of Aα. Thus if Aα ∈ C2k, the commutator

[∆k, Aα∂
α] =

∑
j<2k

Bj : H2k+r−1+s → Hs

is continuous.

Proof. The standard estimate for parabolic operators is

‖∂tf‖L2([0,T ],L2(Ω̃)) + ‖f‖L2([0,T ],H2(Ω̃)) + ‖f‖L∞([0,T ],H1(Ω̃))

≤ C
(
‖Pf‖L2([0,T ],L2(Ω)) + ‖f‖L2([0,T ],L2(Ω)) + ‖f0‖H1(Ω)

)
,

see for example [18], p. 360. Denote by Λs the operator

Λs = (id +∆)s/2 : Hs(Rn)→ L2(Rn).
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This is an isomorphism. Indeed, we can define

(f, g)Hs = (Λsf,Λsg)L2 .

For the interior estimates it suffices to consider functions with compact support in Ω, and
we have an embedding

Hs
0(Ω) ↪→ Hs(Rn),

thus it does not matter whether we take the norm in Hs(Ω) or Hs(Rn). If we plug in Λsf in
the estimate above we obtain by ‖Λsf‖L2 = ‖f‖Hs

‖∂tf‖L2([0,T ],Hs) + ‖f‖L2([0,T ],Hs+2) + ‖f‖L∞([0,T ],Hs+1)

≤ C
(
‖PΛsf‖L2([0,T ],L2) + ‖f‖L2([0,T ],Hs) + ‖f0‖Hs+1

)
.

This is almost the desired inequality, except that we have the term ‖PΛsf‖L2([0,T ],L2) instead
of ‖Pf‖L2([0,T ],Hs). Denote by Lt the operator defined by

Ltf(x) = −
∑
ij

Aij(x, t)∂i∂jf(x) +
∑
i

Bi(x, t)∂if(x) + C(x, t)f(x).

Then we can write Pf = ∂tf + Ltf . We compute at a fixed time t

‖PΛsf‖L2 = ‖∂tΛsf + LtΛsf‖L2

= ‖Λs (∂tf + Ltf) + [Lt,Λs]f‖L2

≤ ‖Pf‖Hs + C‖f‖Hs+1 ,

where the last inequality follows from previous lemma. For any ε > 0 there exists a constant
Cε > 0, such that

‖f‖Hs+1 ≤ ε‖f‖Hs+2 + Cε‖f‖Hs .

The term ε‖f‖Hs+2 can be absorbed into the left hand side, if ε > 0 is small enough, whereas
the term Cε‖f‖Hs can be combined with the term of that form on the right hand side, and
thus we get the desired inequality.

Theorem 1.15 ([36]).
Suppose Ω ⊂ Rn is a bounded domain with smooth boundary, T1 < T2 ∈ R. Suppose P is
a parabolic operator defined on Ω× [T1, T2]. Suppose the coefficients are Cα,α/2. Then there
exists a constant C depending on the domain, the constants λ,Λ and the Cα,α/2 norm of the
coefficients, such that

‖f‖C2+α,1+α/2 ≤ C (‖Pf‖Cα,α/2 + ‖f‖Cα,α/2)

Remark: Schlag proves these results under the stronger Legendre conditions on the coeffi-
cients. The proof rests on parabolic versions of Cacciopoli estimates for constant coefficient
equations. These do not actually require Legendre conditions, as can be seen in the ellip-
tic case in [32], Theorem 4.4. There is also the following higher regularity version of this
theorem.
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Theorem 1.16 ([27], Cor. 8.12.2).
Suppose Ω ⊂ Rn is a bounded domain with smooth boundary, T1 < T2 ∈ R. Suppose P is a
parabolic operator defined on Ω× [T1, T2]. Suppose the coefficients lie in Cα,α/2

k . Then there
exists a constant C depending on the domain, the constants λ,Λ and the Cα,α/2

k norm of the
coefficients, such that

‖f‖
C

2+α,1+α/2
k

≤ C
(
‖Pf‖

C
α,α/2
k

+ ‖f‖
C
α,α/2
k

)
Finally, we turn to estimates for data in Lp spaces, 2 ≤ p <∞.

Theorem 1.17 ([36]).
Suppose Ω ⊂ Rn is a bounded domain with smooth boundary, T1 < T2 ∈ R. Suppose P is
a parabolic operator defined on Ω× [T1, T2]. Suppose the coefficients are Cα,α/2. Then there
exists a constant C depending on the domain, the constants λ,Λ and the Cα,α/2 norm of the
coefficients, such that

‖f‖W 2,1
p (Ω×[T1,T2]) ≤ C

(
‖Pf‖Lp(Ω×[T1,T2]) + ‖f‖Lp(Ω×[T1,T2])

)
We will also need the following estimate for bounded measurable coefficients, which is specific
to scalar parabolic equations.

Theorem 1.18 ([28], Thm. 4.3).
Suppose Ω ⊂ Rn is a bounded domain with smooth boundary, Ω̃ ⊂⊂ Ω a compactly contained
subdomain and T1 < T2 ∈ R. Suppose P is a scalar parabolic operator, i.e. k = 1, and
suppose that the coefficients are measurable and bounded. Then there exist constants C, α > 0
depending on the domains Ω and Ω̃, the constants λ,Λ and the L∞ norm of the coefficients,
such that if f ∈ W 2,1

n+1, then

‖f‖Cα,α/2(Ω×[T1,T2]) ≤ C
(
‖f‖L∞(Ω×[T1,T2]) + ‖Pf‖Ln+1(Ω×[T1,T2])

)
1.2.2 Elliptic and parabolic operators on manifolds

In this section we review elliptic operators on manifolds. Many textbooks treat this material,
for instance [30], Chapter III.1–4. Let U ⊂ Rn be open and let α = (α1, ..., αn) ∈ Nn be a
multi index. Denote by |α| the sum α1 + ...+ αn. Then we define the operator

Dα =
1

i|α|
∂|α|

∂α1x1...∂αnxn
.

A linear differential operator L of order l on the trivial vector bundles Ei = U ×Cri , i = 1, 2
is a C-linear operator

L : Γ(E1)→ Γ(E2)

of the form
Ls =

∑
|α|≤l

AαD
αs,
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where s ∈ Γ(E1) and Aα : U → Hom(Cr1 ,Cr2) is a smooth map for every α with |α| ≤ l.
This definition can be generalized to the setting of smooth manifolds and vector bundles by
covering the manifold with charts and trivializations of the vector bundles. Instead, we give
an equivalent but invariant definition.
LetM be a manifold and let E1, E2 be complex vector bundles of rank r1, r2. For any C-linear
operator

L : Γ(E1)→ Γ(E2)

and any f ∈ C∞(M,C) define ad(f)L : Γ(E1)→ Γ(E2) by

ad(f)Ls = fLs− L(fs).

Definition 1.19. A (linear) differential operator of order 0 is a C∞(M,C)-linear operator
L : Γ(E1)→ Γ(E2).
A differential operator of at most order l is a C-linear operator L : Γ(E1)→ Γ(E2), such that
ad(f)L is a differential operator of order l − 1 for every f ∈ C∞(M,C).
A differential operator of at most order l, which is not of order l−1, is a differential operator
of order l.

Notice that all definitions work equally well for real vector bundles.
The symbol of the operator reflects the highest order terms of a differential operator. In order
to define it, we first need a few observations. The first observation is that

ad(f) ad(g)L = ad(g) ad(f)L

and hence the expression
ad(f1, ..., fl)L = ad(f1)... ad(fl)L

is independent of the order. The second observation is that the cotangent space T ∗xM at a
point x ∈M is canonically isomorphic to Ix/I2

x, where

Ix = {f ∈ C∞(M) : f(x) = 0}.

The isomorphism is given by
Ix/I

2
x → T ∗xM

[f ] 7→ df(x).

Finally, one can show that for a differential operator L : Γ(E1)→ Γ(E2) of order k

ad(f1, . . . , fk)L(x) = 0

if fi ∈ I2
x for any x ∈ T ∗xM . Thus the map

ad(·, ..., ·)L : (Ix ⊗ C)l → Hom(E1, E2)x
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induces the map
σ(L)(x) : �l(T ∗xM ⊗ C)→ Hom(E1, E2)x

df1 � . . .� dfl 7→
1

ill!
ad(f1, . . . , fl)L(x).

Since the symmetric power of order k on a vector space V can be identified with the space
of homogeneous polynomials of order k on V , we can also view σ(L)(x) as a homogeneous
polynomial of order k on T ∗xM ⊗ V with values in Hom(E1, E2)x.
The map σ(L)(x) is the symbol of L at x ∈M . It can be shown that σ(L) depends smoothly
on x and hence defines a section

σ(L) ∈ Γ
(
Hom(�lT ∗M ⊗ C,Hom(E1, E2)

)
.

The symbol of Dα : C∞(M,C)→ C∞(M,C), |α| = l, can be computed as

σ(Dα)(x)ξ = ξα1
1 · . . . · ξαnn

for ξ ∈ T ∗xU = Rn. Here we consider σ(Dα)(x) to be a homogeneous polynomial. This result
is the reason for the normalization factor in the definition of the symbol. More generally,
given a differential operator of the form

Ls =
∑
|α|≤l

AαD
αs,

its symbol is given by
σ(L)(x)ξ =

∑
|α|=l

Aα(x)ξα1
1 · . . . · ξαnn .

Definition 1.20. A differential operator L of order l is called elliptic, if

σ(L)(x)ξ ∈ Hom(E1, E2)x

is an isomorphism for every x ∈M , ξ ∈ T ∗xM\{0}.

Any differential operator L of order l induces a continuous map of Banach spaces

L : Hs+l(E1)→ Hs(E2)

for every s ∈ R. This means
‖Lu‖Hs ≤ C‖s‖Hs+l

for some C > 0 and every u ∈ Hs+l(E1). The next theorem is a generalization of the elliptic
regularity theory in the previous section for elliptic operators on manifolds. This theorem
has model character for us: the other regularity theorems can be generalized to manifolds in
a similar manner.
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Theorem 1.21.
Suppose L : Γ(E1)→ Γ(E2) is an elliptic operator of order l. Then for any s ∈ R there exists
a constant Cs, such that

‖u‖Hs+l ≤ Cs (‖u‖Hs + ‖Lu‖Hs)

for every u ∈ Hs+l(E1).
If kerL = 0, the inequality simplifies to

‖u‖Hs+l ≤ Cs‖Lu‖Hs .

In particular, for an elliptic operator L of order l, the norm ‖·‖Hl is equivalent to ‖L·‖L2+‖·‖L2

and for suitable λ ∈ R
λι+ L : H l → L2

is an isomorphism. We can define an equivalent norm and Hilbert space structure on H l by

(u, v)Hl = ((λ+ L)u, (λ+ L)v)L2 .

We now turn to parabolic systems on manifolds. Let (M, g) be a closed Riemannian manifold
and (E, h) be a Hermitian vector bundle.

Definition 1.22. A parabolic operator (of second order) on E[T1,T2] is an operator acting on
Γ(E) of the form

∂t + Lt,

where
Lt : Γ(E)→ Γ(E)

is a family of elliptic operators (of second order) depending smoothly on t, such that the
symbol

σ(Lt)(x)ξ : Ex → Ex

satisfies
σ(Lt)(x)ξ ≥ λ|ξ|2 idEx

for some λ ∈ (0,∞).

Locally, a parabolic operator thus has the form

Ls =
∑
|α|≤l

Aα(x, t)Dαs,

with Aα : U × [T1, T2] → Hom(Cr1 ,Cr2) a smooth map and Aα(x, t) positive definite with
respect to the metrics h1, h2. In particular a second order parabolic operator is locally a
parabolic operator on a domain in the sense of the previous section.
Many of the results for elliptic equations have analogues in the parabolic case. We state the
analogues to the regularity results in the previous section.
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Theorem 1.23 (Schauder estimate).
Suppose P is a parabolic operator. Then for every δ > 0 there exists C > 0, such that

‖s‖C2+α,1+α(E[T1+δ,T2]) ≤ C
(
‖s‖C0(E[T1,T2]) + ‖Ps‖Cα(E[T1,T2])

)
for every s ∈ C2,1(E[T1,T2]).

Theorem 1.24 (Hr estimates).
Suppose P is a parabolic operator. Then for every r ∈ Z there exists C > 0, such that

‖∂ts‖L2([0,T ],Hr)+‖s‖L2([0,T ],Hr+2)+‖s‖L∞([0,T ],Hr+1) ≤ C
(
‖Ps‖L2([0,T ],Hr) + ‖s‖L2([0,T ],Hr) + ‖s0‖Hr+1

)
.

Theorem 1.25.
Suppose P is a parabolic operator. Then for any δ > 0 there exists C > 0, such that

‖s‖W 2,1
p (E[T1+δ,T2])

≤ C
(
‖Ps‖Lp(E[T1,T2]) + ‖s‖Lp(E[T1,T2])

)
for every s ∈ C2,1(E[T1,T2])

Notice that in all three cases we have assumed smooth coefficents and we have made no
assertion about the dependence of the constants on the manifold or the coefficients. In
practice it will be necessary to do this, but for that we refer back to the theorems about
parabolic systems on domains.

1.2.3 Time dependent solutions of elliptic equations

Suppose P : C2,α(M)→ Cα(M) is an invertible elliptic operator. Suppose furthermore that
f ∈ Cα,α/2(I ×M). Then let ut be the solution of

Put = ft

for every t ∈ I. If Q is the inverse of P , then ut = Qft. In particular ut ∈ C2,α(M). We
claim that moreover

u ∈ Cβ,β/2
2 ,

i.e. the temporal Hölder continuity of f is also preserved, albeit with a potentially worse
Hölder exponent. For this we make use of the following alternative characterization of the
space Cα,α/2:

Cα,α/2(I ×M) = Cα/2(I, C0(M)) ∩ C0(I, Cα(M)).

Similarly,
C
α,α/2
2 (I ×M) = Cα/2(I, C2(M)) ∩ C0(I, C2,α(M)).

Notice that Q is a bounded linear operator. This immediately yields

u ∈ C0(I, C2,α(M)).
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The Hölder continuity in time requires slightly more work. The following inequality is proven
in [20], Lemma 6.32. (The explicit constant can be found by following the proof.) For every
h ∈ C2,α and every ε > 0

‖h‖C2(M) ≤ ε
∑
|γ|≤2

[Dγh]α +
1

ε1+1/α
‖h‖C0 .

In general, an inequality

f(a, b) ≤ εa+
1

εk
b

implies that
f(a, b) ≤ ab1/(2k) + b1/2,

by substituting ε = b1/(2k). Applying this to the inequality above, we obtain

‖h‖C2(M) ≤

∑
|γ|≤2

[Dγh]α

 ‖h‖1/(2δ)

C0 + ‖h‖1/2

C0

with δ = 1 + 1/α. Since we already know u ∈ C0(I, C2,α(M)), we conclude that∑
|γ|≤2

[Dγh]α

is uniformly bounded in time. In particular we get a uniform inequality

‖ut1 − ut2‖C2(M) ≤ C‖ut1 − ut2‖
1/(2δ)

C0(M).

Using the C0 estimate
‖g‖C0(M) ≤ C‖Pg‖C0(M),

which we will justify below, we obtain in particular

‖ut1 − ut2‖C0(M) ≤ C‖Put1 − Put2‖C0 = C‖ft1 − ft2‖C0 .

That f is in Cα/2(I, C0(M)) means that there exists C > 0, such that

‖ft1 − ft2‖C0(M) ≤ C|t1 − t2|α/2.

Combining all these inequalities, we obtain

‖ut1 − ut2‖C2(M) ≤ C|t1 − t2|α/(4δ),

i.e.
u ∈ Cα/(4δ)(I, C2(M)).

On the other hand, we already know u ∈ C0(I, C2,α(M)) ⊂ C0(I, C2,α/(2δ)(M)). This implies

u ∈ Cα/(2δ),α/(4δ)(I ×M).
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The C0 estimate for invertible elliptic operators can be deduced from Sobolev theory as
follows: on the one hand

‖g‖W 2,p . ‖Pg‖Lp . ‖Pg‖C0 ,

on the other hand by Sobolev embedding

‖g‖C0 . ‖g‖W 2,p

for appropiate choices of p. Such an approach also works for divergence form operators: if

u 7→ div(Au)

induces an invertible elliptic differential operator and

div(Au) = div f,

then
‖u‖W 1,p . ‖f‖Lp .

Since W 1,p ↪→ Cα for sufficiently large p, the same approach works.

1.3 Quasilinear parabolic systems

In this section we discuss quasilinear parabolic systems and existence of solutions for short
time. This result is foundational to the study of the spinor flow, whose flow equations form
a quasilinear parabolic system.

Definition 1.26. A quasilinear differential operator (of second order) is an operator

Q : Γ(E)→ Γ(E),

such that over a coordinate patch U it can be written as

Qs(x) =
∑
i,j

Aij(x, s(x), ds(x))
∂2

∂xi∂xj
s+ b(x, s(x), ds(x)),

where Aij, b : U × E|U × T ∗M ⊗ E|U → End(E|U) are smooth maps.

Definition 1.27. A quasilinear differential parabolic equation is an equation of the form

∂tst +Qt(st) = 0,

where Qt : Γ(E)→ Γ(E) is a quasilinear operator, whose differential

DQt(s) : Γ(E)→ Γ(E)

is elliptic for every s ∈ Γ(E).
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Then we have the following existence and uniqueness theorem.

Theorem 1.28.
Suppose

∂tst +Qt(st) = 0

is a quasilinear differential parabolic equation and s ∈ Γ(E). Then there exists a unique
maximal solution st ∈ Γ(E) with s0 = s on some interval [0, T ), T > 0.

For a reference, see for instance [39], chapter 7.
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Chapter 2

Spin geometry and the spinorial energy functional

2.1 Principal bundles and connections

This section outlines the basic definitions and constructions in the theory of principal bundles,
which are required for spin geometry. This is standard material. The purpose of this chapter
is to remind readers and to fix notation. Details may be found in many books, for example
[4], [37].
For a fibration π : F → X, x ∈ X, f ∈ F we denote the fibers by Fx = π−1(x), Ff =
π−1(π(f)). If a group G acts on a space X from the right, we denote the action of g ∈ G on
x ∈ X by x · g.
Let M be a manifold, G a Lie group. A principal bundle over M with structure group G is
a fibration P →M with a right action of G on P , such that

1. The group action preserves fibers, i.e. if p ∈ P and g ∈ G, then p · g ∈ Pp.

2. The group action is free, i.e. if g ∈ G and g 6= e, then x · g 6= x.

3. The group action is transitive on fibers, i.e. if p ∈ P , then G · p = Pp.

4. The base M can be covered by local trivializations of P . A local trivialization of P is
an open set U ⊂M and a diffeomorphism

ϕ : U ×G→ PU ,

such that
ϕ(x, g · h) = ϕ(x, g) · h

for all x ∈ U, g, h ∈ G.

The central example of a principal bundle is the frame bundle of a rank k vector bundle
E →M . The frame bundle is given by the set

F (E) = {(e1, ..., en) ∈ Ex : x ∈M, e1, ..., en forms a basis of Ex}
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with the obvious projection to M and a right action of GL(k) defined by

(e1, ..., en) · A =

(
n∑
j=1

aj1ej, ...,

n∑
j=1

ajnen

)
.

For us the most interesting case is E = TM and we write F (M) instead of F (TM). Addi-
tional structures on M often correspond to principal subbundles of the frame bundle F (M).
If M is oriented, we define the oriented frame bundle

F+(M) = {(e1, ..., en) ∈ F (M) : x ∈M, e1, ..., en forms an oriented basis of TxM}

together with the right action of GL+(n) coming from the restriction of the GL(n) action on
F (M) to GL+(n). If g is a Riemannian metric on M , the oriented orthonormal frame bundle
of M is given by

F (M, g) = {(e1, ..., en) ∈ F (M) : e1, ..., en forms an oriented, orthonormal basis of TxM}

together with the group action of SO(n).
The principal bundle F (M) arises from the vector bundle TM . In the other direction, given
a principal G-bundle P → M and a linear representation ρ : G→ Aut(V ), one can form an
associated vector bundle

P ×G V = (P × V )/G,

where G acts from the right on P × V via

(p, v) · g = (p · g, ρ(g)−1v).

Using the standard representation ρ = id, the tangent bundle TM is isomorphic to the
associated bundle F (M)×GL(n)Rn. The sections of the associated bundle P ×GV correspond
to G-equivariant maps P → V , i.e. a map s : P → V defines a section of P ×G V , if

s(p · g) = ρ(g)−1s(p)

for all p ∈ P, g ∈ G.
Recall that the adjoint representation of G on Aut(g) is defined by

Adg : G→ Aut(g)

g 7→ Dcg(e),

where cg : G→ G is the the conjugation map cg(h) = ghg−1.
A connection on a principal G-bundle P →M is given by a 1-form ω ∈ Ω1(M, g), such that

1. R∗gω = Adg−1 ω for all g ∈ G

2. ω
(
d
dt

∣∣
t=0
p · exp(tv)

)
= v for all p ∈ P, v ∈ g.
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A connection ω defines the space Hp = kerωp ⊂ TpP at every point p ∈ P . The space Hp

is called the horizontal space at p and it is a complement to Vp = ker dπp, i.e. we have the
splitting

TpP = Hp ⊕ Vp.

The map
dπ(p)|Hp : Hp → Tπ(p)M

is an isomorphism and we call its inverse hp : Tπ(p)M → Hp. Given v ∈ Tπ(p)M , hp(v) is
called the horizontal lift of v. The map hp is equivariant in p in the sense that

hp·g = dRg ◦ hp.

A covariant derivative on a vector bundle E is a linear operator

∇ : Γ(E)→ Γ(T ∗M ⊗ E),

satisfying the product rule
∇(fs) = df ⊗ s+ f∇s

for all f ∈ C∞(M) and s ∈ Γ(E).
Given a principal G-bundle P → M , a connection ω on P and a representation (V, ρ) of G,
there is a natural construction of a covariant derivative on P ×G V . Let s ∈ Γ(P ×G V ) be a
section. As mentioned above, s can be considered as an equivariant map P → V . Thus we
may define for v ∈ TxM

(∇ω
v s)(p) = ds(p)hp(v) (2.1)

This defines a covariant derivative on P ×G V .
Suppose now that σ : U ⊂M → P |U is a local section. For a given a section s ∈ Γ(P ×G V )
there exists a function f : U → V , such that

s(x) = [σ(x), f(x)] for every x ∈ U.

Denoting by ρ∗ the induced representation

ρ∗ : g→ End(V ),

one can show that
∇ω
Xs = [σ(x), Xf(x) + (ρ∗(σ

∗ω(X(x))))f(x)] (2.2)

for a local vector field X ∈ Γ(TM |U).
Conversely, given a metric covariant derivative ∇ on TM , we can construct a connection
on F (M, g) as follows. Suppose σα = (eα1 , ..., e

α
n) : Uα → F (M, g) are local sections, where

Uα ⊂M is a covering of M . Now define ωi ∈ Ω1(Ui, o(n)) via

ωi(X) =
∑
i<j

g(∇Xe
α
i , e

α
j )Eij (2.3)
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where Eij ∈ o(n) is the matrix, which is given by

(Eij)ij = 1

(Eij)ji = −1

and
(Eij)kl = 0

in all other cases. One can check that the 1-forms (s−1)∗ωi ∈ Ω1(P |Ui , o(n)) coincide on all
intersections Ui∩Uj and hence define a global connection 1-form ω ∈ Ω1(P, o(n)). Moreover,
from formula 2.2 it follows that the covariant derivative induced by ω is the original covariant
derivative ∇. In other words, we have inverted the above construction in this special case.

2.2 The spin group and its representations

The material in this and the next section can be found in many sources, for example [30].
Let V be a real or a complex vector space and let q be a symmetric, bilinear form on V .
Denote by T V the tensor algebra of V and define the two-sided ideal

I(V, q) = {α⊗ (v ⊗ v + q(v, v)1)⊗ β : α, β ∈ T V }.

The quotient algebra
Cl(V, q) = T V/I(V, q)

is called the Clifford algebra of (V, q). The embedding of V ↪→ T V descends to an embed-
ding ι : V ↪→ Cl(V, q). Denoting multiplication in Cl(V, q) by ·, we have the important
relationships

v · v = −q(v, v)1

and by polarization
v · w + w · v = −2q(v, w)1.

Given a basis e1, ..., en of V , the set

{1 · ei1 · ... · eik : 0 ≤ k ≤ n, 1 ≤ i1 < ... < ik ≤ n}

forms a vector space basis of Cl(V, q). Moreover, there is a canonical vector space isomorphism
between the exterior algebra and the Clifford algebra on V

Λ∗V → Cl(V, q)

ei1 ∧ ... ∧ eik 7→ ei1 · ... · eik .
This is never an algebra isomorphism, unless q = 0. Another useful map is the extension of
− id : V → V to a map α : Cl(V, q) → Cl(V, q). The map α is an involution, i. e. α2 = id.
This involution induces a decomposition of Cl(V, q) into eigenspaces as follows:

Cl0(V, q) = {x ∈ Cl(V, q) : α(x) = x},
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Cl1(V, q) = {x ∈ Cl(V, q) : α(x) = −x}.

Considering 0, 1 as elements in Z2 we have

Cli(V, q) · Clj(V, q) ⊂ Cli+j(V, q),

i.e. Cl(V, q) is a Z2 graded algebra. We define

Cln = Cl(Rn, 〈·, ·〉)

and
Cln = Cl(Cn, 〈·, ·〉)

where 〈·, ·〉 denote the standard symmetric, bilinear forms on Rn and Cn respectively. We
can also consider Cln and Cln to be the algebras generated by the relations

ei · ej + ej · ei = −2δij1 for 1 ≤ i, j ≤ n

over R or C respectively.
The following algebra isomorphisms

Cln ∼= Cln⊗C

and
Cln+2

∼= Cln⊗Cl2

together with the calculations of the first and second real Clifford algebras

Cl1 ∼= C and Cl2 ∼= H

yield a classification of the complex Clifford algebras. Indeed, we conclude

Cl1 ∼= C⊕ C and Cl2 ∼= End(C2).

and by induction

Cl2n+1
∼= End(C2n)⊕ End(C2n),

Cl2n+2
∼= End(C2n+1

).

We can also rewrite this as

Cln ∼= End(Σn)⊕ End(Σn), n odd,
Cln ∼= End(Σn), n even,

where
Σn = C2[n/2]

.

The vector space Σn is called the spinor module.
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The group of invertible elements of Cln is denoted by Cl∗n. The spin group is the subgroup
Spin(n) ⊂ Cl∗n generated by the elements of the form

v1 · ... · v2k ∈ Rn, k ∈ N, |vi| = 1 for 1 ≤ i ≤ 2k.

For g ∈ Cl∗n consider the map
c̃g : Cln → Cln

x 7→ α(g) · x · g−1.

If g ∈ Spin(n), c̃g leaves Rn invariant, i.e. c̃g(Rn) ⊂ Rn ⊂ Cln. Thus c̃g can be restricted to
an automorphism of Rn. In fact, it can be shown that c̃g ∈ SO(n). Hence we get a map

κn : Spin(n)→ SO(n)

g 7→ c̃g.

It turns out that κn is a non-trivial double covering map. Since π1(SO(n)) = Z2, κn is the
universal covering of SO(n).
The Lie algebra of Cl∗n is Cln with the Lie bracket given by

[ϕ, ψ] = ϕ · ψ − ψ · ϕ.

The Lie algebra spin(n) of Spin(n) is spanned by the elements ei · ej, 1 ≤ i < j ≤ n. The
map κn induces an isomorphism of Lie algebras

κn∗ : spin(n)→ so(n).

The Lie algebra so(n) is the subalgebra of antisymmetric matrices in the matrix Lie algebra
Rn×n. It is spanned by the matrices Eij introduced in the previous section. The action of κn
is then given by

κn∗(ei · ej) = 2Eij. (2.4)

More invariantly, we may write

κn∗([u, v])w = 4(〈u,w〉v − 〈u, v〉w) (2.5)

for u, v, w ∈ Rn.
We will now study the complex representations of the spin group. It should be noticed that
any representation of SO(n) gives rise to a representation of Spin(n). We will not consider
these representations here, but only consider those representations which do not arise from
representations of SO(n). These representations come from restrictions of representations of
Cln. Again, the situation depends on the parity of n. Indeed, we have the following facts: If
n is even, Cln has a unique irreducible representation

χn : Cln → End(Σn),

38



which is given by the isomorphism which we constructed above. If n is odd, Cln has two
inequivalent irreducible representations

χ±n : Cln → End(Σn).

These are given by taking the isomorphism χn : Cln → End(Σn) ⊕ End(Σn) and projecting
onto the first or second factor, i.e. χ+

n = π1 ◦ χn and χ−n = π2 ◦ χn, where

πi : End(Σn)⊕ End(Σn)→ End(Σn)

(A1, A2) 7→ Ai.

We now define the standard spin representation ρn : Spin(n)→ End(Σn) via

ρn = χn|Spin(n) if n even

and
ρn = χ+

n |Spin(n) if n odd.

We also define the following map

µ : Cln⊗Σn → Σn

x⊗ ϕ 7→ χn(x)ϕ =: x · ϕ, if n even

x⊗ ϕ 7→ χ+
n (x)ϕ =: x · ϕ, if n odd

This map is called the Clifford multiplication of spinors.
Up to scaling, there is a unique Spin(n) invariant Hermitian product on Σn. Fix one such
Hermitian product and call it 〈·, ·〉C. The real part of this Hermitian product is a real inner
product on Σn and we denote it by

〈·, ·〉 = Re〈·, ·〉C.

Notice that for v ∈ Rn it follows that

〈v · ϕ, ψ〉C = −〈ϕ, v · ψ〉C.

To study the Clifford multiplication on bundles, it will be useful to have a representation of
SO(n) on the Clifford algebra

cln : SO(n)→ Aut(Cln).

This representation arises as follows. Let A ∈ SO(n). Then A induces an automorphism of
the tensor algebra T A : T Rn → T Rn. It can be checked that this map descends to a map
cln(A) : Cln → Cln. In the same manner, a representation of SO(n) on the complex Clifford
algebra

clCn : SO(n)→ Aut(Cln)

can be defined.
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2.3 Spin structures and the spinor bundle

Let (M, g) be an n dimensional, orientable Riemannian manifold. The oriented orthonormal
frame bundle F = F (M, g) is the SO(n) principal bundle

{(e1, ..., en) : e1, ..., en is an oriented, orthonormal basis of TxM,x ∈M}.

The bundle projection is denoted by πF : F → M and the right action of SO(n) is denoted
by λF : F × SO(n)→ F .

Definition 2.6 (Spin structure). A spin structure on (M, g) is a principal Spin(n) bundle
P

πP−→M and a 2:1 covering map π : P → F , such that the following diagram commutes

P × Spin(n)

π×κ
��

λP // P

π

��

πP

��
F × SO(n)

λF // F
πF //M

where κn : Spin(n)→ SO(n) is the standard 2:1 covering of the special orthogonal group.

In other words, a spin structure is a fiberwise lift of the structure group of the oriented
orthonormal frame bundle from SO(n) to Spin(n), which is compatible with the standard
covering Spin(n)

κn−→ SO(n).

Definition 2.7 (Isomorphism of spin structures). An isomorphism of spin structures P and
P̃ is an isomorphism of principal bundles A : P → P̃ , such that πP̃ ◦ A = πP .

Existence of spin structures and their classification is a topological problem and its solution
is given by the following theorem.

Theorem 2.8.
An orientable manifold M admits a spin structure, if and only if its second Stiefel–Whitney
class w2(M) ∈ H2(M,Z2) vanishes. The set of isomorphism classes of spin structures is in
bijective correspondence to H1(M,Z2).

A manifold which admits a spin structure is called a spin manifold. Note that any simply
connected manifold with w2(M) = 0 has a unique spin structure. In the context of special
holonomy the following result is also useful.

Theorem 2.9.
If the structure group of F+(M, g) reduces to a simply connected subgroup of SO(n), then M
admits a spin structure P , such that the reduction lifts to P .

Since the structure group of a Riemannian manifold can be reduced to a group isomorphic to
the holonomy group, any manifold with a simply connected holonomy group admits a spin
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structure. With the exception of U(n) and SO(n) all holonomy groups appearing in Berger’s
classification are simply connected. As we will see later, Ricci flat special holonomy metrics
can be characterized completely in terms of spin geometry.
The tangent bundle and the exterior algebra bundles over M can be written as associated
bundles to the frame bundle with respect to certain representations of SO(n). In analogy to
these constructions we can now define the spinor bundle as an associated bundle of a spin
structure with respect to the spin representation.

Definition 2.10 (Spinor bundle). Let (M, g) be a spin manifold with spin structure P . The
spinor bundle is the associated bundle

ΣgM = P ×ρn Σn,

where (Σn, ρn) is the spinor module. Explicitly,

ΣgM = (P × Σn)/ Spin(n)

where Spin(n) acts on P × Σn via

(p, ϕ) · σ = (p · σ, ρn(σ)−1ϕ).

Suppose now that U ⊂ M is an open set and e1, ..., en is an oriented, orthonormal frame of
TM over U . Then b = (e1, ..., en) is a section of F |U . Given a spin structure P and any
point x ∈ U , the set π−1((e1(x), ..., en(x))) consists of two elements. A choice of one of these
elements determines a lift b̃ of b to P |U . Thus b induces a local trivialization b̃ of the spin
structure P over U .
Any local section of ΣgM over U can be described by [b̃, ϕ], where ϕ is a smooth map U → Σn.
Another way to view sections of ΣgM is as smooth equivariant maps

ϕ : P → Σn,

i.e. such that
ϕ(p · σ) = ρn(σ)−1ϕ(p) for all p ∈ P, σ ∈ Spin(n).

As we saw in the last section, the spinor module Σn carries an invariant Hermitian metric
and the Clifford algebra acts via Clifford multiplication. Both structures can be transferred
to the spinor bundle.

Definition 2.11 (Hermitian structure on the spinor bundle). Let 〈·, ·〉 be a Spin(n)-invariant
inner product on Σn. Then ρn is a unitary representation with respect to that structure and

ΣgM = P ×ρn (Σn, 〈·, ·〉)

carries the structure of a Hermitian bundle. Explicitly, if [p1, ϕ1], [p2, ϕ2] ∈ ΣgMx, then

〈[p1, ϕ1], [p2, ϕ2]〉 = 〈ϕ1, ρn(σ)−1ϕ2〉,

where σ ∈ Spin(n) is such that p2 · σ = p1.
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To transfer the Clifford multiplication to ΣgM , we first need to define the real Clifford bundle

Cl(M) = P ×cln ◦κn Cln ∼= F (M, g)×cln Cln

and the complex Clifford bundle

Cl(M) = P ×clCn ◦κn Cln ∼= F (M, g)×clCn
Cln .

Clifford multiplication on ΣgM by elements of Cl(M) is then defined via

µ : Cl(M)⊗ ΣgM → ΣgM

µ([b̃, c], [b̃, ϕ]) = [b̃, c · ϕ]

where b̃ ∈ P , c ∈ Cln, ϕ ∈ Σn. Clifford multiplication for Cl(M) is defined analogously.
Elements of Λ∗T ∗M also act by Clifford multiplication on ΣgM , by means of the canonical
isomorphism

Λ∗T ∗M → Cl(M).

Suppose the dimension of M is even, i.e. dimM = n = 2m. Then we can define a global
section ωC of Cl(M) via

ωC = ime1 · ... · en,
or alternatively as im times the image of the Riemannian volume form under the canonical
isomorphism above. The section ωC is called the complex volume form. It can then be shown
that

ω2
C = 1,

i.e. ωC acts as an involution on ΣgM . Thus ωC induces a splitting of ΣgM into two subbun-
dles:

Σ+
gM = {ϕ ∈ ΣgM : ωC · ϕ = ϕ}

Σ−gM = {ϕ ∈ ΣgM : ωC · ϕ = −ϕ}.

2.4 The spinor bundle on a hypersurface

Suppose N is an oriented codimension 1 submanifold of a spin manifold (M, g). Let ι : N →
M denote the inclusion and gN = ι∗g the induced metric on N . Then the spin structure P
on M induces a spin structure on N . Suppose ν : N → Γ(ι∗TM) is a normal vector field,
such that for any oriented orthonornomal basis e1, ..., en−1 of TxN the basis e1, ..., en−1, ν(x)
is also an oriented orthonormal basis of TxM . We can define an inclusion

F+(N, gN)→ F+(M, g)

(e1, ..., en−1) 7→ (e1, ..., en−1, ν).

Denote its image by FN . Notice that this is a SO(n− 1) subbundle of F+(M, g)|N . Then we
define PN = π−1(FN) ⊂ P , where π is the projection π : P → F+(M, g). This is a Spin(n−1)
bundle over N and by construction it covers FN and hence F+(N, gN). This is the induced
spin structure. One can then show the following fact about the associated spinor bundle.
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Proposition 2.12.
There is an identification

ΣgNN
∼=

{
ι∗Σ+

gM, n even
ι∗ΣgM, n odd

Furthermore, under this identification the Clifford multiplication can be expressed as

X · ι∗ϕ = ι∗(X · ν · ϕ)

for any X ∈ TN.

This result can be found in [8], section 2.4.1.

2.5 The spin connection and the Dirac operator

A fundamental fact of Riemannian geometry is the existence and uniqueness of a torsion-
free metric connection on the tangent bundle, the Levi–Civita connection. This connection
induces a connection on the spinor bundle, the spin connection. It turns out that there
is another highly interesting natural first order differential operator on the spinor bundle,
the Dirac operator. A third operator is the twistor operator, which encodes in some sense
the difference between the spin connection and the Dirac operator. Beyond defining these
operators, this section discusses the curvature of the spin connection and the very useful
Lichnerowicz formula, which relates the square of the Dirac operator to the spin connection
Laplacian and the scalar curvature of the underlying Riemannian manifold. Finally, we
characterize Ricci flat special holonomy manifolds in terms of the existence of parallel spinor
fields. This is standard material which can be found in many sources, such as [30] or [8].

2.5.1 The spin connection

The spin connection is the lift of the Levi–Civita connection to the spinor bundle. The
Levi–Civita connection

∇g : Γ(TM)→ Γ(T ∗M ⊗ TM)

is the unique metric, torsion free connection on (M, g). This induces a connection ω ∈
Ω1(F, so(n)) on F = F+(M, g) via equation 2.3. Now let P be a spin structure and let
π : P → F be the covering map. Then π∗ω is a 1 form on P with values in so(n). As we have
seen, the standard covering κn : Spin(n)→ SO(n) induces an isomorphism of Lie algebras

κn∗ : spin(n)→ so(n).

Denote by ω̃ ∈ Ω1(P, spin(n)) the connection form κ−1
n∗ ◦ π∗ω.
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Definition 2.13 (Spin connection). On a manifold (M, g) with spin structure P the spin
connection is the covariant derivative

∇g : Γ(ΣgM)→ Γ(T ∗M ⊗ ΣgM)

induced by ω̃ on the spinor bundle ΣgM = P ×ρn Σn.

(The Levi–Civita connection and the spin connection are both named ∇g. It will always be
clear from the context which connection is meant.)
The formulas 2.2 and 2.3 applied to this situation yield the following local description of the
spin connection. Let e1, ..., en be an oriented orthonormal frame over an open set U ⊂ M .
Let σ : U → P be a lift of the corresponding local section (e1, ..., en) of the frame bundle.
Let s ∈ Γ(ΣgM |U). Then there exists ϕ : U → Σn, such that

s(x) = [σ(x), ϕ(x)] for every x ∈ U.

To apply the formula 2.2, we first compute

κ−1
n∗ (σ

∗ω(X)) = κ−1
n∗

(∑
i<j

g(∇g
Xei, ej)Eij

)

=
1

2

∑
i<j

g(∇g
Xei, ej)ei · ej.

This yields the local formula

∇g
Xs =

[
σ,Xϕ+

1

2

∑
i<j

g(∇g
Xei, ej)ei · ej · ϕ

]
. (2.14)

It should be observed that the ei appear in the formula in two distinct meanings: first as
local sections of the tangent bundle and then as elements of Rn ⊂ Cln, acting on Σn.
Next we compute the curvature of the spin connection. Suppose X, Y ∈ Γ(TM). Then the
spinorial term in the local expression of ∇g

X∇
g
Y s is given by

XY ϕ+
1

2

∑
i<j

Xg(∇g
Y ei, ej)ei · ej · ϕ

+
1

2

∑
i<j

g(∇g
Y ei, ej)ei · ej ·Xϕ

+
1

2

∑
i<j

g(∇g
Xei, ej)ei · ej · Y ϕ

+
1

4

∑
i<j

∑
k<l

g(∇g
Xei, ej)g(∇g

Y ek, el)ei · ej · ek · elϕ.
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Now consider ∇g
X∇

g
Y s−∇

g
Y∇

g
Xs. The last three terms in the above calculation are symmetric

in X and Y , hence they drop out of ∇g
X∇

g
Y s − ∇

g
Y∇

g
Xs. The same is true for the second

term in
Xg(∇g

Y ei, ej) = g(∇g
X∇

g
Y ei, ej) + g(∇g

Y ei,∇
g
Xej).

Assuming at a point that [X, Y ] = 0, the curvature of ∇g is thus

Rg(X, Y )s =

[
σ,

1

2

∑
i<j

g(Rg(X, Y )ei, ej)ei · ej · ϕ

]
(2.15)

For a more invariant description of the curvature, consider the canonical isomorphism

Λ∗Rn → Cln .

This induces an isomorphism of vector bundles

θ : Λ∗T ∗M → Cl(M).

In particular considering the curvature of the Levi–Civita connection as the curvature oper-
ator

R : Λ2T ∗M → Λ2T ∗M,

one can rewrite the above formula as

Rg(X, Y )s = θ(R(X ∧ Y )) · s.

We will suppress the isomorphism θ from the notation and simply write

Rg(X, Y )s = R(X, Y ) · s (2.16)

The following proposition gives the L2 adjoint of the spin connection.

Proposition 2.17.
Suppose (M, g) is closed. The operator

∇∗ : Γ(T ∗M ⊗ ΣgM)→ Γ(ΣgM)

∇∗ = − tr ◦(idT ∗M ⊗ ·[ ⊗ idΣgM) ◦ ∇T ∗M⊗ΣgM

is formally L2 adjoint to ∇ on smooth sections, i.e.∫
M

〈∇ϕ, α⊗ ψ〉T ∗M⊗ΣgM volg =

∫
M

〈ϕ,∇∗(α⊗ ψ)〉 volg .

Using this adjoint we introduce the connection Laplacian

∇∗∇ : Γ(ΣgM)→ Γ(ΣgM).
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Given a synchronous orthonormal frame at p we have the following formula for the connection
Laplacian at p:

∇∗∇ϕ = −
∑
i

∇ei∇eiϕ.

If N ⊂ M is a hypersurface of M , then the spinor bundle of N can be identified with
the spinor bundle of M (or the subbundle Σ+

gM , depending on the dimension), as we saw
previously. Denote by ι : N ↪→M the inclusion. Then we have a pull-back map

ι∗ : Γ(ΣgM)→ Γ(ΣgNN).

There is a useful formula for the spin derivative in this setting, given in the next proposition.

Proposition 2.18.
Let ϕ ∈ Γ(ΣgM). Then

ι∗(∇g
Xϕ) = ∇gN

X ι∗ϕ+
1

2
II(X,X) · ι∗ϕ (2.19)

for every X ∈ TN . Here II : TN × TN → TN⊥ denotes the second fundamental form of N .

This result can be found in sect. 2.4.1 in [8].

2.5.2 The Dirac operator and the Lichnerowicz formula

Definition 2.20. The Dirac operator on (M, g) is the first order differential operator

D = µ ◦ (·] ⊗ id) ◦ ∇g : Γ(ΣgM)→ Γ(ΣgM),

where µ : Γ(TM⊗ΣgM)→ Γ(ΣgM) denotes Clifford multiplication and ·] : Γ(T ∗M)→ Γ(TM)
is the canonical identification with respect to the metric g.

Given an orthonormal frame e1, ..., en, we calculate the action of the Dirac operator on the
spinor field ϕ as

Dϕ = µ

(∑
i

ei ⊗∇eiϕ

)
=
∑
i

ei · ∇eiϕ.

It is a simple matter to compute the following identities using the previous formula. Let
f ∈ C∞(M), X ∈ Γ(TM), ϕ ∈ ΣgM . Then

D(fϕ) = grad f · ϕ+ fDϕ (2.21)
D(X · ϕ) = −X ·Dϕ−∇2Xϕ+ CC(X) · ϕ (2.22)
D2(fϕ) = fD2ϕ−∇2 grad fϕ+ (∆f)ϕ (2.23)

where
CC : Γ(TM)→ Γ(Cl(M))
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is given by
CC(X) =

∑
i

ei · ∇eiX.

A slightly more involved calculation using the local formula for the Dirac operator and the
symmetries of the Riemannian curvature yields the well known Lichnerowicz formula.

D2ϕ = ∇∗∇ϕ+
scal

4
ϕ (2.24)

2.5.3 Parallel spinors and holonomy reduction

The subject of this section is the relationship between spin geometry and special holonomy.
Although we will not directly use these results, they motivate much of the following work as
explained in the introduction.
Let (M, g) be a Riemannian manifold and let Holx(M, g) be its holonomy group based at
x ∈ M . The holonomy principle states that a tensor in the tensor algebra T TxM , which is
invariant under the action of the holonomy group Holx(M, g), corresponds to a parallel tensor
field and vice versa. Thus Riemannian manifolds with special holonomy can be characterized
by the kind of parallel tensor fields they carry.
Suppose ϕ ∈ Γ(ΣgM) is a non-trivial parallel spinor field, i.e. ∇gϕ = 0 and ϕ 6= 0. How
does this fact constrain the holonomy group of (M, g)? Before we turn to this question, we
note that this condition implies that the manifold is Ricci flat, indicating the strength of this
assumption.

Theorem 2.25.
Suppose (M, g) is a spin manifold and suppose ϕ ∈ Γ(ΣgM) is a non-trivial parallel spinor
field, i.e. ∇gϕ = 0. Then

Ricg = 0.

This is an immediate consequence of the following useful identity∑
i

ei ·R(ei, X)ϕ =
1

2
ricg(X) · ϕ, (2.26)

which also shows that one can recover the Ricci curvature of the manifold from the curvature
of the spin connection. A proof of this identity can be found in [8], Cor 2.8.
The existence of parallel spinor fields implies the existence of certain parallel tensor fields
on M . Assume for simplicity that M is simply connected. Then the next theorem states
that the Ricci flat metrics of special holonomy are characterized by existence of a parallel
spinor field. Notice that these manifolds are automatically spin by theorem 2.9, since their
holonomy groups are simply connected.
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Theorem 2.27.
Suppose (M, g) is a compact, irreducible, simply-connected Riemannian spin manifold. Let n
be the dimension of M and let k be the dimension of the vector space of parallel spinor fields.
Then

• If n = 2m, k = 2, then Hol(M, g) ∼= SU(m).

• If n = 4m, k = m+ 1, then Hol(M, g) ∼= Sp(m).

• If n = 7, k = 1, then Hol(M, g) ∼= G2.

• If n = 8, k = 1, then Hol(M, g) ∼= Spin(7).

Conversely, if the holonomy group of (M, g) is isomorphic to any of the groups above, then
the space of parallel spinor fields has the dimension as above.

This theorem is due to Wang, see [45].

2.6 The universal spinor bundle

The spinorial characterization of special holonomy metrics suggests a natural approach to
finding such metrics in the space of Riemannian metrics: look for metrics with parallel
spinor fields. The spinor flow implements this idea by trying to minimize the spinorial
energy functional, whose minima are precisely pairs of metrics and parallel spinor fields.
This requires comparing spinor fields in spinor bundles associated with different metrics. To
this end, we construct the universal spinor bundle. Any pair of a metric and spinor field in
the associated spinor bundle can be considered to be a section of the universal spinor bundle.
The Bourguignon–Gauduchon connection, which we construct next, defines isomorphisms of
spinor bundles of different metrics. Infinitesimally, it also splits the tangent bundle of the
universal spinor bundle into a subspace of symmetric two forms and a subspace of spinors.
The spin diffeomorphism group acts on the sections of the universal spinor bundle in a natural
way. In particular the notion of the Lie derivative can be transferred to the universal spinor
bundle. Finally, the derivative of the spin connection with respect to metric and spinorial
variations is computed. Most of the material in this section can be found in [3].

Denote by G̃L+(n) the universal (double) cover of GL+(n). Considering Spin(n) as a subgroup
of G̃L+(n), this can be chosen to be an extension of the double cover κn : Spin(n)→ SO(n),
as the following diagram shows.

Spin(n) ⊂

κ

��

G̃L+(n)

��
SO(n) ⊂ GL+(n)
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The definition of spin structures can then be generalized as follows: Let M be an orientable
manifold. The bundle F+(M) of oriented frames ofM is a GL+(n) principal bundle with the
obvious action. A topological spin structure is a G̃L+(n) principal bundle P together with a
2:1 covering π : P → F+(M), such that the diagram

P × G̃L+(n)

��

// P

π

�� ""
F+(M)×GL+(n) // F+(M) //M

commutes. The manifold M admits a topological spin structure if and only if w2(M) = 0, as
was the case for spin structures. If P is a topological spin structure and g is a metric on M ,
then Pg = π−1(F (M, g)) is a spin structure on (M, g), i.e. we find spin structures for every
metric g as a subbundle of P .
Observe that

G̃L+(n)/ Spin(n) = GL+(n)/ SO(n) ∼= �2
+(Rn),

where �2
+(Rn) is the space of positive definite bilinear forms, i.e. metrics on Rn. The space

G̃L+(n)×Spin(n) Σn

is a vector bundle over G̃L+(n)/ Spin(n).
The fiber bundle

ΣM = P ×Spin(n) Σn.

is called the universal spinor bundle and its fibres are diffeomorphic to G̃L+(n)×Spin(n) Σn.
This suggests the alternative definition

ΣM = (P × Σn)/ Spin(n)

=
(

(P × G̃L+(n))/G̃L+(n)× Σn

)
/ Spin(n)

= P ×
G̃L+(n)

(
(G̃L+(n)× Σn)/ Spin(n)

)
The bundle ΣM is also a Hermitian vector bundle with fibers isomorphic to Σn over P/ Spin(n).
The bundle P/ Spin(n) is isomorphic to �2

+T
∗M . Thus, there is a projection

πΣ : ΣM → �2
+T
∗M.

Given gx ∈ �2
+T
∗
xM , the spinor module over gx can be defined as

ΣgxM = π−1
Σ (gx).

Now suppose Φ is a section of ΣM . There are different ways to view a section of the universal
spinor bundle. The conventional view is to see a section Φ ∈ Γ(ΣM) as a map

Φ : M → ΣM
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satisfying π ◦ Φ = idM . Alternatively, we can view it as a G̃L+(n) equivariant map

Φ : P → (G̃L+(n)× Σn)/ Spin(n).

In the same vein, we can consider it as a Spin(n)-equivariant map Φ : P → Σn. We will
freely pass between these different point of views.
If we consider Φ to be a map Φ : M → ΣM , then πΣ ◦ Φ is a section of �2

+T
∗M and

corresponds to a Riemannian metric. We call this Riemannian metric gΦ. Alternatively we
can define the projection

πS : (G̃L+(n)× Σn)/ Spin(n)→ G̃L+(n)/ Spin(n).

Viewing Φ as a G̃L+(n) equivariant map Φ : P → (G̃L+(n)×Σn)/ Spin(n), the composition
πS ◦ Φ is a G̃L+(n) equivariant map

πS ◦ Φ : P → G̃L+(n)/ Spin(n),

which can be considered to be a section of

P ×
G̃L+(n)

G̃L+(n)/ Spin(n) ∼= �2
+(T ∗M),

i.e. a Riemannian metric.
A useful remark concerning this picture is that there is a unique GL+(n) equivariant map
m : F+(M)→ GL+(n)/ SO(n) completing the diagram

P

π

��

πS◦Φ // G̃L+(n)/ Spin(n)

∼=
��

F+(M) m // GL+(n)/ SO(n)

.

The map m is yet another way to view a Riemannian metric on M .
Now consider Φ to be a Spin(n) equivariant map Φ : P → Σn. Restricting this map to PgΦ

yields a Spin(n)-equivariant map PgΦ
→ Σn. This is a section of ΣgΦ

M , and this section is
denoted by ϕΦ.
To sum up, sections of the universal spinor bundle correspond to pairs of Riemannian metrics
and a spinor field in the spinor bundle associated to that metric. By abuse of notation we
express sections of the universal spinor bundle as pairs, i.e.

Φ = (gΦ, ϕΦ) = (πΣ ◦ Φ,Φ|PgΦ ).

The space of sections of the universal spinor bundle is also denoted F = Γ(ΣM) and the
space of unit sections

N = {(g, ϕ) ∈ F : |ϕ| = 1}.
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2.6.1 The Bourguignon–Gauduchon connection

The Bourguignon–Gauduchon connection is a choice of horizontal subspaces with respect
to the fibration πΣ,x : ΣMx → �2

+T
∗Mx, i.e. a family of vector spaces H(g,ϕ) ⊂ T(g,ϕ)ΣMx

complementary to ker dπΣ,x(g, ϕ), depending smoothly on x ∈ M and (g, ϕ) ∈ ΣMx. Notice
that this is not a connection of the bundle πΣ : ΣM → �2

+T
∗M , but only a connection along

the fibers ΣMx! This is no limitation for us, because this connection will be used to compare
different sections of ΣM and for a family of sections φt ∈ Γ(ΣM) we have that φt(x) ∈ ΣMx.
The connection arises from a connection on the principal bundle

SO(n) ↪→ GL+(n)→ GL+(n)/ SO(n).

Given A ∈ GL+(n), the tangent space to the fibers is given by

VA = {M ∈ TA GL+(n) = Rn×n : (A−1M)T = −A−1M}.

We can define a complement

HA = {M ∈ TA GL+(n) = Rn×n : (A−1M)T = A−1M}.

This corresponds to the decomposition of matrices into symmetric and antisymmetric matri-
ces. It can be easily checked that HA is right invariant and hence defines a connection.
Given x ∈M , this horizontal distribution can be transfered to

F+(M)x → F+(M)x/ SO(n) ∼= �2
+T
∗M

x
.

Let b ∈ F+(M)x. The element b can be considered as an isomorphism Rn → TxM and
tangent vectors v ∈ TbF+(M)x can be considered to be homomorphisms Rn → TxM . Thus
we can define a horizontal subspace in the same manner as above by

Hb = {v ∈ TbF+(M)x : (b−1v)T = b−1v}.

If P is a topological spin structure on M , then this distribution lifts to a distribution

Hb̃ ⊂ Tb̃Px

for any x ∈M , b̃ ∈ Px. To pass to ΣMx, consider the canonical isomorphism

T[b̃,ϕ]ΣMx → Tb̃Px/Tb̃(b̃ · Spin(n))⊕ Σgx .

By construction the factor Tb̃Px/Tb̃(b̃ · Spin(n)) is isomorphic to Hb̃. The map Px →
Px/ Spin(n) ∼= �2

+T
∗
xM induces an isomorphism

Hb̃ → �
2T ∗xM.
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Furthermore, [b̃, ϕ] ∈ ΣMx corresponds to a pair (g, ϕ) with g ∈ �2
+T
∗
xM and ϕ ∈ ΣgxM .

We have finally arrived at an isomorphism

T(g,ϕ)ΣMx → �2T ∗xM ⊕ ΣgxM.

In particular we can define the horizontal complement of ΣgxM = ker dπΣ,x as the preimage
of �2T ∗xM under this isomorphism.
This isomorphism induces a splitting of the tangent bundle of the space of sections. Given
Φ = (g, ϕ) ∈ F , the tangent space at Φ splits as follows

TΦF ∼= Γ(�2T ∗M ⊕ ΣgM).

This follows, because for a curve of sections Φt ∈ F with Φ0 = Φ, the time derivative of Φt

at a point x ∈M satisfies

d

dt

∣∣∣
t=0

Φt(x) ∈ TΦΣMx
∼= �2T ∗xM ⊕ ΣgxM

by the definition of sections. Likewise, the tangent space of N at Φ ∈ N splits as

TΦN ∼= Γ(�2T ∗M ⊕ ϕ⊥),

where ϕ⊥ is the subbundle

{ψ ∈ ΣgM : 〈ϕ, ψ〉 = 0} ⊂ ΣgM.

Suppose (g0, g1) are two metrics on M . The path gt = g0 + t(g1 − g0) linearly interpolates
between the two metrics. For every x ∈ M and ϕ ∈ Σg0Mx one can consider the parallel
transport along the horizontal distribution to Σg1Mx. This defines an isomorphism

Σg0Mx → Σg1Mx.

These isomorphisms form a bundle isomorphism, which we call

B̂g0
g1

: Σg0M → Σg1M.

It turns out that there is another description of these isomorphisms, without reference to the
horizontal distribution. Given two inner products 〈·, ·〉i, i = 0, 1, on a vector space V , there
exists a unique endomorphism A0

1 : V → V , such that

〈v, w〉1 = 〈A0
1v, w〉0.

Since A0
1 is positive and symmetric, it has a well-defined square root B0

1 . Applying this
observation to the metrics g0 and g1 yields an endomorphism Bg0

g1
∈ Γ(EndTM), which

relates the metrics g0 and g1 in this way. This endomorphism induces a map between the
oriented, orthonormal frame bundles of g0 and g1

Bg0
g1

: F+(M, g0) ⊂ F+(M)→ F+(M, g1) ⊂ F+(M).
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This map can be lifted to a map
B̃g0
g1

: Pg0 → Pg1 ,

which then induces the isomorphism

B̂g0
g1

: Σg0M → Σg1M

[b̃, ϕ] 7→ [B̃g0
g1

(b̃), ϕ].

It can be shown that both definitions of B̂g0
g1

coincide.

2.6.2 The L2 metric on the space of sections

Given the splitting of the tangent space of N , it is now easy to define a metric. Let Φ =
(g, ϕ) ∈ N and Ψ1,Ψ2 ∈ TΦN . With respect to the splitting, we can write

Ψi = (hi, ψi) ∈ Γ(�2T ∗M ⊕ ΣgM)

for i = 1, 2. Then we define a metric on TΦN by

(Ψ1,Ψ2) =

∫
M

g(h1, h2) + 〈ψ1, ψ2〉 volg .

While this definition seems fairly natural, there is actually a choice of scaling involved in the
spinorial part. Recall that the metric on the spinor bundle was defined by extending any
Spin(n) invariant inner product on the spinor module. This inner product is only unique up
to scaling. To allow for a different choice of inner product we introduce the scaling parameter
µ ∈ (0,∞) and define a family of L2 metrics via

(Ψ1,Ψ2)µ =

∫
M

g(h1, h2) + µ−1〈ψ1, ψ2〉 volg .

2.6.3 Spin diffeomorphisms and the spinorial Lie derivative

As before let M be a connected spin manifold and let P be a topological spin structure. Any
orientation preserving diffeomorphism f ∈ Diff+(M) induces a map

f∗ : F+(M)→ F+(M)

(e1, ..., en) 7→ (Df(e1), ..., Df(en)).

Notice that this is not a principal bundle isomorphism in the normal sense, because it is not
fibre preserving. Denote by Diffs(M) ⊂ Diff+(M) the set of diffeomorphisms, which lift to
P . Since P covers F+(M) two-to-one, there is a choice of lifts involved, determined up to an
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element in Z2. Denoting the set of lifts of diffeomorphisms in Diffs(M) to P by D̂iffs(M),
there is then an exact sequence of groups

0→ Z2 → D̂iffs(M)→ Diffs(M)→ 0.

The group D̂iffs(M) acts naturally on spinor fields Φ ∈ F . Since Φ = (g, ϕ) ∈ F is a G̃L+(n)
equivariant map

Φ : P → (G̃L+(n)× Σn)/ Spin(n),

we can define for F ∈ D̂iffs(M) the pull back of a spinor field by

F ∗Φ = Φ ◦ F.

Clearly,
(F1 ◦ F2)∗Φ = F ∗2F

∗
1 Φ.

Another simple observation is that

|F ∗Φ|(x) = |Φ|(f(x)).

The metric component g of Φ is given by the map πS ◦ Φ : P → G̃L+(n)/ Spin(n), which
induces a map m : F+(M)→ GL+(n)/ SO(n). The metric component of F ∗Φ is given by

gF ∗Φ = πS ◦ Φ ◦ F : P → G̃L+(n)/ Spin(n),

which induces a map m̃ : P → G̃L+(n)/ Spin(n). It turns out that

m̃ = m ◦ f∗,

where f is the diffeomorphism corresponding to F . Furthermore, m ◦ f∗ corresponds to the
metric f ∗g. In conclusion

gF ∗Φ = f ∗gΦ.

This also implies that the spinorial component ϕF ∗Φ is a section of the spinor bundle Σf∗gM .
If [b̃, ϕ] defines a local section of ΣM , b̃ : U → P |U and ϕ : U → Σn, then F ∗Φ is given over
U by

[F−1 ◦ b̃ ◦ f, ϕ ◦ f ].

Next, we study the infinitesimal action of the diffeomorphism group on F . To this end, sup-
pose that X ∈ Γ(TM). Let ft be the corresponding 1-parameter family of diffeomorphisms.
Since f0 = idM , all ft∗ are homotopic to the identity and hence lift to P , i.e. ft ∈ Diffs(M)
for every t. We choose the lift satisfying F0 = idP . Denote by Ft this choice of lifts of ft and
let Φ ∈ F .

Definition 2.28. The spinorial Lie derivative of Φ in the direction X is defined by

LXΦ =
d

dt

∣∣∣
t=0
F ∗t Φ ∈ TΦF .
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A natural question is what the metric and the spinorial components of LXΦ are. For the
metric part, the answer is simple. Since gF ∗t Φ = f ∗t gΦ, it follows that

gLXΦ = LXgΦ.

Proposition 2.29.
Let X ∈ Γ(TM) and Φ = (g, ϕ) ∈ F . Then

LXΦ =

(
LXg,∇g

Xϕ−
1

4
dX[ · ϕ

)
.

This result can be found in [7], prop. 16. We now have a description of the tangent space to
the diffeomorphism action on F at Φ ∈ F :

{LXΦ ∈ TΦF : X ∈ Γ(TM)}.

A complement of this space in TΦF could be considered an infinitesimal slice of the diffeo-
morphism action. There is a natural way to construct such a slice. First we review the
situation for metric tensors. Let g be a metric. Then let

δg : Γ(�2T ∗M)→ Γ(T ∗M)

be the divergence operator. With respect to an orthonormal frame ei, it is given as

δgh =
∑
i

−(∇g
ei
h)(ei, ·).

Consider its formal adjoint
δ∗g : Γ(T ∗M)→ Γ(�2T ∗M).

It turns out that
δ∗gα(X, Y ) =

1

2
((∇gα)(X, Y ) + (∇gα)(Y,X)) .

A simple calculation then shows

δ∗gX
β =

1

2
LX .

Thus im δ∗g coincides with the space tangent to the diffeomorphism action. One can show
that δ∗g is overdetermined elliptic, and hence by standard theory there is an orthogonal
decomposition

Γ(�2T ∗M) = im δ∗g ⊕ ker δg.

The space ker δg is sometimes called the Ebin slice at g.
We now repeat this argument for TΦF . In analogy to δ∗g , we define

λ∗Φ : Γ(TM)→ TΦF

X 7→ LXΦ.

55



Its formal adjoint is called λΦ : TΦF → Γ(TM). The precise form of λΦ is not important
to us. It can be shown that λ∗Φ is overdetermined elliptic and hence we get an orthogonal
splitting

TΦF = imλ∗Φ ⊕ kerλΦ.

The space imλ∗Φ is tangent to the orbit of the diffeomorphism group and kerλΦ is an in-
finitesimal slice of this action.

2.6.4 Conformal changes

A conformal change of a given metric g is a metric that arises as the product of g with a
function e2u, where u ∈ C∞(M). We denote this metric by gu, i.e. gu = e2ug. Let ΣM be
the universal spinor bundle associated with a topological spin structure P . Then ΣgM and
ΣguM are both subsets of ΣM and there is an isometry

Cu = B̂g
gu : ΣgM → ΣguM

between these vector bundles. The aim of this section is to show how different objects, such
as the spin connection and the Dirac operator behave under conformal change.
For this, it will be necessary to understand how orthonormal frames behave under conformal
change. Let b = (e1, ..., en) be an orthonormal frame of g. Then eui = e−uei, 1 ≤ i ≤ n, is
an orthonormal frame of gu. This frame will be denoted by bu. Suppose b̃ is a spin frame
covering b. Then b̃u = B̃g

gu b̃ covers bu. Locally, any spinor field can be written as [b̃, ϕ]. The
map Cu acts on such a spinor field via

Cu([b̃, ϕ]) = [b̃u, ϕ].

Notice that the tangent bundle TM is isomorphic to the associated product P ×
G̃L+(n)

Rn.
The element [b̃(x), v], v ∈ Rn at x ∈M corresponds to

∑
i viei(x). By abuse of notation, we

will write
[b̃, v] =

∑
i

viei.

Notice that [b̃u, v] = e−u[b̃, v].

Theorem 2.30.
Let g be a metric and let gu = e2ug. Let n = dimM and X ∈ TM . Suppose Φ = (g, ϕ) ∈ N .
Then the Clifford multiplication behaves under the conformal change as follows:

Cu(X · ϕ) = e−uX · Cu(ϕ) (2.31)

The spin connection and its norm behave as:

∇gu

X Cu(ϕ) = Cu
(
∇g
Xϕ− 1

2
X · gradg u · ϕ− 1

2
(Xu)ϕ

)
|∇gu

X Cu(ϕ)|2gu = e−2u
(
|∇gϕ|2g + n−1

4
|du|2g + 〈Dgϕ, gradg u · ϕ〉

) (2.32)
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and the Dirac operator and its norm behave as

DguCu(ϕ) = Cu
(
e−u

(
Dgϕ+ n−1

2
gradg u · ϕ

))
|DguCu(ϕ)|2 = e−2u

(
|Dgϕ|2 +

(
n−1

2

)2 |du|2g + (n− 1)〈Dgϕ, gradg u · ϕ〉
) (2.33)

In particular, if n = 2,

|DguCu(ϕ)|2 − |∇guCu(ϕ)|2gu = e−2u(|Dgϕ|2 − |∇gϕ|2) (2.34)

Proof. Throughout the whole proof, let ei, eui and b, b̃, bu, b̃u be as above. Furthermore, we let
ϕ = [b̃, ϕ] by abuse of notation. For the proof of equation 2.31, let X = [b̃, v] with v ∈ Rn.
Then

Cu(X · ϕ) = Cu([b̃, v] · [b̃, ϕ]) = Cu([b̃, v · ϕ])

= [b̃u, v · ϕ]

= [b̃u, v] · [b̃u, ϕ]

= e−uX · Cu(ϕ)

For the formulas 2.32, first recall the local expression of the spin connection

∇g
Xϕ =

[
b̃, Xϕ+

1

2

∑
i<j

g(∇g
Xei, ej)ei · ej · ϕ

]
.

Under conformal change the Levi–Civita connection transforms as follows:

∇g̃
XY = ∇g

XY + (Xu)Y + (Y u)X − g(X, Y ) gradg u,

see equation 3.10. Hence

∇gu

X Cu(ϕ) =

[
b̃u, Xϕ+

1

2

∑
i<j

gu(∇gu

X e
u
i , e

u
j )ei · ej · ϕ

]
.

By the formula above, it follows that

gu(∇gu

X e
u
i , e

u
j ) = gu(∇g

Xe
u
i + (Xu)eui + (eui u)X − g(X, eui ) gradg u, e

u
j )

= gu(∇g
Xe

u
i , e

u
j ) + (Xu)δij + (eui u)gu(X, euj )− (euju)gu(X, eui )

= gu(e−u∇g
Xei, e

−uej) + gu(X(e−u)ei, e
u
j )

+ (Xu)δij + (eui u)gu(X, euj )− (euju)gu(X, eui )

= g(∇g
Xei, ej)− (Xu)δij + (Xu)δij + (eiu)g(X, ej)− (eju)g(X, ei)

= g(∇g
Xei, ej) + (eiu)g(X, ej)− (eju)g(X, ei)
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We then calculate ∑
i<j

((eiu)g(X, ej)− (eju)g(X, ei))ei · ej · ϕ

=
∑
i 6=j

(eiu)g(X, ej)ei · ej · ϕ

=
∑
i,j

(eiu)g(X, ej)ei · ej · ϕ−
∑
i

(eiu)g(X, ei)ei · ei · ϕ

= gradg u ·X · ϕ+ (Xu)ϕ,

where we here mean by gradg u the vector
∑

i(eiu)ei ∈ Rn and likewise by X the vector∑
i g(X, ei)ei ∈ Rn. We then conclude

∇gu

X Cu(ϕ) =

[
b̃u, Xϕ+

1

2

∑
i<j

g(∇g
Xei, ej)ei · ej · ϕ

]
+

[
b̃u,

1

2
gradg u ·X · ϕ+

1

2
(Xu)ϕ

]
= Cu

(
∇gϕ+

1

2
gradg u ·X · ϕ+

1

2
(Xu) · ϕ

)
This is the claimed formula, up to the order of X and gradg u. For the calculation of the
(squared) norm |∇guCu(ϕ)|2gu , first note that

|∇guCu(ϕ)|2gu = e−2u
∑
i

|∇gu
ei
Cu(ϕ)|2.

We then compute

|∇gu
ei
Cu(ϕ)|2 =

∣∣∣∣∇g
ei
ϕ+

1

2
gradg u · ei · ϕ+

1

2
(eiu)ϕ

∣∣∣∣2
= |∇g

ei
ϕ|2 +

1

4
|du|2g +

1

4
|eiu|2

+ 〈∇g
ei
ϕ, gradg u · ei · ϕ〉+ 〈∇g

ei
ϕ, (eiu)ϕ〉+

1

2
〈gradg u · ei · ϕ, (eiu)ϕ〉

= |∇g
ei
ϕ|2 +

1

4
|du|2g +

1

4
|eiu|2 + 〈ei · ∇g

ei
ϕ, gradg u · ϕ〉 −

1

2
|eiu|2

= |∇g
ei
ϕ|2 +

1

4
|du|2g −

1

4
|eiu|2 + 〈ei · ∇g

ei
ϕ, gradg u · ϕ〉

Summing these terms up then yields

|∇guCu(ϕ)|2gu = e−2u

(
|∇gϕ|2g +

n− 1

4
|du|2g + 〈Dgϕ, gradg u · ϕ〉

)
as claimed.
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We now turn to the Dirac operator. We calculate

DguCu(ϕ) =
∑
i

eui · ∇
gu

eui
Cu(ϕ)

=
∑
i

eui · e−uCu(∇g
ei
ϕ− 1

2
ei · gradg u · ϕ−

1

2
(eiu)ϕ)

= e−u
∑
i

Cu(ei · (∇g
ei
ϕ− 1

2
ei · gradg u · ϕ−

1

2
(eiu)ei · ϕ)

= e−u
∑
i

Cu(ei · ∇g
ei
ϕ+

1

2
gradg u · ϕ−

1

2
(eiu)ei · ϕ)

= e−uCu

(
Dgϕ+

n− 1

2
gradg u · ϕ

)
as claimed. The formula for the squared norm follows immediately from this.

Some of these formulas can be found in [8], section 2.3.5 and other sources.

2.6.5 The variation of the spin connection

Let X ∈ Γ(TM). For notational convenience, we define the map

KX : F → F

(g, ϕ) 7→ (g,∇g
Xϕ).

The calculation of the derivative of KX is central to the study of the spinor flow. The
calculation essentially consists of taking the time derivative of the local representation of the
spin connection. For this we will need to understand how an orthonormal frame changes along
a time dependent metric. Due to the invariance of an inner product under the orthonormal
group, there is a gauge freedom to this problem. In the following lemma, we show how an
orthonormal basis of a vector space with time dependent inner product evolves for a canonical
choice of orthonormal bases.

Lemma 2.35.
Let V be a vector space, and let 〈·, ·〉t, t ∈ (−ε, ε) be a family of inner products depending
smoothly on t. Let e1, ..., en ∈ V be an orthonormal basis of (V, 〈·, ·〉0). There exists a unique
automorphism At : V → V , such that

〈v, w〉t = 〈Atv, w〉 for all v, w ∈ V.

The vectors ei(t) = A
−1/2
t ei, 1 ≤ i ≤ n form an orthonormal basis of (V, 〈·, ·〉t). Define

h : V × V → R by

h(v, w) =
d

dt

∣∣∣
t=0
〈v, w〉t.
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Then
ėi =

d

dt

∣∣∣
t=0
ei(t) = −1

2
h(ei, ·)] = −1

2

∑
j

h(ei, ej)ej.

Proof. Differentiation yields

d

dt

∣∣∣
t=0
〈ei(t), ej(t)〉t = h(ei, ej) + 〈ėi, ej〉0 + 〈ei, ėj〉0 = 0

On the other hand, the expression
〈ėi, ej〉0

is symmetric in i and j. This can be seen as follows. Denote by Bt = A
−1/2
t . This is (by

construction) a symmetric endomorphism with respect to 〈·, ·〉0 and hence d
dt

∣∣
t=0
Bt is also

symmetric. This implies that

〈ėi, ej〉0 =

〈(
d

dt

∣∣∣
t=0
Bt

)
ei, ej

〉
0

=

〈
ei,

(
d

dt

∣∣∣
t=0
Bt

)
ej

〉
0

= 〈ei, ėj〉0.

Hence
〈ėi, ej〉0 = −1

2
h(ei, ej),

which implies the result.

Unsurprisingly, the derivative of the Levi–Civita connection with respect to a metric variation
will also appear in the calculation. This is provided in the next lemma. For a proof see [40],
proposition 2.3.1.

Lemma 2.36.
Suppose gt, t ∈ (−ε, ε) is a smooth family of metrics. Let g = g0 and h = d

dt

∣∣
t=0
gt. Then the

time derivative of the Levi–Civita connection ∇gt is given by

g

(
d

dt

∣∣∣
t=0
∇gt
XY, Z

)
=

1

2
((∇g

Xh)(Y, Z) + (∇g
Y h)(X,Z)− (∇g

Zh)(X, Y )) ,

where X, Y, Z ∈ Γ(TM).

Theorem 2.37 (Derivative of the spin connection).
Let Φ = (g, ϕ) ∈ F and let Φ̇ ∈ TΦF . Then

DKX(Φ)Φ̇ =

(
ġ,

1

4

∑
i 6=j

(∇g
ei
ġ)(X, ej)ei · ej · ϕ+∇g

Xϕ̇

)
,

where ei is an orthonormal frame.
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Proof. We follow the proof given in [3] for lemma 4.11. For a variation of the form (0, ϕ̇), the
formula is obvious. So we instead suppose Φ̇ = (ġ, 0) ∈ TΦF . Let gt = g + tġ. Then there
exists a horizontal lift Φt of gt to ΣM . Since gt is a linear path, the lift is

Φt = (gt, B̂
g
gtϕ).

Suppose b = (e1, ..., en) is a local oriented orthonormal frame with respect to g. Then
bt = Bg

gtb is a local orthonormal frame with respect to gt and we denote its basis vectors by
ei(t). Let b̃ be a spin frame covering b and extend this to b̃t, the family covering bt. Clearly,
b̃t = B̃g

gt b̃. The section Φ is then locally represented by [b̃, ϕ] for some ϕ : U → Σn, by some
small abuse of notation. Accordingly, Φt is represented by [b̃t, ϕ]. The local expression for
∇gt
Xϕt (as a section of ΣM) is then[

b̃t, Xϕ+
1

2

∑
i<j

gt(∇gt
Xei(t), ej(t))ei · ej · ϕ

]
.

The time derivative of this term is then

d

dt

∣∣∣
t=0

Φt =
d

dt

∣∣∣
t=0

[
b̃t, Xϕ+

1

2

∑
i<j

gt(∇gt
Xei(t), ej(t))ei · ej · ϕ

]

=
d

dt

∣∣∣
t=0

[
b̃t, Xϕ+

1

2

∑
i<j

g(∇g
Xei, ej)ei · ej · ϕ

]

+
d

dt

∣∣∣
t=0

[
b̃, Xϕ+

1

2

∑
i<j

gt(∇gt
Xei(t), ej(t))ei · ej · ϕ

]

=
d

dt

∣∣∣
t=0
B̂g
gt∇

g
Xϕ+

[
b̃,
d

dt

∣∣∣
t=0

1

2

∑
i<j

gt(∇gt
Xei(t), ej(t))ei · ej · ϕ

]

The derivative of Bg
gt∇

gϕ ∈ F is just (ġ, 0), as the spinorial part is moving by parallel
transport. The remaining work is to find the time derivative

d

dt

∣∣∣
t=0
gt(∇gt

Xei(t), ej(t)) = ġ(∇g
Xei, ej) + g

(
d

dt

∣∣∣
t=0
∇gt
Xei, ej

)
+ g(∇g

X ėi, ej) + g(∇g
Xei, ėj).

Assuming that (e1, ..., en) is a synchronous orthonormal frame, all terms containing ∇g
Xei

vanish, i.e.
d

dt

∣∣∣
t=0
gt(∇gt

Xei(t), ej(t)) = g

(
d

dt

∣∣∣
t=0
∇gt
Xei, ej

)
+ g(∇g

X ėi, ej).

For the second term, observe that the first lemma applies, because the construction of ei(t)
in the lemma is exactly the same construction used here. Thus

ėi = −1

2

∑
k

ġ(ei, ek)ek
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and hence
g(∇g

X ėi, ej) = −1

2

∑
k

(Xġ(ei, ek))g(ek, ej) = −1

2
Xġ(ei, ej),

using again the synchronicity of the frame at the point. Moreover,

Xġ(ei, ej) = (∇g
X ġ)(ei, ej).

The second lemma then implies

g

(
d

dt

∣∣∣
t=0
∇gt
XY, Z

)
=

1

2

(
(∇g

X ġ)(ei, ej) + (∇g
ei
ġ)(X, ej)− (∇g

ej
ġ)(X, ei)

)
.

Hence
d

dt

∣∣∣
t=0
gt(∇gt

Xei(t), ej(t)) =
1

2

(
(∇g

ei
ġ)(X, ej)− (∇g

ej
ġ)(X, ei)

)
.

Finally, this yields

d

dt

∣∣∣
t=0

1

2

∑
i<j

gt(∇gt
Xei(t), ej(t))ei · ej · ϕ

=
1

4

∑
i<j

(
(∇g

ei
ġ)(X, ej)− (∇g

ej
ġ)(X, ei)

)
ei · ej · ϕ

=
1

4

∑
i<j

(∇g
ei
ġ)(X, ej)ei · ej · ϕ−

1

4

∑
i<j

(∇g
ej
ġ)(X, ei)ei · ej · ϕ

=
1

4

∑
i<j

(∇g
ei
ġ)(X, ej)ei · ej · ϕ−

1

4

∑
i>j

(∇g
ei
ġ)(X, ej)ej · ei · ϕ

=
1

4

∑
i 6=j

(∇g
ei
ġ)(X, ej)ei · ej · ϕ

by performing an index switch and using the relation ei · ej = −ej · ei for i 6= j.

2.7 The spinorial energy functional and the spinor flow

This section introduces the central objects of this thesis: the spinorial energy and the spinor
flow. After introducing the spinorial energy, its first and second variation is computed. Given
the formula for the variation of the spin connection, these are simple calculations. The first
variation formula implies in particular that for manifolds of dimension at least 3, critical
points of the spinorial energy functional are pairs of metrics and parallel spinor fields. The
space of critical points forms a submanifold of N . Formulas for the gradient are derived
with respect to the family of L2 metrics on N . Since the spinor flow is the negative gradient
flow of the spinorial energy, this immediately yields the evolution equation of the spinor
flow. Unfortunately, this evolution equation is only weakly parabolic. To obtain short time

62



existence for the spinor flow, we proceed in two steps. First, the spinor flow is transformed
to a strongly parabolic system via the DeTurck trick. Since this is a quasilinear, strongly
parabolic system, solutions exist for short times by results from chapter 1. The solution of this
system can then be pulled back to a solution of the spinor flow by a family of diffeomorphisms.
The family of diffeomorphisms also solves a parabolic equation, the mapping flow equation.
The material of this section stems from [3].

Definition 2.38. The spinorial energy functional is the functional

E : N → R

E(Φ) = E(g, ϕ) =
1

2

∫
M

|∇gϕ|2g volg

The following theorems document the behavior of the spinorial energy under scaling of the
metric and under the action of diffeomorphisms.

Theorem 2.39.
Let Φ = (g, ϕ) ∈ ΣM and c ∈ R. Then

E(c2g, B̂g
c2g(ϕ)) = cn−2E(g, ϕ)

where n = dimM .

In dimension 2, the spinorial energy functional is thus scaling invariant. This leads to a more
interesting set of critical points, since in the other cases any Φ ∈ N with E(Φ) 6= 0 can not
be critical.

Theorem 2.40 (Diffeomorphism invariance).
Let Φ = (g, ϕ) ∈ ΣM and F ∈ D̂iffs(M). Then

E(Φ) = E(F ∗Φ).

2.7.1 The first and second variation

Let Φ = (g, ϕ) ∈ N . We define the 2-tensor 〈∇gϕ⊗∇gϕ〉 via

〈∇gϕ⊗∇gϕ〉(X, Y ) = 〈∇g
Xϕ,∇

g
Y ϕ〉

and the 3-tensor TΦ = Tg,ϕ by

Tg,ϕ(X, Y, Z) =
1

2
(〈X · Y · ϕ,∇g

Zϕ〉+ 〈X · Z · ϕ,∇g
Y ϕ〉) .

Furthermore, the divergence divg T of any tensor T is defined the contraction of the first two
entries of −∇gT . With respect to an orthonormal frame ei, we may write

divg T = −
∑
i

(∇eiT )(ei, ·, ..., ·).
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Theorem 2.41 (First variation of the spinorial energy).
Let Φ = (g, ϕ) ∈ N and let Φ̇ = (ġ, ϕ̇) ∈ TΦN . Suppose Φt ∈ N is such that Φ0 = Φ and

d

dt

∣∣∣
t=0

Φt = Φ̇.

Then the first variation of E is given by

d

dt

∣∣∣
t=0
E(Φt) =

∫
M

g

(
1

4
|∇gϕ|2gg +

1

4
divg Tg,ϕ −

1

2
〈∇gϕ⊗∇gϕ〉, ġ

)
volg

+

∫
M

〈∇g∗∇gϕ, ϕ̇〉 volg

Proof. We follow the proof of prop 4.13 in [3]. As in the proof of theorem 2.37, we examine
the cases Φ̇ = (ġ, 0) and Φ̇ = (0, ϕ̇) seperately. Suppose Φ̇ = (0, ϕ̇). Using proposition 2.17,
we obtain

d

dt

∣∣∣
t=0
E(Φt) =

d

dt

∣∣∣
t=0

1

2

∫
M

|∇gϕ|2g volg

=

∫
M

〈∇gϕ,∇gϕ̇〉 volg

=

∫
M

〈∇g∗∇gϕ, ϕ̇〉 volg,

proving the assertion in this case. Now suppose Φ̇ = (ġ, 0). It is well known that

d

dt

∣∣∣
t=0

volgt =
1

2
trg ġ volg =

1

2
g(g, ġ) volg .

On the other hand, using theorem 2.37, we find

d

dt

∣∣∣
t=0

1

2
|∇gtϕt|2 =

d

dt

1

2

∣∣∣
t=0

∑
k

|∇gt
ek(t)ϕt|

2

=
∑
k

〈
d

dt

∣∣∣
t=0

(∇gt
ek(t)ϕt),∇

g
ek
ϕ

〉

=
∑
k

〈(
1

4

∑
i 6=j

(∇g
ei
ġ)(ek, ej)ei · ej · ϕ

)
− 1

2

∑
l

ġ(ek, el)∇g
el
ϕ,∇g

ek
ϕ

〉
The second term in the last line can be simplified as follows

−1

2

∑
k,l

ġ(ek, el)〈∇g
ek
ϕ,∇g

el
ϕ〉 = g

(
ġ,−1

2
〈∇gϕ⊗∇gϕ〉

)
.

For the first term, notice that since ϕ is a unit spinor, the following identity holds∑
i 6=j

〈ei · ej · ϕ,∇g
ek
ϕ〉 =

∑
i,j

〈ei · ej · ϕ,∇g
ek
ϕ〉.
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Then we calculate

∑
k

〈
1

4

∑
i 6=j

(∇g
ei
ġ)(ek, ej)ei · ej · ϕ,∇g

ek
ϕ

〉
=

1

4

∑
i,j,k

(∇g
ei
ġ)(ek, ej)〈ei · ej · ϕ,∇g

ek
ϕ〉

=
1

4

∑
i,j,k

(∇g
ei
ġ)(ek, ej)Tg,ϕ(ei, ej, ek),

using the symmetry of (∇g
ei
ġ)(ek, ej) in k and j. By definition of the induced metric on

tensors, the triple sum is equal to to g(∇gġ, Tg,ϕ). We can then express the time derivative
of the energy density as

d

dt

∣∣∣
t=0

1

2
|∇gtϕt|2 =

1

4
g(∇gġ, Tg,ϕ)− 1

2
g(ġ, 〈∇gϕ⊗∇gϕ〉).

In conclusion

d

dt

∣∣∣
t=0
E(Φt) =

∫
M

1

4
|∇gϕ|2g(g, ġ) +

1

4
g(Tg,ϕ,∇gġ)− 1

2
g(〈∇gϕ⊗∇gϕ〉, ġ) volg

=

∫
M

g

(
1

4
|∇gϕ|2g +

1

4
divg Tg,ϕ −

1

2
〈∇gϕ⊗∇gϕ〉, ġ

)
volg,

where we also used that divg is the formal adjoint of ∇g acting on tensors.

Suppose Φ = (g, ϕ) is a critical point of E . By the fundamental theorem of the calculus of
variations it follows

1

4
|∇gϕ|2gg +

1

4
divg Tg,ϕ −

1

2
〈∇gϕ⊗∇gϕ〉 = 0.

Taking the trace of this expression yields

n− 2

4
|∇gϕ|2g +

1

4
trg divg Tg,ϕ = 0.

The second term is a divergence of a vector field and hence its integral over a closed manifold
is zero. We conclude

n− 2

4

∫
M

|∇gϕ|2g volg = 0.

Thus in dimension n ≥ 3 we have the following characterization of critical points.

Theorem 2.42.
If dimM ≥ 3, Φ = (g, ϕ) ∈ N is a critical point of E if and only if ϕ is a parallel spinor
field with respect to g, i.e.

∇gϕ = 0.
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By the results of section 2.5.3, the metric g is then Ricci flat and has special holonomy.
For the second variation at such a critical point, define the map

κg,ϕ : T(g,ϕ)F → Γ(T ∗M ⊗ ΣgM)

by the condition
(ġ, κg,ϕ(ġ, ϕ̇)(X)) = DKX(g, ϕ)(ġ, ϕ̇).

Theorem 2.43 (Second variation of the spinorial energy).
Let Φ = (g, ϕ) ∈ N and let Φ̇ = (ġ, ϕ̇) ∈ TΦN . Suppose Φt ∈ N is such that Φ0 = Φ and

d

dt

∣∣∣
t=0

Φt = Φ̇.

Suppose that ∇gϕ = 0. Then the second variation of E is given by

d2

dt2

∣∣∣
t=0
E(Φt) =

∫
M

|κg,ϕ(ġ, ϕ̇)|2g volg .

Proof. We follow the proof of prop. 4.14 in [3]. The first derivative can be expressed as

d

dt
E(Φt) =

∫
M

1

4
|∇gtϕt|2gt(gt, ġt) +

1

2
ġt(∇gtϕt,∇gϕt) + gt(κgt,ϕt(ġt, ϕ̇t),∇gtϕt) volgt .

To compute the second time derivative, note that the first two terms in the integral are
quadratic in ∇gtϕt and since ∇gϕ = 0, their time derivative at t = 0 vanishes. Thus

d2

dt2

∣∣∣
t=0
E(Φt) =

∫
M

g

(
κg,ϕ(ġ, ϕ̇),

d

dt

∣∣∣
t=0
∇gtϕt

)
volg =

∫
M

|κg,ϕ(ġ, ϕ̇)|2g volg .

This theorem implies in particular the following characterization of the linearization of the
gradient of E at a critical point, see cor. 4.15 in [3].

Proposition 2.44.
Suppose Φ̄ = (ḡ, ϕ̄) is a critical point of E, i.e. E(Φ̄) = 0. Then the linearization D grad E(Φ̄)
is given by

πTN ◦ κ∗ḡ,ϕ̄κḡ,ϕ̄,

where πTN : TF → TN is the orthogonal projection. In particular D grad E(Φ̄) is formally
self-adjoint and non-negative.

Surprisingly from dimension 3 and up, the set of critical points of E behaves rather nicely: it
is a smooth manifold. It has been known that the space of Calabi–Yau metrics is a smooth
manifold and also that the space of G2 and Spin(7) metrics are smooth manifolds. The
following theorem has these results as special cases.
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Theorem 2.45.
Suppose dimM ≥ 3.

Crit(E) = {Φ ∈ N : Φ is a critical point of E} = E−1(0)

is a smooth submanifold of N . In particular E is a Morse–Bott functional.
Suppose Φ ∈ Crit(E). Then

TΦ Crit(E) = kerκΦ.

The quotient
Crit(E)/Diff0(M)

is a smooth, finite-dimensional manifold.

This theorem may be found in [1].

2.7.2 The spinor flow

With the first variation formula at hand, it is now a simple matter to calculate the gradient
of the spinorial energy functional. The spinor flow is then simply the negative gradient flow
of E .

Proposition 2.46.
Let Φ ∈ N . Then the gradient of E with respect to the L2 metric (·, ·)µ is given by

gradµ E(Φ) =
(1

4
|∇gϕ|2g +

1

4
divg Tg,ϕ −

1

2
〈∇gϕ⊗∇gϕ〉, (2.47)

µ(∇g∗∇gϕ− |∇gϕ|2ϕ)
)

(2.48)

This follows immediately from the formula for the first variation of E , with the exception
of the second term in the spinorial part. This is explained by the fact that variations in N
preserve the norm of ϕ. Hence the gradient is actually the projection of µ∇g∗∇gϕ to ϕ⊥.
The calculation

〈∇g∗∇gϕ, ϕ〉 = −
∑
i

〈∇g
ei
∇g
ei
ϕ, ϕ〉

=
∑
i

〈∇g
ei
ϕ,∇g

ei
ϕ〉

= |∇gϕ|2

then proves the formula above. In the calculation we used that |ϕ|2 = 1 and its implication
〈∇g

Xϕ, ϕ〉 = 0.

Definition 2.49. The spinor flow is the negative gradient flow of the spinorial energy func-
tional, i.e. Φt ∈ N solves the spinor flow if

∂tΦt = − gradµ(Φt).
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Unless we explicitly specify µ, it is always assumed that µ = 1. For convenience, define

Qµ(Φ) = − gradµ(Φ).

Using the decomposition of TΦN , the negative gradient also splits as Q(Φ) = (Q1(Φ), Q2(Φ)).
Then the spinor flow equations for Φt = (gt, ϕt) are

∂tg = Q1(g, ϕ) = −1
4
|∇gϕ|2g − 1

4
divg Tg,ϕ + 1

2
〈∇gϕ⊗∇gϕ〉

∂tϕ = Q2(g, ϕ) = µ (−∇g∗∇gϕ+ |∇gϕ|2ϕ) ,
(2.50)

where we suppressed the time index for legibility. It can be shown that Q is a quasilinear, sec-
ond order operator. To get short time existence results for the spinor flow from the results of
chapter 1, we would have to show that the linearization of Q satisfies the Legendre–Hadamard
condition and has negative definite symbol. This is unfortunately not true. Indeed, the sym-
bol of Q is only negative semi-definite and has an n dimensional kernel. This is a reflection
of the diffeomorphism equivariance of Q, which follows from the diffeomorphism invariance
of E and the L2 metric, as we note in the next proposition.

Proposition 2.51.
If Φ ∈ N and F ∈ D̂iffs(M), then

Q(F ∗Φ) = F ∗Q(Φ).

Furthermore, Q(Φ) is orthogonal to the orbit of D̂iffs(M), equivalently

λΦQ(Φ) = 0. (2.52)

The last equation is also called the Bianchi identity, because as the classical Bianchi identity
for the curvature, it arises from the diffeomorphism invariance. The symbol can be explicitly
calculated.

Proposition 2.53.
Let Φ = (g, ϕ) ∈ N , x ∈ M , ξ ∈ T ∗xM\{0}. Let e1, ..., en be an orthonormal basis of TxM
and suppose e1 = ξ]/|ξ|2. The principal symbol of Q at x is given by

σ(DQ(Φ))ξ : TΦNx → TΦNx

σ(DQ(Φ))ξ(h, ψ) =

(
1
16

(−|ξ|2h+ ξ � h(ξ, ·))− 1
4
ξ � βξ

−1
4
ξ ∧ h(ξ, ·) · ψ − |ξ|2ψ

)
,

where h ∈ �2T ∗Mx, ψ ∈ ϕ⊥x ⊂ ΣgMx, such that (h, ψ) ∈ TΦNx. The cotangent vector
βξ ∈ T ∗xM is defined by

βξ =
∑
i

〈ξ ∧ ei · ϕ, ψ〉ei.

This symbol is negative semidefinite and its kernel is given by

kerσ(DQ(Φ))ξ =

{(
h,−1

4
ξ ∧ h(ξ, ·) · ϕ

)
: h(v, w) = 0 for v, w ⊥ ξ]

}
.

The kernel is n dimensional.

Thus the results from chapter 1 do not apply. The next section will resolve this issue.
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2.7.3 The DeTurck trick

In the previous section we saw that the spinor flow is only weakly parabolic and hence the
short time existence result from chapter 1 for quasilinear parabolic systems does not apply.
It turns out that the spinor flow equation can be transformed in such a way that the resulting
equation is strongly parabolic. Then the result from chapter 1 applies and we get a short
time solution for this system. This solution can then be transformed back to a solution of
the original spinor flow equation.
The basic idea for defining the new system is the following: the degeneracy of Q stems from
the diffeomorphism invariance of E and is reflected by the Bianchi identity

λΦQ(Φ) = 0.

Recalling the orthogonal splitting

TΦN = kerλΦ ∩ TΦN ⊕ imλ∗Φ,

the Bianchi identity can be interpreted to say that the spinor flow moves orthogonally to the
orbits of the diffeomorphism group. The degeneracy can then be removed by adding a term
pointing in the diffeomorphism direction. Solutions of this perturbed system differ from the
spinor flow only by a family of diffeomorphism.
We will now implement this approach. Suppose ḡ is a metric. Then define

Xḡ : Γ(�2T ∗M)→ Γ(TM)

h 7→ −2(δḡh)].

With the help of this map we can define

Q̃ḡ(g, ϕ) = Q(g, ϕ) + λ∗g,ϕ(Xḡ(g)).

Proposition 2.54.
For Φ̄ = (ḡ, ϕ̄) ∈ N the symbol of DQ̃ḡ(Φ̄) is strictly negative definite.

Thus the equation
∂tΦ̃t = Q̃ḡ(Φ̃t) and Φ̃0 = Φ̄ (2.55)

is strongly parabolic for initial values Φ̄ = (ḡ, ϕ̄) and admits a unique maximal short time
solution Φt defined on an interval [0, Tmax). This equation is called the gauged spinor flow
equation. The remaining question is now how this solution relates to the spinor flow. This
will be examined in the next section.
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2.7.4 The mapping flow

Suppose Φ̃t = (g̃t, ϕ̃t) is a solution of the gauged spinor flow equation with initial condition
Φ̄ = (ḡ, ϕ̄). Then consider the family of diffeomorphisms ft : M → M solving the ordinary
differential equation

d

dt
ft = −Xḡ(g̃t) ◦ ft and f0 = idM .

This family can be lifted to a family Ft ∈ D̂iffs(M). It is then an easy consequence of the
definition of the Lie derivative and the operator λ∗Φ that

∂t(F
∗
t Φ̃t) = Q(F ∗t Φ̃t),

i.e. Φt = F ∗t Φ̃t solves the spinor flow equation with initial condition Φ̄.

Theorem 2.56.
For every Φ ∈ N there exists a unique maximal solution of the spinor flow equation

∂tΦt = Q(Φt)

with initial condition Φ, i.e. such that

Φ0 = Φ

on an interval [0, Tmax).

The uniqueness requires a seperate argument, which we do not want to give here. The main
tool for showing uniqueness is the mapping flow, which we introduce nevertheless, because
we will need it for a different purpose. The mapping flow arises, if we try to pass from a
solution of the spinor flow equation to a solution of the gauged spinor flow equation. Suppose
Φt = (gt, ϕt) ∈ N solves the spinor flow equation. Then F ∗t Φt solves the gauged spinor flow
equation, if Ft is the lift of the family ft solving

d

dt
ft = −Xg0(f ∗t gt) ◦ ft and f0 = idM . (2.57)

This equation is called the mapping flow equation and it is second order, quasilinear, strongly
parabolic equation. It can be rewritten as

d

dt
ft = Pgt,g0(ft),

with
Pg,ḡ : C∞(M,M)→ TC∞(M,M)

f 7→ −df(Xf∗ḡ(g)).

For future use, we will need the following expression for the linearization of Pg,ḡ at idM :

DPg,ḡ(idM) : Γ(TM)→ Γ(TM)

X 7→ −4
(
δḡδ
∗
ḡX

[
)] (2.58)
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2.8 The spinorial energy on surfaces

In this section we survey the results from [2], where the behavior of the spinorial energy
functional on surfaces is discussed in detail. In the two-dimensional setting the spinorial
energy functional differs substantially from the higher dimensional setting. One of the reasons
for this is the scaling invariance

E(g, ϕ) = E(λ2g,Bg
λ2g(ϕ)).

This implies for instance that critical points need not be absolute minimizers. Moreover, the
Gauß–Bonnet theorem yields that

E(g, ϕ) =
1

2
‖∇gϕ‖2

L2(M,g)

=
1

2
(∇g∗∇gϕ, ϕ)L2(M,g)

=
1

2
(D2

gϕ, ϕ)L2(M,g) −
1

8

∫
M

scalg |ϕ|2 volg

=
1

2

∫
M

|Dgϕ|2 volg−
π

2
χ(M).

This motivates us to introduce the Dirac energy

D(g, ϕ) =
1

2

∫
M

|Dgϕ|2 volg .

We have just shown that D and E differ only by a constant, hence their variational properties
are the same. One consequence of the formula above is that for negative χ(M) we get a
positive lower bound for E(g, ϕ). It turns out that for the sphere we also get a positive lower
bound of π. Thus

E(g, ϕ) ≥ π

2
|χ(M)|.

The following theorem describes the absolute minimizers of E , depending on the topological
type.

Theorem 2.59.
Let M be a closed surfaces with spin structure σ. Then (g, ϕ) ∈ N is an absolute minimizer
of E if

1. Pgϕ = 0, if χ(M) = 2

2. ∇gϕ = 0, if χ(M) = 0

3. Dgϕ = 0, if χ(M) < 0
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The operator Pg is the twistor operator, which we will introduce later. In general, existence
of an absolute minimizer depends on the spin structure σ. Recall that the spin structures of
M are classified by

H1(M,Z2) = Z2γ
2 ,

where g is the genus of M . Thus there are 22γ different spin structures on M . Furthermore
one can distinguish between bounding and non-bounding spin structures. A spin structure is
bounding, if there exists a spin manifold X with boundary ∂X = M such that the naturally
induced spin structure on ∂X coincides with the spin structure onM . There are 2γ−1(2γ +1)
bounding spin structures and 2γ−1(2γ − 1) non-bounding spin structures.

Theorem 2.60.
On a spin surface M with spin structure σ and genus γ the infimum of E is attained, if

• γ = 0

• γ = 1 and σ is non-bounding

• γ ≥ 3 and σ is bounding

• γ ≥ 5, γ ≡ 1 mod 4 and σ is non-bounding

The infimum is not attained, if

• γ = 1 and σ is a bounding spin structure

• γ = 2

• γ = 3, 4 and σ is non-bounding

The case γ ≥ 6, γ 6≡ 1 mod 4 is open.
The spinorial energy functional has a distinct geometric interpretation in dimension two.
This is related to the spinorial Weierstraß representation. If ϕ is a unit spinor field on a
simply connected spin surface M , such that

Dgϕ = Hϕ,

then one can construct an immersion ι of M into R3, such that H is the mean curvature
function of the immersion. Thus if Dgϕ = Hϕ

D(g, ϕ) =

∫
M

|H|2 volg =W(ι),

where W(ι) is the Willmore energy of the immersion ι. Thus the Dirac energy is in some
sense a generalization of the Willmore energy to a larger space, the space of immersions being
the subset

{(g, ϕ) ∈ N : Dgϕ = Hϕ for some H ∈ C∞(M)} ⊂ N .
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If M is not simply connected, we can pass to the universal cover M̃ instead. However, the
universal cover M̃ is non-compact and has infinite volume. This means in particular that the
functional is no longer well-defined. Nevertheless, we can say that if γ > 0 and (g, ϕ) is an
absolute minimiser, i.e. satisfies ∇gϕ = 0 or Dgϕ = 0, then ϕ defines a minimal immersion
of M̃ into R3.
On the other hand, suppose that we are given an immersion ι : M ↪→ T 3. Suppose g is a
flat metric on T 3, fix a spin structure and let Φ be a parallel unit spinor field on T 3. The
spin structure on T 3 induces a spin structure on M and the spinor field Φ can be restricted
to a spinor field ϕ, which satisfies Dϕ = Hϕ, where H is the mean curvature function of M .
This construction can be used to show that

inf E(g, ϕ) =
π

2
|χ(M)|.

Indeed, we can construct surfaces of arbitrary genus γ with arbitrarily small Willmore energy
in T 3 by joining totally geodesic tori in T 3 by catenoidal necks.
On the other hand, one of the statements of the above theorem is that there exist surfaces,
where the infinum is not attained. It is an interesting question how a minimizing sequence
then degenerates.
Moreover, it is known that there exist critical points which are not minimizers: one can
construct such critical points explicitly on the flat torus with a bounding spin structure.
All this indicates that the landscape of E is in some sense significantly more complicated
than in higher dimension – at least if the genus ofM is nonzero. On the sphere, the situation
is much simpler.

Theorem 2.61.
If M = S2, then any critical point of E is an absolute minimiser.

We already mentioned that minimizers on the sphere are twistor spinors. The twistor operator
is defined to be

P g : Γ(ΣgM)→ Γ(T ∗M ⊗ ΣgM)

P g
Xϕ = ∇g

Xϕ+
1

n
X ·Dgϕ.

A twistor spinor is a spinor field, which satisfies P gϕ = 0. It turns out that there always
exists α, such that if ϕ is a twistor spinor, then

ψ = cos(α)ϕ+ sin(α)ω · ϕ

is a real Killing spinor, i.e.
∇g
Xψ = λX · ψ

for some λ ∈ R. In particular, ψ is an eigenspinor of the Dirac operator and thus ψ defines
a constant mean curvature immersion of the sphere in R3. In fact, it can be seen by other
methods that the Gauß curvature of g must also be constant and that on a sphere it has
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to be positive, i.e. that (M, g) is isometric to the sphere. In this sense all minimisers are
geometrically equivalent.
The spinor flow on the sphere only moves in conformal directions as can be shown fairly
easily. Hence it is a good candidate for proving the uniformisation of the sphere. Of course,
the usual analytical problems also arise in this setting: the non-compact group of conformal
diffeomorphisms.
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Chapter 3

Geometric flows on surfaces

This chapter presents general tools to understand geometric flows on surfaces. The first two
sections review elementary results concerning complex structures and conformal changes on
surfaces. After that we describe how the space of Riemannian metrics on surfaces can be
understood as a fibration over the space of constant curvature metrics, where the fibres are
conformal classes. The space of constant curvature metrics modulo diffeomorphisms is finite
dimensional. This has useful implications for geometric flows: we can decompose a family of
metrics gt on a surface as

gt = e2utf ∗t ḡt,

where ḡt is a family of constant curvature metrics, ut ∈ C∞(M) is a family of smooth functions
and ft : M → M is a family of diffeomorphisms. With the right choice of diffeomorphisms
ft, we have particularly good control on the family ḡt. Once the metric gt has been split
into its constituents, it is necessary to understand the constant curvature metric ḡt and the
conformal factor e2ut . For constant curvature metrics on surfaces, it is known that under a
lower injectivity radius bound the metrics can not degenerate in a certain sense. This is the
content of the Mumford compactness theorem. For metrics within a conformal class, there is
a theorem of X.X. Chen which describes very precisely how a family of metrics with a bound
on the L2 norm of the curvature can degenerate. We will introduce the Liouville energy of
a metric. If either the Liouville energies are bounded from above or the injectivity radius
from below, the only possible degenerations are very benign. This gives rise to two different
compactness theorems.
In section 3.5, following Buzano and Rupflin we will examine how a geometric flow behaves
under this decomposition, i.e. given flow equations for the metric gt, we will derive equations
for ut, ḡt and ft.[11]
In the last section a result of Rupflin and Topping which is very useful to control curves of
constant curvature metrics is cited.[35]
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3.1 Complex structures and the Hodge star operator

Let (M, g) be an oriented surface. There is a natural construction of a complex structure
J : TM → TM associated to this. Given x ∈ M , take any oriented orthonormal basis
e1, e2 ∈ TxM . Then we define

Jx : TxM → TxM

via
J(e1) = e2 and J(e2) = −e1.

This definition is independent of the choice of e1 and e2 and clearly J2 = − idTM . This
defines apriori an almost complex structure. However, on a surface all complex structures
are integrable. Thus J defines a bona fide complex structure.
The orientation also allows us to define the Hodge star operator. Let again e1, e2 be an
oriented orthonormal basis of TxM and let e1, e2 ∈ T ∗xM be the dual basis. The Hodge star
operator ∗ : Ωk(M)→ Ω2−k(M) then acts as follows:

∗1 = e1 ∧ e2 = volg

∗e1 = e2

∗e2 = −e1

∗e1 ∧ e2 = 1

This has the following consequences. Let f ∈ C∞(M), α, β ∈ Ω1(M), ω ∈ Ω2(M). Then

∗ ∗ f = f (3.1)
∗ ∗ α = −α (3.2)
∗ ∗ ω = ω. (3.3)

The complex structure and the Hodge star are closely related via the following formula:

(∗α)(X) = −α(JX). (3.4)

Finally, the Hodge star also encodes the metric in the following sense:

α ∧ ∗β = g(α, β) volg . (3.5)

The codifferential δ : Ωk(M)→ Ωk−1(M) is defined by the relations

δ = 0, if k = 0
δ = − ∗ d∗, if k = 1
δ = ∗d∗, if k = 2
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A straightforward calculation shows δ2 = 0. On a compact manifold, δ is the formal adjoint
of d, i.e. ∫

M

g(α, dβ) volg =

∫
M

g(δα, β) volg (3.6)

for α ∈ Ωk+1(M), β ∈ Ωk(M). The Hodge Laplacian is the operator ∆ : Ωk(M) → Ωk(M)
defined by

∆α = (d+ δ)2α = (δd+ dδ)α

for α ∈ Ωk(M). On functions it coincides with the ordinary Laplacian. Since δ is the formal
adjoint of d, the Hodge Laplacian is symmetric and non-negative, i.e.∫

M

g(∆α, β) volg =

∫
M

g(dα, dβ) + g(δα, δβ) volg =

∫
M

g(α,∆β) volg (3.7)

where α, β ∈ Ωk(M).

3.2 Conformal changes

Let (M, g) be an oriented surface. Given u ∈ C∞(M)

g̃ = e2ug

defines a new metric on M . The function e2u is called the conformal factor and we say g̃
arises from g by conformal change. The conformal class of the metric g is the set

[g] = {e2ug : g ∈ C∞(M)}.

In the following proposition we collect how various geometric objects or quantities derived
from the metric behave under conformal change.

Proposition 3.8 ([33], 4.7.14).
Let (M, g) be an oriented Riemannian surface, u ∈ C∞(M) and g̃ = e2ug.

1. (Orthonormal basis) Suppose e1, e2 ∈ TxM is an orthonormal basis with respect to g.
Then e−ue1, e

−ue2 is an orthonormal with respect to g̃. If e∗1, e∗2 is the dual basis of
e1, e2, then eue∗2, eue∗2 is the dual basis of e−ue1, e

−ue2.

2. (The volume element) The volume element of g̃ is given by

volg̃ = e2u volg . (3.9)

3. (Levi–Civita connection) Let X, Y ∈ Γ(TM). Then the Levi–Civita connection of g̃ is
given by

∇g̃
XY = ∇g

XY + (Xu)Y + (Y u)X − g(X, Y ) gradg u (3.10)
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4. (Gradient) The gradient of a function f with respect to g̃ is given by

gradg̃ f = e−2u gradg f (3.11)

5. (Hodge star) Let α ∈ Ωk(M). Then the Hodge star operator of g̃ is given by

∗g̃α = e(2−2k)u ∗g α.

6. (Laplace operator) The Laplace operator of g̃ on functions is given by

∆g̃f = e−2u∆gf (3.12)

7. (Scalar curvature) The scalar curvature of g̃ is given by

Rg̃ = e−2u (2∆gu+Rg)

3.3 The space of metrics on surfaces

In this section, we discuss the space of metrics on closed surfaces. This material can be found
for example in [41]. See also the discussion in [11].
The space of metrics on closed surfaces is remarkably simple in comparison to other di-
mensions. There are three qualitatively different cases to consider. This is related to the
topological classification of closed surfaces. Recall that the genus γ of a closed surface is
defined by the relation 2− 2γ = χ(M), where χ(M) is the Euler characteristic of M .

Theorem (Topological classification of surfaces).
Suppose M is a closed surface of genus γ. Then M is diffeomorphic to the connected sum

S2#T 2#...#T 2,

where the number of T 2 factors is given by γ.
In particular, M is diffeomorphic to the sphere S2 if γ = 0, and diffeomorphic to T 2 if γ = 1.

The Gauß–Bonnet theorem relates the integral curvature of a closed Riemannian surface
(M, g) to the genus of M : ∫

M

Kg volg = 2π(2− 2γ).

The formula implies in particular that any metric on S2 must have some area of positive
curvature, the curvature be zero somewhere on T 2 and on surfaces of genus γ > 1 must have
some area of negative curvature. In particular, the sign of constant curvature metrics on
closed surfaces is determined by the genus. The uniformisation theorem establishes existence
of such metrics.
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Theorem (Uniformisation theorem).
Let M be a closed surface of genus γ and let [g] be a conformal class of metrics on M . Then
there exists a metric g0 ∈ [g] with constant curvature

Kg0 ≡


1 if γ = 0,

0 if γ = 1,

−1 if γ > 1

If γ > 1, the metric of constant curvature g0 is unique within the conformal class [g]. If
γ = 1, the metric of constant curvature g0 is unique within the conformal class [g] up to
scaling.

The case of the sphere is special. By the classification of simply connected space forms, it is
known that any metric of constant curvature on S2 is isometric to the standard round sphere.
Hence up to diffeomorphism, all metrics are conformal to each other. On the other hand, for
the standard round metric g on S2 the group

Conf(S2, [g]) = {f : S2 → S2 : f ∗[g] = [g]}

is known to be the group of Möbius transformations of the Riemann sphere CP 1, which
is isomorphic to PGL(2,C). Since the condition of constant curvature is diffeomorphism
invariant, it follows that for any f ∈ Conf(S2, [g]) and any constant curvature metric g0 ∈ [g]
the metric f ∗g0 is also a constant curvature metric conformal to g0. This explains the failure
of uniqueness in the case of the sphere.
The uniformisation theorem gives us a useful parametrization of a conformal class, at least
in the case of positive genus: Any metric g̃ in a conformal class [g] can be written uniquely
as

e2ug0,

where g0 ∈ [g] is the unique metric of constant curvature 0 or −1. In the case of the torus
we assume in addition that g0 has total volume 1.
To understand the space of metrics on a surface, we thus need to understand the space of
conformal structures or equivalently the space of metrics of constant curvature.
Given a closed surface M of genus γ > 1, the space M denotes the space of metrics
Γ(�2

+T
∗M) on M . The space of metrics of constant curvature Mcc ⊂ M of volume 1 is

defined by
Mcc = {g ∈M : Kg constant,Vol(M, g) = 1}.

By the Gauß-Bonnet theorem, the curvature of a metric g ∈Mcc is determined by the genus
in the following manner

Kg = 2π(2− 2γ).

As we noted before, the constant curvature condition is diffeomorphism invariant. Thus, the
action of Diff(M) on the space of metrics restricts toMcc.
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We already noted that by classical results any metric of constant curvature 1 on the sphere
is isometric to the standard sphere, and thus the action of Diff(S2) onMcc(S2) is transitive.
In other words, the moduli spaceMcc(S2)/Diff(S2) consists of a single point.
The situation for the torus is more complicated. Any flat torus is isometric to R2/Λ, where
Λ = Zv+Zw with v, w ∈ R2. We can rotate and scale the lattice, such that Λ = µ(Z(1, 0) +
Zτ), where τ ∈ H = {(x, y) ∈ R2 : y > 0}. Denote by gτ the metric of the torus R2/(Z(1, 0)+
Zτ) rescaled to unit volume. The map

H →Mcc(T 2)/Diff(T 2)

τ 7→ [gτ ]

is then surjective. By Diff0(M) we denote the group of diffeomorphisms on M which are
isotopic to the identity. It can be shown that the map

H →Mcc(T 2)/Diff0(T 2)

is a homeomorphism with respect to the natural topology onMcc(T 2)/Diff0(T 2). It can also
be shown that the conformal group Conf(T 2, [g]) is trivial for any conformal class [g] on T 2.
Thus there is a decomposition of the space of metrics on the torus given by the following
map

C∞(M)×H ×Diff0(T 2)→M(T 2)

(u, τ, f) 7→ f ∗(e2ugτ ).

IfM is a surface of genus γ, one can show thatMcc(M)/Diff0(M) is homeomorphic to R6γ−6.
Hence the space of metrics on M can be decomposed into

C∞(M)× R6γ−6 ×Diff0(M).

The following discussion is based on [11]. This decomposition of the space of metrics induces
a linear decomposition of its tangent space. Suppose g ∈ Mcc. Then TgM can be identified
with Γ(�2T ∗M). Suppose ft : M →M is a family of diffeomorphisms with f0 = idM . Then

d

dt

∣∣∣
t=0
f ∗t g = LXg

with X = d
dt

∣∣∣
t=0
ft, i.e. the tangent space of Diff(M) · g is given by

Tg Diff(M) · g = {LXg : X ∈ Γ(TM)}.

Let ut ∈ C∞(M) with u0 = 0. Then

d

dt

∣∣∣
t=0
e2utg = 2(∂tu)g.
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Hence the tangent space of the conformal class [g] at g is given by

Tg[g] = C∞(M)g.

Now suppose gt ∈Mcc, i.e. gt has constant curvature and volume 1. Then

d

dt

∣∣∣
t=0

vol(M, gt) =
1

2

∫
M

trg ∂tg volg = 0

and
d

dt

∣∣∣
t=0
Rgt = 0.

On the other hand
d

dt

∣∣∣
t=0
Rgt = ∆g trg ∂tg + δgδg∂tg −

1

2
Rg trg ∂tg

for any gt ∈ M. By assumption the scalar curvature is constant and by Gauß–Bonnet
theorem it must be Rg = 4π(2− 2γ). Hence we obtain

TgMcc =

{
h ∈ Γ(�2T ∗M) :

∆g trg h+ δgδgh− 1
2
Rg trg h = 0,∫

M
trg h volg = 0

}
for surfaces of higher genus. The decomposition

Mcc ∼= (Mcc/Diff0(M))×Diff0(M)

is reflected on the infinitesimal level by finding a complement Sg of Tg Diff(M) · g. Then we
have a direct sum

(Sg ∩ TgMcc)⊕ Tg Diff(M) · g.

The formal adjoint of the divergence δg : Γ(�2T ∗M)→ Γ(T ∗M) is denoted by δ∗g : Γ(T ∗M)→
Γ(�2T ∗M) and one can show that

δ∗gX
[ =

1

2
LXg.

This means Tg Diff(M) · g = im δ∗g . Furthermore, δ∗g is overdetermined elliptic and hence
there is an L2 orthogonal decomposition

Γ(�2T ∗M) = ker δg ⊕ im δ∗g .

In particular, we obtain the direct sum decomposition

(ker δg ∩ TgMcc)⊕ im δ∗g .

The space ker δg ∩ TgMcc consists of the h ∈ Γ(�2T ∗M), satisfying

∆g trg h+ δgδgh−
1

2
Rg trg h = 0
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δgh = 0

and ∫
M

trg h volg = 0.

On a torus the first equation is equivalent to trg h being harmonic and having average zero.
But since the only harmonic functions on the torus are constant, this implies trg h = 0. On
higher genus surfaces the first equation reduces to the statement that trg h is an eigenfunction
for the eigenvalue Rg. But ∆g is a non-negative operator, thus trg h must be 0 in that case
also. Hence we find in both cases

ker δg ∩ TgMcc = {h ∈ Γ(�2T ∗M) : δgh = 0, trg h = 0}.

This space is also denoted by

Hg = {h ∈ Γ(�2T ∗M) : δgh = 0, trg h = 0}.

We can view Hg as a horizontal connection of the fibration

Mcc →Mcc/Diff0(M).

In particular, Hg is isomorphic to T[g]Mcc/Diff0(M) and is a two dimensional vector space
if M is the torus and a 6γ − 6 dimensional vector space if M is a surface of higher genus.

3.4 Compactness theorems for surfaces with bounded L2

curvature

Suppose gi, i ∈ I is a family of Riemannian metrics on a manifold M . For the study
of geometric flows and many other questions, it is important to understand under which
geometric conditions on the family gi, such as bounds on its curvature, volume, diameter
etc, the metrics gi can be controlled well. We will study this question in two cases. In both
cases M is a compact surface. In the first case we restrict to a conformal class and assume
uniform bounds on the L2 norm of the curvature and the so called Liouville energy, which
we introduce later. In the second case we consider arbitrary metrics on the surface and again
assume a uniform bound on the L2 norm of the curvature and a uniform lower bound on the
injectivity radius. In both cases we conclude that the metric can only degenerate in a very
benign way.

3.4.1 Within a conformal class

Given a family of conformal metrics gn = e2ung, a natural question is under which conditions
on the geometry of gn, we have good estimates of the conformal factors un. To answer this
question we introduce the Calabi energy and the Liouville energy in a conformal class.
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We denote the L2 norm (squared) of the curvature of any metric g by

R2(g) =

∫
M

R2
g volg .

The functionalR2 is also sometimes called the Calabi energy. The Liouville energy of g̃ = e2ug
relative to g is defined by

EL(g̃) = EL(e2ug) = EL(u) =
1

2

∫
M

|du|2g +Rgu volg .

Note that the Liouville energy is only defined within a conformal class.
A family of conformal metrics with uniformly bounded R2 and fixed volume can not degen-
erate too badly. This is made precise in the following theorem due to X.X. Chen.[14] We will
use a version given by Struwe.

Theorem 3.13 (Concentration compactness principle, [38] Thm. 3.2).
Suppose gn = e2ung is a family of metrics with

Vol(M, gn) = 1 and R2(gn) ≤ C

for all n. Then either the sequence (un)n is uniformly bounded in H2(M, g) or there exists
x1, ..., xL ∈M such that for all r > 0 and all l ∈ {1, ..., L} there holds

lim inf
n→∞

∫
Br(xl)

|Rgn| volgn ≥ 4π,

where Br(x) denotes the balls with respect to g.

Thus, if we can exclude concentration of curvature, i.e. existence of x ∈M , such that

lim inf
n→∞

∫
Br(xl)

|Rgn| volgn ≥ 4π

for all r > 0, then we get a uniform bound of the conformal factors in H2(M, g). A handy
criterium to exclude this concentration of curvature is given by a uniform bound of the
Liouville energies of the metrics gn, at least if the base metric g has non-positive curvature.
This approach is due to Struwe, although the following result can not be explicitly found in
[38].

Theorem 3.14.
Assume Rg = 0 or Rg = −1. Given a family of metrics gn = e2ung with

Vol(M, gn) = 1,R2(gn) ≤ C1 and EL(un) ≤ C2

for all n. Then the family (un)n is uniformly bounded in H2(M, g).
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Proof. The basic idea of the proof is that the bound on the Liouville energy together with
the volume constraint implies an Lp bound on the conformal factor e2u for some p > 1. This
rules out curvature concentration. Then the concentration compactness principle yields the
theorem.
The Lp bound will follow from the Moser–Trudinger inequality 1.3∫

M

exp

(
α

(
u−

∫
M
u volg

‖du‖L2

)2
)

volg ≤ C.

The Jensen inequality implies

2

∫
M

un volg ≤ log

(∫
M

e2un volg

)
= log (Vol(M, gn)) ≤ 0.

Using Rg = 0 or Rg = −1, it follows that

EL(un) =
1

2

∫
M

|dun|2g +Rgun volg ≥
1

2

∫
M

|dun|2g volg =
1

2
‖dun‖2

L2 .

Hence we have a uniform upper bound

‖dun‖2
L2 ≤ C2.

Denote by

ūn =

∫
M

un volg .

The Moser–Trudinger inequality applied to un says∫
M

exp

(
α

‖du‖2
L2

(un − ūn)2

)
volg ≤ C.

The uniform bound on ‖dun‖L2 then implies∫
M

exp

(
α

C2

(un − ūn)2

)
volg ≤ C.

On the other hand, for all k, β ∈ R>0 there exists a constant D > 0, such that

ekt ≤ ek|t| ≤ Deβ|t|
2

for every t ∈ R. The previous inequality implies∫
M

ek(un−ūn) volg ≤
∫
M

ek|un−ūn| volg ≤ C(k).

Thus, to find a uniform bound on ∫
M

ek|un| volg
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it now suffices to bound |ūn|. We already have established the upper bound

ūn ≤ 0.

A lower bound on ūn is equivalent to an upper bound on e−ūn and can be obtained as follows

e−2ūn = e−2ūn

∫
M

e2un volg =

∫
M

e2(un−ūn) volg ≤ C(2).

In conclusion we have for every p ∈ (1,∞) a uniform estimate

‖e2un‖Lp =

(∫
M

e2p|un| volg

)1/p

≤ C(2p)1/p.

This bound implies that curvature can not concentrate, as we will show next. Let Br(x) be
any ball in M with respect to g. Then we can estimate∫

Br(x)

|Rgn| volgn ≤
(∫

M

|Rgn|2 volg

)1/2(∫
Br(x)

volgn

)1/2

≤ 2C
1/2
1

(∫
Br

volgn

)1/2

using the Cauchy–Schwarz inequality and the bound on R2. Hence under a R2 bound
curvature concentration implies volume concentration. On the other hand∫

Br(x)

volgn =

∫
Br(x)

e2un volg ≤
(∫

M

e4un volg

)1/2(∫
Br(x)

volg

)1/2

= ‖e2un‖L2 vol(Br(x))1/2 ≤ C(4)1/2 vol(Br(x))1/2.

Combining these two estimates we get∫
Br(x)

|Rgn| volgn ≤ 2C
1/2
1 C(4)1/2 vol(Br(x))1/2.

For r small enough, this implies ∫
Br(x)

|Rgn| volgn < 4π.

Thus the concentration of curvature in theorem 3.13 does not happen and hence the un are
uniformly bounded in H2(M, g).

3.4.2 Under a lower injectivity radius bound

It turns out that the bound on the Liouville energy in theorem 3.14 can be replaced by a
lower bound on the injectivity radius or an upper bound on the Sobolev constant. This
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criterium is independent of the conformal class and a natural question is whether there is
some notion of compactness for the set{

g ∈M : inj(M, g) ≥ ε and
∫
M

|Rg|2 volg ≤ C

}
.

Notice that both conditions are diffeomorphism invariant. When we restricted to a conformal
class, this was not an issue, because there are no conformal diffeomorphisms on surfaces of
positive genus. Clearly Diff(M) does not act trivially onM and any compactness theorem
has to reflect this fact.
We will prove the following theorem.

Theorem 3.15.
Suppose M is a closed surface and suppose χ(M) ≤ 0. Let gn be a sequence of Riemannian
metrics with

Vol(M, gn) < V,R2(gn) < K and inj(M, gn) > ε.

Then there exists a subsequence gnk and a family of C∞ diffeomorphisms ϕk with the following
significance. Let g̃k = ϕ∗kgnk and suppose that ḡk = e−2uk g̃k is the uniformization of g̃k. Then
the sequence ḡk converges in the C∞ topology to a metric ḡ and the sequence uk converges
weakly in the H2 norm.

Its proof will be based on the one hand on the Mumford compactness theorem and on the
other hand on the following apriori estimate for solutions of the constant curvature equation.

Theorem 3.16.
Suppose M is closed surface and suppose χ(M) ≤ 0. Let g be any Riemannian metric and let
ḡ = e2ug be the unique metric of constant curvature conformal to g. Then there exists C > 0
depending only on the injectivity radius inj(M, g), the volume Vol(M, g) and R2(M, g) such
that

sup
x∈M
|u| < C.

Notice that by “the metric of constant curvature” we mean the following: if χ(M) = 0, then
we mean a metric of constant curvature 0 and volume 1. If χ(M) < 0, we mean the metric
of curvature −1. The proof is based on the Ricci flow, which solves the constant curvature
equation on surfaces. Let g be any metric on a closed surface M with χ(M) ≤ 0. Consider
the normalized Ricci flow gt with initial condition g, i.e. the family of metrics gt satisfying

∂tgt = (r −Rgt)gt

g0 = g,

where
r = Vol(M, g)−1

∫
M

Rg volg = Vol(M, gt)
−1

∫
M

Rgt volgt .
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It is well known that in this case the normalized Ricci flow exists for all times and that it
converges to the unique metric of constant curvature in the conformal class with the same
volume as the initial metric. Since all the metrics gt are conformal, we can write them as
gt = e2utg. We denote the limit of the metrics gt as t → ∞ by g∞ = e2u∞g. Our goal is to
establish an estimate on u∞. We may as well establish bounds on ut independent of time.
To do this, we proceed in two steps. First we control gt on some time interval [0, T ]. At the
time T we will have bounds on the maximum of the curvature, rather than only on its L2

norm. With these bounds we then obtain bounds for all future times [T,∞). These estimates
essentially follow from the following three theorems.

Theorem 3.17 (Yang, [47]).
Given a Riemannian metric g on a surface with Sobolev constant CS(M, g) = σ, K =

∫
M
R2
g volg /Vol(g),

then considering the Ricci flow gt with initial condition g0 = g, there exists a T > 0 with

Cs(M, gT ) ≥ σ/2∫
M

R2
gT

volgT /Vol(gT ) ≤ 2K

|RgT | ≤ C1(σ,K)

‖u‖C0 ≤ C2(σ,K)

Theorem 3.18 (Hamilton, Chow et al).
Suppose M is a closed surface with χ(M) ≤ 0. Suppose gt is the normalized Ricci flow on M
with initial condition g0 = g. Then there exists a constant C > 1, such that

C−1g ≤ gt ≤ Cg.

The constant C depends only on max |f |, where f is the curvature potential of g, i.e. the
unique function satisfying

∆gf = Rg − r and
∫
M

f volg = 0.

This result goes back to Hamilton, but the version we cite can be found in [15], lemma 5.12
and corollary 5.15.

Theorem 3.19 (Calderon, Wang).
Let M be closed surface. For any metric g on M there exists a constant C > 0 depending
only on inj(M, g),Vol(M, g) and supx∈M |Rg(x)|, such that for u ∈ C∞(M) with

∫
M
u volg = 0

we have
‖u‖H2(M,g) ≤ C‖∆gu‖L2 .

The estimate in the previous theorem is known as Calderon inequality. The dependence on
only these constants can be found in [44].
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Proof of theorem 3.16. Let gt = e2utg be the normalized Ricci flow with initial condition
g0 = g. Notice that the Sobolev constant of (M, g) can be estimated solely in terms of
Vol(M, g) and inj(M, g) by a theorem of Croke.[17] Furthermore, a lower bound on the
injectivity radius also implies a lower bound of the volume on a surface, because a lower
bound on the Sobolev constant implies a lower bound on the volume of balls. Hence Yang’s
theorem applies and we obtain a time T > 0, such that

sup
x∈M
|RgT (x)| < C1(inj(M, g),R2(M, g)),

CS(M, gT ) > CS(M, g)/2

and
‖uT‖C0 ≤ C2(inj(M, g),R2(M, g)).

Since the injectivity radius can be bounded from below by the Sobolev constant, the maximal
curvature and the volume, we also obtain

inj(M, g) ≥ C3(inj(M, g),R2(M, g),Vol(M, g)).

Now consider the curvature potential of gT , i.e. the function f satisfying

∆gT f = RgT − r and
∫
M

f volg = 0.

We have
‖RgT ‖2

L2 =

∫
M

|RgT |2 volgT ≤ C2
1

∫
M

e2uT volg ≤ C2
1e

2C2 Vol(M, g),

in particular there exists C4(inj(M, g),R2(M, g),Vol(M, g)) > 0, such that

‖RgT ‖L2 ≤ C4.

By the Calderon inequality we have

‖f‖H2(M,gT ) ≤ C(inj(M, gT ),Vol(M, gT ), sup
x∈M
|RgT (x)|)‖RgT ‖L2 .

Combining all our previous estimates leads to the inequality

‖f‖H2(M,gT ) ≤ C5(inj(M, g),R2(M, g),Vol(M, g)).

Since we have already bounded the Sobolev constant of (M, gT ) in terms of the Sobolev
constant of (M, g), it follows by the embedding H2(M, g) ↪→ C0, that

‖f‖C0 = max |f | ≤ C6(inj(M, g),R2(M, g),Vol(M, g)).

Finally, it follows from theorem 3.18, that there exists a constant C > 1 depending only on
max |f | and thus only on inj(M, g),R2(M, g) and Vol(M, g), such that

C−1gT ≤ gt ≤ CgT
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for all t ≥ T . Since gt = e2utg = e2(ut−uT )gT , this implies

‖ut − uT‖C0 ≤ 1

2
| logC|.

We already have a bound on ‖u‖C0 and thus we obtain

‖ut‖C0 ≤ C(inj(M, g),R2(M, g),Vol(M, g))

independent of t. This implies in particular

‖u∞‖C0 ≤ C(inj(M, g),R2(M, g),Vol(M, g)),

proving the theorem.

We now turn to the proof of theorem 3.15. The Mumford compactness theorem can be stated
as follows.

Theorem 3.20 (Mumford).
Suppose gn ∈Mcc and inj(M, gn) > ε > 0. Then there exists a subsequence gnk and a family
of smooth diffeomorphisms fk, such that f ∗kgnk converges in the C∞ topology to some limiting
metric g ∈Mcc.

The Mumford compactness theorem, the a priori estimate from the previous section and the
following lemma will yield the theorem 3.15.

Lemma 3.21.
Suppose M is a closed surface. Then for any Riemannian metric g, the diameter can be
bounded in terms of the injectivity radius inj(M, g) and the volume Vol(M, g).

Proof. We argue by contradiction. First recall that the volume of balls with sufficiently
small radius are bounded from below in terms of their radius and the Sobolev constant. By a
theorem of Croke, the Sobolev constant on a surface can be bounded in terms of the volume
and the injectivity radius of the surface. Now suppose that (M, gn) is a sequence of complete
metrics with inj(M, gn) ≥ ε and Vol(M, gn) < V and diam(M, gn) = Dn →∞. Let xn, yn be
such that d(xn, yn) = Dn. Then there exists a minimal geodesic γn : [0, Dn]→ M such that
γn(0) = xn and γn(Dn) = yn. By the former considerations there exists r > 0 and ν > 0,
such that the volume of any ball Br(x) ⊂ (M, gn) of radius r is greater than ν. We can
assume r < ε. The balls

Br(γn(2kr)) for 0 ≤ k ≤
⌊
Dn

2r

⌋
are pairwise disjoint. Hence

Vol(M, gn) ≥
∑

0≤k≤bDn2r c

∫
Br(γn(2kr))

volgn ≥
⌊
Dn

2r

⌋
ν.
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Since Dn →∞, this implies
Vol(M, gn)→∞.

This is a contradiction to our assumptions, and hence proves the lemma.

Proof of theorem 3.15. Let M be a closed surface with χ(M) ≤ 0 and let gn be a family of
Riemannian metrics on M with

Vol(M, gn) < V, R2(M, gn) < K and inj(M, gn) > ε.

By the previous lemma we also have

diam(M, gn) < D(V, ε).

From theorem 3.16, it follows that there exists a bound C > 0

‖ûn‖C0 ≤ C

for the uniformized metrics ĝn = e−2ûngn independent of n. This implies in particular that

diam(M, ĝn) ≤ e2CD(V, ε).

On the other hand by Cheeger’s lemma a volume bound, a diameter bound and a curvature
bound imply a lower injectivity radius bound. Since the ĝn have constant curvature and fixed
volume by assumption, we conclude that there is a lower bound ε̄ on the injectivity radii, i.e.

inj(M, ĝn) > ε̄.

Thus we can apply Mumford’s compactness theorem to the sequence ĝn. We obtain a subse-
quence ĝnk and a family of diffeomorphisms ϕk, such that ϕ∗kĝnk converges in the C∞ topology
to a metric ĝ. Denote by g̃k = ϕ∗kgnk and by ḡk = ϕ∗kĝnk = e−2uk g̃k the uniformized metrics.
Notice that uk = ûnk ◦ ϕk. Hence the estimate

‖uk‖C0 = ‖ûnk ◦ ϕk‖C0 ≤ C

still holds. Now consider any fixed metric ǧ on M . Since ḡk converges in the C∞ topology,
the metrics ḡk are uniformly equivalent to each other, and hence also uniformly equivalent to
ḡ. In particular, the L2(M, ǧ) and H2(M, ǧ) norms are uniformly equivalent to the L2(M, ḡk)
and H2(M, ḡk) norms respectively. Now consider the curvature equation for g̃k with respect
to ḡk:

Rg̃k = 2e−2uk (∆ḡkuk − 1) ,

or equivalently

∆ḡkuk =
1

2
Rg̃ke

2uk +
1

2
.

Since ‖uk‖C0 ≤ C and ‖Rg̃k‖L2(M,g̃k) < K, the right hand side is uniformly bounded in
L2(M, ḡk). Furthermore, the constant in the Calderon inequality can be chosen independent
of k by theorem 3.19. Thus

‖uk‖H2(M,ḡk) ≤ C(‖∆ḡkuk‖L2(M,ḡk) + ‖uk‖L2(M,ḡk)) ≤ C̃,
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where we also used that uk is uniformly bounded in the L2(M, ǧ) norm, because ‖uk‖C0 is.
Finally we obtain

‖uk‖H2(M,ǧ) ≤ Č

by the uniform equivalence of the norms induced by the ḡk. By the Banach–Alaoglu theorem
a bounded set in H2(M, ḡ) is weakly precompact, hence the result follows by passing to a
weakly convergent subsequence of uk.

Remark: If we replace the L2 norm of Rg by an Lp norm, we get instead boundedness in
W 2,p by appealing to Lp theory instead.
We will need another version of the compactness theorem which is adapted to smooth curves
of metrics.

Theorem 3.22.
Suppose M is a closed surface with χ(M) ≤ 0 and let ĝ be any Riemannian metric on M .
Suppose gt ∈M is a smooth family defined on an interval (0, T ) and suppose

sup
0<t<T

Vol(M, gt) <∞,

sup
0<t<T

∫
M

|Rgt |2 volgt <∞

and
inf

0<t<T
inj(M, gt) > 0.

Then there exist a family of diffeomorphisms ft, a family of constant curvature metrics ḡt
and a family of conformal factors ut ∈ C∞(M), such that

gt = f ∗t (e2ut ḡt),

∂tḡt ∈ Hḡt

and
sup

0<t<T
‖ut‖H2(M,ĝ) <∞

and
inf

0<t<T
inj(M, ḡt) > 0.

Proof of theorem 3.22. Suppose gt, t ∈ (0, T ) is a family satisfying the conditions of the
theorem. By the uniformisation theorem, there exists a family of constant curvature metrics
ĝt of volume 1 and a family of conformal factors ut, such that

gt = e2ût ĝt.

By the apriori estimate in 3.16, there exists a uniform bound

‖ût‖C0 ≤ C.
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By the lemma 3.21 there is also a uniform bound on the diameters of gt. Together with
the uniform bound on the conformal factors ut, we thus also obtain a uniform bound on the
diameters of ĝt. This implies that the injectivity radii of the constant curvature metrics ḡt
are also bounded below. Now using the lemma 3.24, we obtain a family of diffeomorphisms
ft, such that f ∗t ḡt = ĝt satisfies ∂tḡt ∈ Hḡt . Letting ut = ût ◦ f−1

t , we have

gt = f ∗t (e2ut ḡt).

This implies in particular that
‖ut‖C0 ≤ C.

The curvature equation is
Rgt = e−2ut(∆ḡtut +Rḡ),

or equivalently
∆ḡtut = Rgte

2ut −Rḡ.

By assumption the right hand side is bounded in L2(M, gt). In particular, we can apply the
Calderon–Zygmund inequality to ut −

∫
M
ut volgt to obtain

‖ut‖H2(M,gt) ≤ C.

This finishes the proof.

3.5 Splitting geometric flows on surfaces

Let gt be a time-dependent family of Riemannian metrics on a closed surfaceM with χ(M) ≤
0. The uniformization theorem tells us that there is a unique family ut of smooth functions,
such that

ḡt = e−2utgt

are metrics of constant curvature 0 with volume 1 if χ(M) = 0, and metrics of constant
curvature −1 if χ(M) < 0. In section 3.3 we defined the finite dimensional subspace Hḡ ⊂
TḡMcc for a metric ḡ ∈ M. This space is the orthogonal complement of the tangent space
of Diff0(M) · ḡ ⊂ Mcc. By pulling back the family ḡt by a family of diffeomorphisms ft, we
can arrange for ĝt = f ∗t ḡt that

∂t(ĝt) ∈ Hĝt ⊂ TĝtMcc.

It turns out that, provided the injectivity radii of ḡt are bounded from below, we get very
good control on the family ĝt. This can be seen as a quantitative version of the Mumford
compactness theorem for time dependent families.
We will use this observation to split a geometric flow into a family of conformal factors and a
family of constant curvature metrics, which satisfy the above condition. We will obtain new
evolution equations for the flow. This strategy was used by Buzano and Rupflin to study the
harmonic Ricci flow. [11] We will very slightly generalize their results. Where they assumed
that the geometric flow consists of an evolving metric and a map from the surface into some
fixed manifold, we will instead assume that the geometric flow consists of an evolving metric
and a section of a fiber bundle, allowing for different transformation behaviors.

94



3.5.1 Evolution equations for the split flow

We will first define what we mean by a (coupled) geometric flow, we will then introduce the
notion of the corresponding split flow. From results of Buzano and Rupflin, existence of the
corresponding split flow will follow. Finally, we derive the evolution equations for the split
flow.
Let E be a fiber bundle overM . We require that there exists a pullback operation for sections
of E for diffeomorphisms, i.e. given a diffeomorphism f ∈ Diff(M) and a section s ∈ Γ(E),
there should exist f ∗s ∈ Γ(E). Furthermore we ask that there is a connection in the sense
that we can differentiate families of sections, i.e. given a family of sections st, there exists a
notion of time derivative

∂t|t=0st ∈ Ts0Γ(E).

ByM we denote the space of metrics on M .

Definition 3.23. Suppose Q : M× Γ(E) → TM× TΓ(E) is a diffeomorphism invariant
vector field, i.e.

f ∗Q(g, s) = Q(f ∗g, f ∗s).

We say that Q defines a coupled geometric flow. A family (gt, st) ∈M×Γ(E), which satisfies

∂t(gt, st) = Q(gt, st)

is a solution of this coupled geometric flow.

Notice that in this setting we have a Lie derivative for sections of the fiber bundle E:

LEXs = ∂t|t=0f
∗
t s,

where s ∈ Γ(E) and ft is the flow of the vector field X.
We will now introduce the corresponding split flow. The following lemma provides that a
family of constant curvature metrics can be pulled back to a “canonical form”.

Lemma 3.24 ([11], Lemma 2.2).
Given a family of constant curvature metrics ḡt ∈ Mcc, there exists a unique family of
diffeomorphisms ft ∈Mcc, such that

∂t(f
∗
t ḡt) ∈ Hḡt

and f0 = idM .

Now suppose (g̃t, s̃t) is a solution of the coupled geometric flow given by a vector field Q. First
we apply the uniformisation theorem to g̃t to obtain the unique conformal metric ĝt = e−2ût g̃t
of constant curvature. Then, applying the lemma to the family ĝt, we obtain a family of
diffeomorphisms ft, such that ḡt = f ∗t ĝt fulfills the above relation. It follows that

gt = f ∗t g̃t = e2ut ḡt,

where ut = ût ◦ ft. We also define st = f ∗t s̃t.
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Definition 3.25. The family (ḡt, ut, st, ft) is the split flow corresponding to the flow (g̃t, s̃t).

We will now derive the evolution equations of (ḡt, ut, st, ft). Let Xt be the time dependent
vector field generating the family of diffeomorphisms ft. Notice that we can split the vector
field Q into components Q = (Qm, QE). We start with the evolution of ḡt. We have

∂tḡt = ∂t(e
−2utf ∗t g̃t)

= −2e−2ut(∂tut)e
2ut ḡt + e−2utLXtgt + e−2utf ∗t ∂tg̃t

= −2(∂tut)ḡt + LXt ḡt + 2(Xtut)ḡ + e−2utf ∗t Qm(g̃t, s̃t)

= (−2∂tut + 2Xtut)ḡ + LXt ḡt + e−2utQm(gt, st)

=

(
−2∂tut + 2Xtut +

1

2
trgt Qm(gt, st)

)
ḡt + LXt ḡt + e−2utQ̊m(gt, st)

= ρtḡt + LXt ḡt + e−2utQ̊m(gt, st)

where
ρt = −2∂tut + 2Xtut +

1

2
trgt Qm(gt, st).

Rewriting this equation also yields

∂tut =
1

4
trgt Qm(gt, st) +Xtut −

1

2
ρt.

It turns out that ρt satisfies an elliptic equation on every time slice M × {t}, which we will
derive now. Observe that ∂tḡt is a variation that preserves the constant curvature condition.
Since constant curvature is diffeomorphism invariant, the variation

ρtḡt + e−2utQ̊m(gt, st)

also preserves constant curvature. Let h = ρḡt + e−2utQ̊m(gt, st). Recall the formula

∂t|t=0Rḡ+th = −1

2
Rḡ trḡ h−∆ḡ trḡ h+ δḡδḡh.

For our variation h we thus obtain

0 = −Rḡtρt − 2∆ḡtρt + ∆ḡtρt + δḡtδḡt(e
−2utQ̊m(gt, st)).

Thus ρt fulfills the equation

∆ḡtρt +Rḡtρt − δḡtδḡt(e−2utQ̊m(gt, st)) = 0

at any time t. The relation ∂tḡt ∈ Hḡt implies in particular δḡt∂tḡt = 0. Using that
δ∗gX

[ = LXg, we find
δḡδ
∗
ḡX

[
t = −δḡt(e−2ut(Q̊m(gt, ϕt) + ρtḡt),

for every time t. This is also an elliptic equation for X.
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Furthermore, denoting by
Pḡ : Γ(�2T ∗M)→ Hḡ

the orthogonal projection, the equation for ∂tḡt implies

∂tḡt = Pḡt(e
−2utQ̊m(gt, st)),

because im δ∗ḡ + C∞(M)ḡ is the orthogonal complement of Hḡ.
Finally the evolution of st is given by

∂tst = ∂t(f
∗
t s̃t)

= f ∗t (∂ts̃t + LFX s̃t)
= f ∗t (QE(g̃t, s̃t) + LFXt s̃t)
= QE(gt, st) + LFXtst.

It should be noted that the elliptic equations determine Xt and ρt uniquely if M has genus
greater than 1. If M is the torus this is not the case. To force uniqueness in that case we
add the constraints ∫

M

ρt volḡt = 0

and ∫
M

Px,x0(Xt(x)) volḡt = 0,

where Px,x0 : TxM → Tx0M denotes parallel transport from TxM to Tx0M . This normaliza-
tion condition was introduced in [11], Remark 2.1.
We sum up these results in the following proposition. Compare [11], prop 2.3.

Proposition 3.26.
Suppose (g̃t, s̃t) is a coupled geometric flow in the sense of definition 3.23. Let (ḡt, ut, st, ft)
be the split flow of (g̃t, s̃t) in the sense of definition 3.25. Let Xt = ∂tft be the generating
vector field of ft. The split flow satisifies the following equations:

∂tḡt = Pḡt(e
−2utQ̊m(gt, st)) (3.27)

∂tut =
1

4
trgt Qm(gt, st) +Xtut −

1

2
ρt (3.28)

∂tst = QE(gt, st) + LFXtst (3.29)

where Pḡt : Γ(�2T ∗M)→ Hḡt is the orthogonal projection and ρt is the unique solution of

∆ḡtρt +Rḡtρt − δḡtδḡt(e−2utQ̊m(gt, st)) = 0, (3.30)

and Xt is the unique solution of

δḡtδ
∗
ḡtX

[
t = −δḡt(e−2ut(Q̊m(gt, st) + ρtḡt). (3.31)

If χ(M) = 0, we additionally impose the normalization conditions introduced above.
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3.5.2 Useful estimates

In this section we derive some useful general estimates for the quantities arising in the split
flow. We have the following straightforward estimates for X and ρ. The proposition is
essentially lemma 2.5 in [11], slightly adapted to our case.

Proposition 3.32.
If ρ solves equation 3.30, then

‖ρ‖Lp(M,ḡ) ≤ C(inj(M, ḡ))‖e−2uQ̊m(g, s)‖Lp(M,ḡ) ≤ C(inj(M, ḡ), ‖u‖C0)‖Qm(g, s)‖Lp(M,g).

If X solves equation 3.31, then

‖X‖W 1,p(M,ḡ) ≤ C(inj(M, ḡ))‖e−2uQm(g, s)‖Lp(M,ḡ) ≤ C(inj(M, ḡ), ‖u‖C0)‖Qm(g, s)‖Lp(M,g).

If χ(M) = 0, we also impose the normalization conditions on X and ρ.

Proof. Observe that
δḡ : Lp → W−1,p

and
δḡδḡ : Lp → W−2,p

are continuous. Furthermore, ∆ḡ + Rḡ : Lp → W−2,p and δgδ∗g : W 1,p → W−1,p are invertible
if χ(M) < 0. If χ(M) = 0, these operators are invertible on the subspaces of functions
and vector fields which satisfy the normalization conditions. By the Mumford compactness
criterium, the constants of these operators only depend on the injectivity radius of ḡ. These
facts yield the inequality

‖ρ‖Lp(M,ḡ) ≤ C(inj(M, ḡ))‖e−2uQ̊m(g, ϕ)‖Lp(M,ḡ)

and its vector field analogue. The inequality

C(inj(M, ḡ))‖e−2uQ̊m(g, ϕ)‖Lp(M,ḡ) ≤ C(inj(M, ḡ), ‖u‖C0)‖Qm(g, ϕ)‖Lp(M,g)

and its vector field analogue follows by expressing the volume element of g in terms of the
volume element of ḡ and estimating e2u by e2‖u‖C0 .

3.6 Uniform control of horizontal curves

Horizontal curves of metrics gt in Mcc can be controlled very well by the L2 norm of their
velocity and the injectivity radius. This is the content of the following theorem, due to
Rupflin and Topping. This can be considered to be a quantitative version of the Mumford
compactness theorem.
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Theorem 3.33 (Lemma 2.6, [35]).
There exists a constant C > 0 depending on the genus of M and k ∈ N, such that for any
family of constant curvature metrics gt ∈Mcc, such that ∂tgt ∈ Hgt, we have

‖∂tgt‖Ck(M,gt) ≤ C
1

inj(M, gt)1/2
‖∂tgt‖L2(M,gt).

From this we immediately obtain uniform estimates along a horizontal curve of metrics on a
compact interval.

Lemma 3.34.
Suppose gt, t ∈ [0, T ), is a family of metrics with ∂tgt ∈ Hgt,

inf
t∈[0,T )

inj(M, gt) > 0

and
sup
t∈[0,T )

‖∂tgt‖L2(M,gt) <∞.

Then there exist constants Ck > 0 for every k, such that

‖gt − g0‖Ck(M,gt) < Ck for all t ∈ [0, T ).

To apply this theorem to a horizontal curve of metrics which comes from an arbitrary curve
of metrics, we need the following result:

Lemma 3.35.
Assume gt ∈M is a smooth family of metrics on [0, T ) and let ḡt ∈Mcc be the corresponding
horizontal family of constant curvature metrics, i.e.

ḡt = f ∗t (e−2utgt).

If ut and ‖∂tgt‖L2(M,gt) are bounded on [0, T ), then so is ‖∂tḡt‖L2(M,ḡt).

Proof. Let ĝt = e−2utgt. Then

∂tĝt = −2∂tutĝt + e−2ut∂tgt.

The constant curvature condition on ĝt implies

∂tut =
1

4
trgt ∂tgt.

In particular, if ut and ‖∂tgt‖L2(M,gt) are uniformly bounded, then so is ‖∂tĝt‖L2(M,ĝt). As in
the derivation of the split flow equations we find that

δḡtδ
∗
ḡtX

[
t = δḡt(f

∗
t ∂tĝt),
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where Xt is the time dependent vector field generating ft. Applying elliptic regularity yields

‖X‖W 1,2(M,ḡt) ≤ C‖f ∗t ∂tĝt‖L2(M,ḡt) = C‖∂tĝt‖L2(M,ĝt) ≤ C‖∂tgt‖L2(M,gt).

By assumption, the last term is uniformly bounded in t. The following calculation then
implies

‖∂tḡt‖L2(M,ḡt) = ‖∂t(f ∗t ĝt)‖L2(M,ḡt)

= ‖f ∗t LXt ĝt + f ∗t ∂tĝt‖L2(M,f∗t ĝt)

≤ ‖f ∗t LXt ĝt‖L2(M,f∗t ĝt)
+ ‖f ∗t ∂tĝt‖L2(M,f∗t ĝt)

= ‖δ∗ĝtX
[
t‖+ ‖∂tĝt‖L2(M,ĝt)

that ∂tḡt is also bounded uniformly in in L2(M, ḡt).
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Chapter 4

Stability of the spinor flow

Suppose M is a spin manifold of dimension n = dimM ≥ 3, and suppose (g, ϕ) ∈ N is a
critical point of E , i.e. g is a metric of special holonomy and ϕ is a parallel spinor field with
respect to g, i.e. ∇gϕ = 0. In this section we analyze the behavior of the spinor flow nearby
such a pair (g, ϕ). It will turn out that there is a neighborhood of (g, ϕ), such that the spinor
flow with initial condition in that neighborhood exists for all times and converges towards a
critical point of E . This property is called the stability of the spinor flow. A similar theorem
can be proven for volume normalized critical points of E , which will be introduced before
proceeding to the proper discussion of the stability theorems. The precise statements of the
theorems can be found in section 4.6.
We will briefly describe the strategy for the proof. The key step is to prove the following
inequality for the spinorial energy. Suppose Φ̄ is a critical point of E . Then there exists a
C > 0, such that

E(Φ) ≤ C‖Q(Φ)‖2
L2

for Φ near Φ̄. This inequality implies that the energy decays exponentially along the spinor
flow, as long as Φt is in the region where this inequality holds. The next step is to show that
this implies long time existence and convergence of the spinor flow. This relies on the one
hand on the gradient flow equality∫ T2

T1

‖Q(Φt)‖2
L2dt = E(ΦT1)− E(ΦT2)

and on the other hand on the theory of parabolic equations. Observing that Q(Φt) obeys a
linear parabolic equation, the bound on∫ T2

T1

‖Q(Φt)‖2
L2dt

should yield a bound on Q(Φt) in higher order Sobolev spaces by parabolic estimates. Such
an estimate would then allow us to conclude convergence in the ordinary sense. The spinor
flow is however not strongly parabolic, and thus these estimates do not apply. On the other
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hand, the gauged spinor flow is strongly parabolic. With some technical work, the estimates
can be made to work for the gauged spinor flow and we can then use standard parabolic
estimates.
An analogous result has been proven for the G2 heat flow in [46]. Similar results exist for
the Ricci flow and the proof of our result is closely related to the proofs in [21], [22], [26].

4.1 Volume normalized spinor flow

Before stating the stability theorems in the next sections, we will first need to introduce the
volume normalized spinor flow. This is the negative gradient flow of the spinorial energy
functional restricted to the set

N 1 =

{
Φ = (g, ϕ) ∈ N :

∫
M

volg = 1

}
.

The tangent space of the space of metrics of volume 1 is given by

Vg =

{
h ∈ Γ(�2T ∗M) :

∫
M

trg h volg = 0

}
and the orthogonal projection onto this space with respect to the L2 metric is given by

Γ(�2T ∗M)→ Vg

h 7→ h̊ = h− 1

n

(∫
M

trg h volg

)
h.

Thus the tangent space of N 1 at Φ = (g, ϕ) is

Vg ⊕ Γ(ϕ⊥).

Accordingly, the negative gradient of E on N 1 at Φ = (g, ϕ) is given by

Q̊(g, ϕ) = (Q̊1(g, ϕ), Q2(g, ϕ)),

i.e. the orthogonal projection of the negative gradient Q of E on N to the tangent space of
N 1. The following calculation will justify the name volume normalized spinor flow. Suppose
that (g, ϕ) ∈ N 1 and let (gt, ϕt) be a solution of the spinor flow with these initial conditions,
i.e. such that g0 = g, ϕ0 = ϕ. The spinor flow does not leave the volume of the metric
invariant, except in dimension 2. Denote by V (t) the volume of the manifold (M, gt), i.e.

V (t) =

∫
M

volgt .

Then for µ(t) = V (t)−2/n the metric µ(t)gt has volume 1. We will now rescale the solution
(gt, ϕt) to Φ̃t = (g̃(t), ϕ̃(t)), such that it coincides with the negative gradient flow of E
restricted to N 1, i.e. the volume normalized spinor flow. We make the ansatz

g̃(t) = µ(τ(t))g(τ(t)) and ϕ̃(t) = B̂gt
g̃(t)(ϕτ(t))
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with τ : I → J some homeomorphism between intervals I, J ⊂ R. Then

∂tg̃(t) = µ′(τ(t))τ ′(t)g(τ(t)) + µ(τ(t))τ ′(t)(∂tg)(τ(t))

and
∂tϕ̃(t) = B̂

gτ(t)

g̃(t)

(
τ ′(t)(∂tϕ)τ(t)

)
.

By definition the volume of (M, g̃(t)) is 1 and thus ∂tg̃(t) ∈ Vg̃(t). Hence ∂tg̃(t) is pre-
cisely the orthogonal projection of µ(τ(t))τ ′(t)(∂tg)(τ(t)) to Vg̃(t). Moreover, (∂tg)(τ(t)) =
Q1(gτ(t), ϕτ(t)). Thus

∂tg̃(t) = µ(τ(t))τ ′(t)Q̊1(gτ(t), ϕτ(t)).

Recall that
Q1(c2g, B̂g

c2g(ϕ)) = Q1(g, ϕ).

This implies
∂tg̃(t) = µ(τ(t))τ ′(t)Q̊1(g̃(t), ϕ̃(t)).

Thus g̃(t) is the metric evolution of the volume normalized spinor flow, if and only if
µ(τ(t))τ ′(t) = 1. This is a separable ordinary differential equation and µ is manifestly
positive. For a given initial value, such as τ(0) = 0, there exists a unique solution τ(t)
satisfying this constraint. Assume that τ solves this differential equation. Then the relation

Q2(c2g, B̂g
c2g(ϕ)) = c−2B̂g

c2g (Q2(g, ϕ))

implies
Q2(g̃(t), ϕ̃(t)) = µ(τ(t))−1B̂

gτ(t)

g̃(t)

(
Q2(gτ(t), ϕτ(t))

)
.

Combining this with the earlier computation of the time derivative of the rescaled spinor
field yields

∂tϕ̃(t) = B̂
gτ(t)

g̃(t)

(
τ ′(t)Q2(gτ(t), ϕτ(t))

)
= τ ′(t)µ(τ(t))Q2(g̃(t), ϕ̃(t))

= Q2(g̃(t), ϕ̃(t)).

In conclusion, the spatially and temporally rescaled solution Φ̃(t) is a solution of the volume
normalized spinor flow, i.e.

∂tΦ̃(t) = Q̊(Φ̃(t)).

Thus we can view the volume normalized spinor flow to be either a rescaling of the usual
spinor flow or as the negative gradient flow of the spinorial energy functional restricted to
the class of metrics of constant volume.
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4.2 A coordinate chart for the universal spinor bundle

The spinor flow is a dynamical system on the infinite-dimensional space N ⊂ F . The space
F of sections of the universal spinor bundle can be considered to be a Fréchet manifold with
respect to the C∞ topology. This point of view is quite natural, but not very useful for our
purposes, because we wish to invoke standard results from analysis, which are usually proven
for Sobolev or Hölder spaces of functions or sections. For this reason, we choose a local
parametrization of F near a point Φ ∈ F . We will then work within this parametrization,
giving the space F the necessary function space topologies locally.
Recall that for Φ = (g, ϕ) ∈ F the tangent space TΦF is given by Γ(�2T ∗M ⊕ ΣgM). With
the domain

Ug = {h ∈ Γ(�2T ∗M) : g + h is a Riemannian metric} × Γ(ΣgM)

the map
Ξ = Ξg,ϕ : Ug → F

(h, ψ) 7→
(
g + h, B̂g

g+h(ϕ+ ψ)
)

is a parametrization of F . Its inverse is given by

Ξ−1 : Γ(ΣM)→ Ug

(g′, ϕ′) 7→ (g′ − g, B̂g′

g (ϕ′)− ϕ).

The metric g induces a natural metric on the vector bundle �2T ∗M and the spinor bundle
ΣgM carries its Hermitian metric. These metrics in turn induce Sobolev and Hölder norms
on TΦF = Γ(�2T ∗M ⊕ ΣgM). We can now interpret the spinorial energy as a function
Ug → R and the negative gradient as a map Q : Ug ⊂ Γ(�2T ∗M ⊕ ϕ⊥)→ Γ(�2T ∗M ⊕ ϕ⊥).
In the following, whenever we use a Sobolev norm on the space N or F it is to be understood
in the following manner. Suppose Φ = (g, ϕ) ∈ N is fixed. Then by

‖Φ̃− Φ‖X or dX(Φ̃,Φ)

we mean
‖Ξ−1

g,ϕ(Φ̃)‖X ,

where X is a Sobolev or Hölder space on the vector bundle �2T ∗M ⊕ ΣgM .
To analyze the mapping flow, which relates the spinor flow and the gauged spinor flow, we
proceed analogously for the space C∞(M,M) of smooth maps. Suppose f0 ∈ C∞(M,M) is a
diffeomorphism. Then the following map

θf0 : U ⊂ C∞(M,M)→ V ⊂ Γ(f ∗0TM)

f 7→ (x 7→ (expf0(x))
−1(f(x)))
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is a local chart of C∞(M,M) near f0. The exponential map is the Riemannian exponential
map with respect to some metric g. Denote by Bx ⊂ TxM the largest ball around the origin
on which expx is a diffeomorphism. Then we define

V = {s ∈ Γ(f ∗0TM) : s(x) ∈ Bf0(x) for every x ∈M}

and
U = {f ∈ C∞(M,M) : f(x) ∈ expf0(x)(Bx)}.

Using the induced metric on f ∗0TM we can again define

‖f − f0‖X or dX(f, f0)

via
‖θf0(f)‖X

for X a Sobolev or Hölder space defined on the space of sections of f ∗0TM .

4.3 A slice theorem for the action of the diffeomorphism
group

A local slice of a group action G y X on a manifold X at a point x ∈ X is a submanifold
S ⊂ X, such that x ∈ S and such that there is a neighborhood U of x, such that for any
x̃ ∈ U the orbit G · x̃ meets S once and only once, i.e. S ∩G · x̃ = {sx̃}. Thus if S is a slice
any orbit nearby x can be represented by a unique element s ∈ S and the tangent space at
x of X splits into

TxX = Tx(G · x)⊕ TxS.
One can choose a local parametrization of S by TxS. We will prove a slice theorem for the
action of the spin diffeomorphism group D̂iffs(M) on the set F = Γ(ΣM). We will consider
these spaces as Banach manifolds with the Hölder space topology. Then the group action is
a continuous and differentiable map

D̂iff
k+1,α

s (M)× Γk,α(ΣM)→ Γk,α(ΣM).

That the diffeomorphism group needs one more differentiability level is explained by the
fact that the diffeomorphism is differentiated once in the group action. We will prove a
relatively weak, but sufficient version of the slice theorem, which roughly says that for any
Φ = (g, ϕ) ∈ F there is a neighborhood U and a slice S, such that for any element Φ̃ in the
neighborhood U there exists an F ∈ D̂iffs(M), such that F ∗Φ̃ ∈ S. For technical reasons we
assume that the isometry group of the metric g is discrete.
Recall that F is parametrized via the map

Ξg,ϕ : Ug → F .

The slice we construct is not directly given as a subspace of F , but rather will be parametrized
by a subset of Ug. Indeed, the slice will be a neighborhood of the origin in kerλΦ. This reflects
the fact that imλ∗Φ = TΦD̂iffs(M) · Φ and that kerλΦ is its orthogonal complement.
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Proposition 4.1.
Let Φ = (g, ϕ) ∈ F = Γ(ΣM) and assume g has no Killing fields. Then there exists a
Ck+1,α neighborhood U of Φ, such that for any Φ̃ ∈ U , there exists a Ck+2,α diffeomorphism
f : M →M , such that

λΦ(Ξ−1(F ∗Φ̃)) = 0,

where Ξ = Ξg,ϕ : Ug → F .

Proof. The proof is based on [43], where a similar theorem is proven for the diffeomorphism
action on the space of metrics. The proof is based on the implicit function theorem for
Banach spaces. The diffeomorphism group will be parametrized by the space of vector fields
by the map

Γ(TM)→ Diff(M)

X 7→ fX ,

where fX : M →M is the time 1 map of the vector field X. Consider the map

G : Γk+1,α(�2T ∗M ⊕ ΣgM)× Γk+2,α(TM)→ Γk,α(TM)

((h, ψ), X) 7→ λΦ

(
f ∗X(g + h, B̂g

g+h(ϕ+ ψ))
)
.

Its derivative at ((0, 0), 0) in the second parameter is given by

DG((0, 0), 0)(0, V ) =
d

dt

∣∣∣
t=0
λΦ(f ∗tV Φ) = λΦ(LV Φ) = λΦλ

∗
ΦV,

with V ∈ Γ(TM). The map
λΦλ

∗
Φ : Γ(TM)→ Γ(TM)

coincides with δgδ∗gX[. This map is injective if g has no Killing fields, because

g(δgδ
∗
gX

[, X) = |δ∗gX[|2L2 = |LXg|2L2 .

Moreover, δgδ∗g is elliptic and by construction self adjoint. Hence it must also be surjective.
Thus the implicit function theorem applies to G at ((0, 0), 0). This means that there exists
a neighborhood U ⊂ Γk+1,α(�2T ∗M ⊕ΣgM) of (0, 0) and a map H : U → Γk+2,α(TM), such
that for any (h, ψ) ∈ U

G((h, ψ), H(h, ψ)) = 0.

Suppose Ψ̃ ∈ ΞΦ(U). Then let X = H(ΞΦ(Φ̃)) and f : M →M its time 1 map. Then

λ∗Φ(F ∗(Ξ−1
Φ (Φ̃))) = 0

by construction. Since the pullback F ∗ and the parametrization commute, the statement of
the proposition follows.
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4.4 Łojasiewic inequality and energy decay

In this section we establish the crucial gradient–energy inequality we mentioned in the in-
troduction. This will then imply exponential decay of the energy near a critical point. It
is instructive to consider the finite-dimensional case first. Suppose f : Rn → R is a smooth
function and that 0 ∈ Rn is a critical point of f and suppose f(0) = 0. If the critical set

Crit(f) = {x ∈ Rn : df(x) = 0}

is a submanifold of Rn (near 0), the function f is called Morse–Bott (at 0). In that case a
generalization of the Morse lemma applies. This lemma, called the Morse–Bott lemma, says
that there exist coordinates (x̃1, ..., x̃n) centered at the origin, such that

f(x̃1, ..., x̃n) = x̃2
1 + ...+ x̃2

p − x̃2
p+1 − ...− x̃2

p+q,

where n − (p + q) = dim Crit(f). With respect to the standard Euclidean metric in these
coordinates

| grad f(x̃1, ..., x̃n)|2 = 4

p+q∑
i=1

x̃2
i .

In particular,

|f(x̃1, ..., x̃n)| ≤ 1

4
|grad f(x̃1, ..., x̃n)|2 .

Since an arbitrary Riemannian metric is equivalent to the Euclidean metric on any precom-
pact neighborhood, we find a neighborhood of the origin where

|f(x)| ≤ C| grad f(x)|2

holds. The assumption that Crit(f) is a submanifold near 0 is quite strong. If f is real
analytic, a weaker inequality still holds without this assumption. This inequality is due to
Łojasiewicz and is a difficult theorem in the theory of semi-analytic sets.[31] In that case
there exists a θ ∈ (1, 2) and the following inequality holds in a neighborhood of the origin:

|f(x)| ≤ | grad f(x)|θ.

The inequality becomes weaker as θ becomes smaller. For this reason we call the inequality
with θ = 2 in the case of Morse–Bott functions the optimal Łojasiewicz inequality. The
inequality

E(Φ) ≤ C‖Q(Φ)‖2
L2

is completely analogous to the finite-dimensional inequality. Indeed, this inequality will be
shown by appeal to the finite-dimensional case by a process known as Lyapunov–Schmidt
reduction. The Lyapunov–Schmidt reduction exploits that a nonlinear map between Banach
spaces whose linearization is Fredholm is in some sense determined by its behavior on a finite
dimensional space. Due to the diffeomorphism invariance of E , the linearization of E or Q are
not a Fredholm maps. For this reason we will work on the slice provided in the last section.
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Although the idea is fairly straightforward, implementing this scheme requires a fair amount
of technical work, which is inessential to the broad structure of the argument. The majority
of this section is devoted to proving the following to propositions. At the end of this section
it is shown how these inequalities imply decay of the energy.

Proposition 4.2 (Optimal Łojasiewicz inequality for absolute minimizers).
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a critical point of E, i.e. Φ̄ is an absolute minimizer with
E(Φ̄) = 0. Then there exists a C2,α neighborhood U ⊂ N of Φ̄ and a C > 0, such that for
any Φ ∈ U the inequality

E(Φ) ≤ C‖Q(Φ)‖2
L2

holds.

Proposition 4.3 (Łojasiewicz inequality for volume constrained critical points).
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a volume constrained critical point of E, i.e. a critical point on
the set N 1. Then there exists a C2,α neighborhood U ⊂ N of Φ̄ and θ ∈ (1, 2), such that for
any Φ ∈ U the inequality

|E(Φ)− E(Φ̄)| ≤ ‖Q(Φ)‖θL2

holds. If E is Morse–Bott at Φ̄, i.e. the critical set is a manifold near Φ̄, then this can be
improved to

|E(Φ)− E(Φ̄)| ≤ C‖Q(Φ)‖2
L2

for some C > 0.

Both propositions will be proven by application of a fairly general infinite-dimensional version
of the Łojasiewicz inequality due to Colding and Minicozzi II. In the theorem, the function
spaces, such as L2, are to be understood as spaces of sections of some vector bundle.

Theorem 4.4 ([16], Thm. 6.3). 1. Suppose E ⊂ L2 is a closed subspace, U is an open
neighborhood of 0 in C2,α ∩ E.

2. Suppose G : U → R is an analytic function or that G : U → R is a smooth function
and there is a neighborhood V of 0, such that {x ∈ V : gradG(x) = 0} is a finite
dimensional submanifold.

3. Suppose the gradient gradG : U → Cα ∩ E is C1, gradG(0) = 0 and

‖ gradG(x)− gradG(y)‖L2 ≤ C‖x− y‖H2

4. L = D gradG(0) is symmetric, bounded from C2,α ∩ E to Cα ∩ E and from H2 ∩ E to
L2 ∩ E and Fredholm from C2,α ∩ E to Cα ∩ E.

Then there exists θ ∈ (1, 2) and a C2,α ∩ E neighborhood Ũ ⊂ U , such that for all x ∈ Ũ

|G(x)−G(0)| ≤ ‖ gradG(x)‖θL2

110



If there is a neighborhood V of 0, such that {x ∈ V : gradG(x) = 0} is a finite dimensional
submanifold, we get the stronger inequality

|G(x)−G(0)| ≤ C‖ gradG(x)‖2
L2

for some C > 0.

Remark. Colding and Minicozzi II prove this theorem by passing to the finite dimensional
case using Lyapunov–Schmidt reduction. The statement of the theorem in [16] only contains
the case that G is analytic. The alternative condition we give is that G is Morse–Bott at
0. The proof in that case is the same except that when the finite dimensional Łojasiewicz
inequality is invoked, the optimal inequality for Morse–Bott functions is used.
To derive the propositions 4.2, 4.3 from this theorem, we will construct a function, which
satisfies the conditions of the theorem, and then show how the Łojasiewicz inequality we
obtain for the constructed function implies the Łojasiewicz inequality for the spinorial energy
functional. Verifying all the conditions of theorem 4.4 is the longest and most tedious part
of this proof.
Theorem 4.4 requires that the functionG has Fredholm linearization. We know that this is not
the case for the spinorial energy functional E due to its diffeomorphism invariance. We also
know that the gradient of E or equivalently Q is weakly elliptic and can be made elliptic by a
modification contained in the (infinitesimal) diffeomorphism action. These facts can be used
to show that the restriction of E to the slice of the D̂iffs(M) action has Fredholm gradient.
The other conditions of theorem 4.4 are straightforward consequences of the definition of E .
The second step, showing that the Łojasiewicz inequality for the restriction of E to the slice
implies a Łojasiewicz inequality for E on all of N , is then a simple application of the slice
theorem and the diffeomorphism invariance of E and Q.
For the proof of proposition 4.2, we start with the following lemma.

Lemma 4.5.
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a critical point of E with ḡ having no Killing fields. Then let
ι : kerλΦ̄ ⊂ TΦ̄F → TΦ̄F be the inclusion and Ξḡ,ϕ̄ : Uḡ ⊂ TΦ̄F → F be the parametrization
from section 4.2. The functional

f = E ◦ Ξḡ,ϕ̄ ◦ ι : kerλΦ̄ → R

satisfies the conditions of theorem 4.4 and in conclusion there exists a C2,α neighborhood U
of 0 and C > 0, such that

|f(x)| ≤ C‖ grad f(x)‖2
L2 .

Proof. Observe that E(Φ̄) = 0 and hence f(0) = 0.
The space TΦ̄F = Γ(�2T ∗M ⊕ ΣgM) is equipped with an L2 norm and Ck,α norms by the
metric ḡ. The map

λΦ̄ : Γ(�2T ∗M ⊕ ΣgM)→ Γ(TM)

111



is a linear first order differential operator and hence induces a continuous map

λΦ̄ : L2(�2T ∗M ⊕ ΣgM)→ H−1(TM)

and hence kerλΦ̄ is a closed subspace of L2(�2T ∗M⊕ΣgM). The functional E is well-defined
on all of kerλΦ̄ ⊂ C2,α(�2T ∗M ⊕ ΣgM), since the definition of E depends only on the first
derivatives of (g, ϕ). Thus the first condition in theorem 4.4 is met.
The function f is clearly smooth and by theorem 2.45 the set E−1(0) is a smooth submanifold
of N . Hence the set f−1(0) also is a smooth submanifold. In the following we will see that
the gradient of f is a Fredholm map. This in particular implies that the dimension of f−1(0)
is finite. This will prove the second condition from theorem 4.4.
By assumption grad E(Φ̄) = 0 and this implies that also grad f(0) = 0, since ι is an immersion
and Ξḡ,ϕ̄ is a diffeomorphism. The gradient can be considered as a nonlinear second order
differential operator

grad f : Γ2,α(�2T ∗M ⊕ ΣgM)→ Γα(�2T ∗M ⊕ ΣgM).

This operator is smooth, since E is smooth. Locally, grad f can be represented as a polynomial
expression in the local coefficients of g and ϕ and their first and second derivatives. Thus we
can find a C2,α neighborhood, where

‖ grad f(x)− grad f(y)‖L2 ≤ C‖x− y‖H2 ,

because we can bound all terms appearing in grad f(x) by a constant. Hence the third
condition in theorem 4.4 is fulfilled.
The last condition is essentially the ellipticity of grad E orthogonally to the diffeomorphism
action. As in theorem 4.4 we denote L = D grad f(0). Since

grad f = D(Ξḡ,ϕ̄ ◦ ι)∗ grad E ,

it follows that
L = D grad f(0) = D(Ξḡ,ϕ̄ ◦ ι)∗D grad E(Φ̄).

By proposition 2.44 D grad E(Φ̄) is symmetric and hence so is L. Moreover grad E(Φ̄) is
a linear second order differential operator, which induces continuous maps H2 → L2 and
C2,α → Cα. Thus L also induces continuous maps H2 → L2 and C2,α → Cα. It remains to
be seen that these induced maps are Fredholm. By earlier calculations we know that

G̃ : Φ 7→ grad E(Φ) + λ∗Φ(Xḡ(Φ))

is strongly elliptic, i.e. its linearization is elliptic and hence induces Fredholm operators
on Sobolev and Hölder spaces. Its linearization is also symmetric. The diffeomorphism
invariance of E implies the Bianchi identity λΦ̄ grad E(Φ̄) = 0. Linearizing this identity yields

λΦ̄ ◦D grad E(Φ̄) = 0 and D grad E(Φ̄) ◦ λ∗Φ̄ = 0.
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These identities imply that with respect to the splitting

TΦ̄N = kerλΦ̄ ⊕ imλ∗Φ̄

the operator DG̃(Φ̄) has the form

( kerλΦ̄ imλ∗
Φ̄

kerλΦ̄ P 0
imλ∗

Φ̄
0 R

)
and D(grad E)(Φ̄) has the form

( kerλΦ̄ imλ∗
Φ̄

kerλΦ̄ P 0
imλ∗

Φ̄
0 0

)
.

Since DG̃(Φ̄) is Fredholm, so is P = π ◦ D grad E(Φ̄) ◦ ι, where π : TΦ̄N → kerλΦ̄ denotes
the orthogonal projection. On the other hand

D grad f(0) = D(Ξḡ,ϕ̄ ◦ ι)∗D grad E(Φ̄) = π ◦ (DΞḡ,ϕ̄(0))∗ grad E(Φ̄).

Furthermore,
DΞḡ,ϕ̄(0) : TΦ̄Ug = TΦ̄F → TΦ̄F .

Hence D grad f(0) = P is Fredholm and the last condition in theorem 4.4 is met. Since all
conditions in theorem 4.4 hold, we conclude that there is a C2,α neighborhood U of 0, such
that

f(x) ≤ C‖ grad f(x)‖2
L2

for all x ∈ U .

Proof of proposition 4.2. It remains to be shown that the Łojasiewicz inequality for f from
the lemma implies the Łojasiewicz inequality for E . By the slice theorem there exists a
C2,α neighborhood U of Φ̄, such that for any Φ ∈ U there exists a C3,α diffeomorphism
f : M →M , such that

λΦ̄(Ξḡ,ϕ̄(F∗Φ)) = 0.

The diffeomorphism invariance of E means

E(Φ) = E(F∗Φ) and F∗Q(Φ) = Q(F∗Φ).

By the diffeomorphism invariance of the L2 metric

‖Q(Φ)‖L2 = ‖F∗Q(Φ)‖L2 .

Hence if
E(Φ) ≤ C‖Q(Φ)‖L2 ,
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then also
E(F∗Φ) ≤ C‖Q(F∗Φ)‖L2 .

In particular, if we show there exists a C2,α neighborhood V of 0 in kerλΦ̄ such that

E(Ξḡ,ϕ̄(Ψ)) ≤ C‖Q(Ξḡ,ϕ̄(Ψ))‖2
L2

for every Ψ ∈ V , then the Łojasiewicz inequality holds on a neighborhood of Φ̄ of the form

{Φ ∈ U : Φ = F∗Ξḡ,ϕ̄(Ψ) for some Ψ ∈ V }.

Since this set is a C2,α neighborhood of Φ̄, knowing the inequality on the slice would prove
the theorem. The previous lemma says that there is a C2,α neighborhood V of 0 in kerλΦ̄,
such that

|f(Ψ)| ≤ C‖ grad f(Ψ)‖2
L2

holds for all Ψ ∈ V . By definition

f(Ψ) = E(Ξḡ,ϕ̄(Ψ)).

Furthermore,
grad f(Ψ) = D(Ξḡ,ϕ̄ ◦ ι)∗ grad E(Ξḡ,ϕ̄(Ψ)).

Since D(Ξḡ,ϕ̄ ◦ ι) is just a (0 order) linear map, it is continuous from L2 to L2, i.e. we have

‖ grad f(Ψ)‖L2 = ‖D(Ξḡ,ϕ̄ ◦ ι)∗ grad E(Ξḡ,ϕ̄(Ψ))‖L2 ≤ Ĉ‖ grad E(Ξḡ,ϕ̄(Ψ))‖L2 .

A point that has been suppressed by our notation is that the L2 metric on the left hand side
is the L2 metric induced by ḡ, but the L2 metric on the right hand side is the metric induced
by g, where (g, ϕ) = Ξḡ,ϕ̄(Ψ). But since V is a bounded C2,α neighborhood, all metrics in
this neighborhood are uniformly equivalent. Combining the Łojasiewicz inequality from the
lemma and this inequality, we obtain

E(Ξḡ,ϕ̄(Ψ)) ≤ CĈ2‖ grad E(Ξḡ,ϕ̄(Ψ))‖2
L2 = CĈ2‖Q(Ξḡ,ϕ̄(Ψ))‖2

L2 ,

proving the proposition.

Proof of proposition 4.3. The proof of the Łojasiewicz inequality for volume constrained min-
imizers proceeds quite similarly to the proof in the case of absolute minimizers. First ob-
serve that E is an analytic functional on Γ2,α(ΣM), because the maps g 7→ ∇g, g 7→ volg,
Γ(T ∗M ⊗ ΣM ⊕�2

+T
∗M) 3 (ζ, g) 7→ |ϕ|2g and ω 7→

∫
M
ω are analytic.

As in the proof of proposition 4.2, we now construct from E a function f on the slice, for which
theorem 4.4 holds. For this, we first construct a parametrization of N 1. Since 1 is a regular
value of the map Vol : g 7→

∫
M

volg on Γ2,α(�2
+T
∗M), by the analytic regular value theorem

there exists a neighborhood of 0 in V0 ⊂ kerDVol(ḡ) = {h ∈ Γ(�2T ∗M) :
∫
M

trg h volg =
0} and a local parametrization V0 → Vol−1(1). Combining this parametrization with the
parametrization Ξḡ,ϕ̄ gives an analytic parametrization of a slice of the diffeomorphism group
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action in N 1 by the set U = {(h, ψ) ∈ kerλΦ̄ : h ∈ V0}. This parametrization will be denoted
by

χ : U → S ⊂ N 1.

Then we define a function f = E ◦ χ. This function fulfills the conditions of theorem 4.4,
which can be checked as in the previous lemma. Thus there exists a C2,α neighborhood
W ⊂ U of 0 and a θ ∈ (1, 2) if the critical set is not smooth and a constant C > 0 if the
critical set is smooth, such that

|f(x)− f(0)| ≤ ‖ grad f‖θL2 in the first case

and
|f(x)− f(0)| ≤ C‖ grad f‖2

L2 in the second case.

Analogously to the previous proof, the Łojasiewicz inequality for E on N 1 will follow by
applying the slice theorem and showing that the inequality for f implies the inequality on
the slice. For the last part, we need to show

|E(χ(x))− E(χ(0))| = |f(x)− f(0)| ≤ ‖ grad f‖θL2 ≤ ‖Q̊(χ(x))‖θ̃L2 .

The equality follows from the definition of f and the first inequality is the Łojasiewicz in-
equality for f . Hence we only need to justify the last inequality. We compute

grad f(x) = (Dχ(x))∗ grad E ◦ ι(χ(x)) = (Dχ(x))∗(Dι)∗ grad E(χ(x))

where ι : N 1 → N is the inclusion. The adjoint of Dι is the orthogonal projection

π : TΦN → TΦN 1

and by definition
Q̊(Φ) = −π(grad E(Φ)).

Furthermore, by the regular value theorem Dχ is Lipschitz, hence

‖ grad f(x)‖L2 = ‖(Dχ(x))∗Q̊(χ(x))‖L2 ≤ C‖Q̊(χ(x))‖L2 .

Finally, since ‖ grad f(x)‖L2 is arbitrary small in a neighborhood of 0, we conclude

‖ grad f(x)‖θL2 ≤ ‖Q̊(χ(x))‖θ̃L2

for some 1 < θ̃ < θ. This proves the proposition.

Suppose f : Rn → R has a local minimum at the origin with f(0) = 0 and suppose that the
optimal Łojasiewicz inequality

|f(x)| ≤ C| grad f(x)|2
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holds on a neighborhood U of the origin. Now suppose that x(t) solves the negative gradient
flow equation

x′(t) = − grad f(x(t))

and that x(t) ∈ U for all t. Then

d

dt
f(x(t)) = −| grad f(x(t))|2 ≤ −C−1|f(x(t))|.

Grönwall’s inequaliy implies
f(x(t)) ≤ f(x(0))e−C

−1t,

i.e. the function f applied to the solution x(t) decays exponentially. Moreover, since f(0) = 0
is a minimum of f on U , this implies that x(t) approaches a minimum of f on U , although
not necessarily the origin, since the critical set of f need not be isolated. The following two
propositions contain analogous results for the spinor flow and the volume constrained spinor
flow. The non-optimal Łojasiewicz inequality also implies decay of the driving function,
however the decay is only polynomial and the exponent depends on the constant θ.

Proposition 4.6 (Energy decay for absolute minima).
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a critical point of E, i.e. an absolute minimizer with E(Φ̄) = 0.
Suppose moreover that ḡ has no Killing fields. Then there exists a C2,α neighborhood of U in
N and constants C, α > 0, such that if Φt is a solution of the spinor flow on [0, T ] which lies
in the neighborhood U , i.e. Φt ∈ U for all t ∈ [0, T ], then

E(Φt) ≤ E(Φ0)e−αt,∫ T

t

‖Q(Φs)‖2
L2ds ≤ E(Φ0)e−αt

and ∫ T

t

‖Q(Φs)‖L2ds ≤ CE(Φ0)1/2e−αt

for all t ∈ [0, T ].

Proof. By proposition 4.2 there exists a C2,α neighborhood U of Φ̄ and α > 0, where the
Łojasiewicz inequality

E(Φ) ≤ α−1‖Q(Φ)‖2
L2

holds for all Φ ∈ U . Now suppose Φt is a solution of the spinor flow on an interval [0, T ]
lying in U . Then

d

dt
E(Φt) = dE(Φt)∂tΦt = (grad E(Φt), Q(Φt))L2 = −‖Q(Φt)‖2

L2 .

Applying the Łojasiewicz inequality then yields

d

dt
E(Φt) ≤ −αE(Φt)
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and the Grönwall inequality implies

E(Φt) ≤ E(Φ0)e−αt.

Moreover, the time integral of

d

dt
E(Φt) = −‖Q(Φt)‖2

L2

from t to T gives the second inequality∫ T

t

‖Q(Φs)‖2
L2ds = E(Φt)− E(ΦT ) ≤ E(Φt) ≤ E(Φ0)e−αt.

For the final inequality, we consider the time derivative of E(Φt)
1/2:

− d

dt
E(Φt)

1/2 =
1

2

1

E(Φt)1/2
‖Q(Φt)‖2

L2 .

The Łojasiewicz inequality implies

1

E(Φ)1/2
≥ α1/2 1

‖Q(Φ)‖L2

and thus
1

2
α1/2‖Q(Φt)‖L2 ≤ − d

dt
E(Φt)

1/2.

Integrating this inequality and applying the known bound for E(Φt)∫ T

t

‖Q(Φs)‖L2ds ≤ 2α−1/2E(Φt)
1/2 ≤ 2α−1/2E(Φ0)1/2e−αt.

The situation for volume constrained minimizers is exactly analogous, if the critical set near
the minimizer is smooth. If it is not smooth, we need to slightly adapt the proof to the
weaker Łojasiewicz inequality, but the basic argument remains the same.

Proposition 4.7 (Energy decay for volume constrained minimizers).
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N 1 is a volume constrained minimizr of E and suppose moreover that
ḡ has no Killing fields. Then there exists a C2,α neighborhood U of Φ̄ in N 1 and constants
C, α, β > 0, such that if Φt is a solution of the volume normalized spinor flow which lies in
the neighborhood U , then

|E(Φt)− E(Φ̄)| ≤ C
1

((E(Φ0)− E(Φ̄))−1/α + t)α
,

∫ T

t

‖Q̊(Φs)‖2
L2ds ≤ C

1

((E(Φ0)− E(Φ̄))−1/α + t)α
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and ∫ T

t

‖Q̊(Φs)‖L2ds ≤ C
1

((E(Φ0)− E(Φ̄))−1/α + t)β

for all t ∈ [0, T ].
If the set of critical points of E on N 1 is a manifold near Φ̄, then exponential bounds hold as
in proposition 4.6.

Remark. The constants α and β depend only on the constant θ in the Łojasiewicz inequality.
Indeed, α = θ

2−θ and β = θ−1
2−θ . As θ tends to 2, α tends to infinity, i.e. the decay rate

improves. As θ tends to 1, α tends to 1, i.e. the decay rate gets worse. Likewise, β tends to
∞ if θ tends to 2, but β tends to 0 as θ tends to 1.

Proof. If the critical set near Φ̄ is smooth, the proof proceeds exactly as in the previous propo-
sition, so we assume it is not smooth. By proposition 4.3 there exists a C2,α neighborhood
U of Φ̄ and θ > 0, where the Łojasiewicz inequality

|E(Φ)− E(Φ̄)| ≤ ‖Q̊(Φ)‖θL2

holds for all Φ ∈ U . Now suppose Φt is a solution of the spinor flow on an interval [0, T ]
lying in U . Then

d

dt
|E(Φt)− E(Φ̄)| = −‖Q̊(Φt)‖2

L2 ≤ −|E(Φt)− E(Φ̄)|2/θ,

where we also used
|E(Φt)− E(Φ̄)| = E(Φt)− E(Φ̄),

which follows because Φ̄ is a minimizer. Integrating this inequality from 0 to t yields

|E(Φt)− E(Φ̄)| ≤
(

2

θ
− 1

)
1

((E(Φ0)− E(Φ̄))−1/α + t)α

with α = θ
2−θ . The second inequality follows as in the previous proposition. For the last

inequality, we calculate

− d

dt
|E(Φt)− E(Φ̄)|1−1/θ = (1− 1/θ)|E(Φt)− E(Φ̄)|−1/θ‖Q(Φt)‖2

≥ C‖Q(Φt)‖

Integrating this inequality then yields∫ T

t

‖Q(Φs)‖ds ≤ C|E(Φt)|1−1/θ ≤ C
1

((E(Φ0)− E(Φ̄))−1/α + t)β

with β = (1− 1/θ)α = θ−1
2−θ .
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4.5 Mapping flow estimate

In the previous section we derived that the energy near a critical point will exponentially
decay provided the flow does not leave a given C2,α neighborhood. It is then imperative to
show that the flow does not leave the given C2,α neighborhood to conclude that we in fact have
exponential decay of the energy. The idea behind this is that the spinor flow is a gradient flow
and hence the energy controls the time integrated L2 norm of the gradient. Noticing that the
gradient fulfills a linear parabolic equation, we would like to conclude by parabolic estimates
that indeed higher order norms of the gradient are also controlled. Choosing proper constants
this would yield that the flow does not leave the C2,α neighborhood. However, the spinor
flow is only weakly parabolic, so this strategy can not be implemented directly. However,
the gauged spinor flow is strongly parabolic and it is related to the spinor flow by a family
of diffeomorphisms. That family of diffeomorphisms is in turn determined by the mapping
flow. Solutions of the mapping flow also satisfy a strongly parabolic equation. It turns out
that we can control the family of diffeomorphisms. This will allow us to go from the energy
estimate for the spinor flow to an estimate of the gauged spinor flow. We will then be able
to apply parabolic estimates and from this establish the claimed stability of the spinor flow.
In this section we derive the necessary estimates for the family of diffeomorphisms, or rather
their velocities, which fulfill the mapping flow equation. Recall that ft fulfills the mapping
flow equation if the conditions

f0 = idM

d

dt
ft = Pgt,g0(ft)

are met. The operator
Pḡ,g(f) : C∞(M,M)→ TC∞(M,M)

f 7→ −df(Xf∗ḡ(g))

has the following linearization at idM :

DPḡ,ḡ(idM) = X 7→ −4(δḡδ
∗
ḡX

[)].

Lemma 4.8.
Let g̃ ∈ Γ(�2

+T
∗M) and k > n

2
+ 2. Suppose g̃ has no Killing fields. Then there exists a Hk

neighborhood U × V of (idM , g̃) ∈ C∞(M,M)× Γ(�2
+T
∗M) and constants C, λ > 0 with the

following significance. If gt is a family of metrics with gt ∈ V , once differentiable in time
and ft is a solution of the initial value problem

f0 = idM

d

dt
ft = Pgt,g̃(ft)

we have ∫ t2

t1

‖Pgt,g̃‖H−2dt ≤ C

(∫ t1

0

‖ġt‖L2eλ(t−t1)dt+

∫ t2

t1

‖ġt‖L2dt+ e−λt1
)
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for some C, λ > 0, provided the flow exists until time t2 in the neighborhood U × V .

Proof. By the formula for the linearization of Pḡ,ḡ at idM , we have

(DPg̃,g̃(idM)X,X)L2 = −4
(
δ∗g̃X

[, δ∗g̃X
[
)

= −4 (LX g̃,LX g̃)L2 .

Since we assume g̃ has no Killing fields, this implies DPg̃,g̃(idM) is strictly negative definite,
i.e. there exists µ > 0, such that

(DPg̃,g̃(idM)X,X)L2 ≤ −µ (X,X)L2 .

Since the coefficients of the operator Pg1,g2(f) are continuous in f and the first derivatives
of g1 and g2 and recalling that by the Sobolev embedding theorem Hk continuously embeds
in C2, we conclude that there is a Hk neighborhood U of g̃, a neighborhood V of idM and a
constant 0 < λ < µ, such that DPg,g̃(f) is strongly elliptic and strictly negative definite with
a constant λ.
Since L = DPg̃,g̃(idM) is strictly negative definite, it induces an invertible operator from
Hk+2 → Hk for all k ∈ Z. We have, up to equivalence,

‖f‖H−2 = ‖L−1f‖L2 .

This implies, in particular, that DPg,g̃(f) is also strictly negative definite with respect to the
Sobolev inner product 〈·, ·〉H−2 .
We will now derive a differential inequality for ‖ḟt‖2

H−2 , where

ḟt = Pgt,g̃(ft).

For brevity, we let Pgt,g̃(ft) = Pgt(ft). In what follows, we tacitly assume gt ∈ U , ft ∈ V for
all t, as per the statement of the lemma. We calculate

1

2

d

dt
〈Pgt(ft), Pgt(ft)〉H−2 =

〈
d

dt
Pgt(ft), Pgt(ft)

〉
H−2

=
〈
Pġt(ft) +DPgt(ft)ḟt, Pgt(ft)

〉
H−2

= 〈Pġt(ft), Pgt(ft)〉H−2 + 〈DPgt(ft)Pgt(ft), Pgt(ft)〉H−2 .

The map
g 7→ Pg(f) = 2df(δf∗g̃g),

is a linear first order differential operator with bounds dependent on ‖f‖C1 and ‖g̃‖C1 . As
such we can estimate, using that bound and the Cauchy-Schwarz inequality

|〈Pġt(ft), Pgt(ft)〉H−2 | ≤ ‖Pġt(ft)‖H−2‖Pgt(ft)‖H−2 ≤ C‖ġt‖L2‖Pgt(ft)‖H−2 .

Then we obtain for
a(t) = 〈Pgt(ft), Pgt(ft)〉H−2
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the inequality
1

2
ȧ(t) ≤ C‖ġt‖L2

√
a(t)− λa(t).

Let b(t) =
√
a(t). The function b then satisfies the following differential inequality

ḃ(t) ≤ −λb(t) + ‖gt‖L2 .

Define

β(t) = e−λt
(
b(0) +

∫ t

0

eλs‖ġs‖L2ds

)
.

Then we have
β̇(t) = −λβ(t) + ‖ġt‖L2 .

We deduce
d

dt
(b− β) ≤ −λ(b− β),

and since b(0) = β(0), b(t) ≤ β(t) follows. To obtain the claim of the lemma, we will now
estimate the integral of β(t). For brevity, we denote γ(t) = ‖ġt‖L2 . Define χ(s, t) = 1 if
0 ≤ s ≤ t and χ(s, t) = 0 otherwise. Then we calculate∫ t2

t1

e−λt
∫ t

0

eλsγ(s)dsdt =

∫ t2

t1

∫ t

0

eλ(s−t)γ(s)dsdt

=

∫ t2

t1

∫ t2

0

χ(s, t)eλ(s−t)γ(s)dsdt

=

∫ t2

0

γ(s)

∫ t2

t1

χ(s, t)eλ(s−t)dtds

=

∫ t2

0

γ(s)

∫ t2

max{s,t1}
eλ(s−t)dtds

=

∫ t1

0

γ(s)

∫ t2

t1

eλ(s−t)dtds+

∫ t2

s

γ(s)

∫ t2

t1

eλ(s−t)dtds

≤ λ−1

(∫ t1

0

eλ(s−t1)γ(s)ds+

∫ t2

t1

γ(s)ds

)
The integral of the term b(0)e−λt is∫ t2

t1

b(0)e−λtdt = λ−1b(0)
(
e−λt1 − e−λt2

)
.

Thus ∫ t2

t1

β(t)dt ≤ λ−1

(
b(0)e−λt1 +

∫ t1

0

eλ(s−t1)γ(s)ds+

∫ t2

t1

γ(s)ds

)
and the claim of the lemma follows.
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4.6 Long time existence and convergence

In this section we derive from the previous results the long time existence and convergence
of the spinor flow for initial values near a critical point.

Theorem 4.9.
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a critical point of E. Assume also that the isometry group of ḡ is
discrete. Then for any k > n

2
+ 5 and ε > 0, there exists a δ > 0, such that for Φ ∈ N with

dHk(Φ, Φ̄) < δ

the spinor flow Φt with initial condition Φ0 = Φ exists for all times and converges exponen-
tially to a critical point Φ∞ with

dHk(Φ̄,Φ∞) < ε.

We will formulate and prove an analogous theorem for the volume normalized spinor flow
after proving this. The proof of the stability theorem is a simple consequence of the following
two lemmas.

Lemma 4.10.
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a critical point of E. Then for any k > n

2
+ 2, ε > 0 and T > 0,

there exists δ > 0, such that if Φ ∈ N with

dHk(Φ, Φ̄) < δ,

then the gauged spinor flow Φt with initial condition Φ0 = Φ exists on the interval [0, T ] and

dHk(Φt, Φ̄) < ε for 0 ≤ t ≤ T.

Lemma 4.11.
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a critical point of E. Then for any k > n

2
+5, there exist constants

δ > 0, C, α > 0 with the following significance. Suppose that Φt ∈ N is a solution of the
gauged spinor flow on an interval [0, T ], i.e.

∂tΦt = Q̃ḡ(Φt)

with
dHk(Φt, Φ̄) < δ for all t ∈ [0, T ].

Let ft be the family of diffeomorphisms relating the gauged and the ungauged spinor flow.
Suppose that

dHk(ft, idM) < δ for all t ∈ [0, T ].

Then
‖Q̃(Φt)‖Hk ≤ Ce−αt.
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Proof of theorem 4.9. Let r > 0, such that the conclusions of lemma 4.11 hold with constants
C, α for solutions in the Hk ball with radius r around Φ̄. Then using lemma 4.10 choose
γ > 0, such that for Φ ∈ N with dHk(Φ, Φ̄) < γ the gauged spinor flow exists until time 1 and
remains in the ball of radius r around Φ̄. Then using lemma 4.10 again choose δ > 0, such
that for Φ ∈ N with dHk(Φ, Φ̄) < δ the gauged spinor flow exists until time T and remains
in the ball of radius γ/3, where T is chosen such that∫ ∞

T

Ce−αtdt < γ/3.

Now suppose that Φ ∈ N with dHk(Φ, Φ̄) < δ. Then let Φt be the gauged spinor flow with
initial condition Φ0 = Φ. Let T̂ be the first time that

dHk(ΦT̂ , Φ̄) = γ.

We will arrive at a contradiction if T̂ is any finite time, yielding that the flow exists for all
times. Indeed, consider the flow at the point ΦT̂ . Then we can compute

dHk(Φ̄,ΦT̂ ) ≤ dHk(Φ̄,ΦT ) + dHk(ΦT ,ΦT̂ )

≤ 1

3
γ +

∫ T̂

T

‖∂tΦt‖Hkdt

=
1

3
γ +

∫ T̂

T

‖Q̃(Φt)‖Hkdt

≤ 1

3
γ +

∫ T̂

T

Ce−αtdt

≤ 1

3
γ +

1

3
γ < γ.

This obviously contradicts the assumption and we conclude that the flow exists for all times.
Moreover, then

Φ∞ = Φ +

∫ T

0

Q̃(Φt)dt

exists in Hk with
dHk(Φ̄,Φ∞) < γ < ε.

Furthermore, the energy E(Φt) also decays exponentially, and we conclude that the limit Φ∞
is a global minimum as well. This shows that the gauged spinor flow with initial condition
Φ ∈ Bδ exists for all time and converges exponentially to a minimum in Bε. To conclude
the same for the spinor flow, recall that the mapping flow is a strongly parabolic equation,
and thus the velocity along the flow solves a linear strongly parabolic equation to which we
can apply the parabolic regularity estimate and the mapping flow estimate to obtain that
the mapping flow converges exponentially in any Hk norm. Since the spinor flow is given by
(F−1

t )∗Φt, the spinor flow also converges exponentially.
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To prove lemma 4.10 it has to be shown that the linearization of the spinor flow equation
at a critical point defines a Banach space isomorphism between certain anisotropic Sobolev
spaces. It is then a matter of applying the inverse function theorem to conclude the theorem
as stated. This strategy works more generally for quasilinear equations, see [23], sections
7.2/7.3 and for this specific statement for the G2 heat flow [46], Cor. 8.6. Since this is well
explained in these articles, we do not repeat the proofs here. To prove lemma 4.11, we will
need the following interior estimate for parabolic equations.

Lemma 4.12.
If u is a solution of a linear parabolic system on [0, T ], i.e.

Pu = ∂tu+ Ltu = 0,

then for any δ > 0 and any k, l ∈ Z there exists a constant (depending on P , but not on u),
such that

‖ut0‖Hk ≤ C

∫ T

0

‖ut‖2
Hldt.

Proof. This follows from parabolic regularity as follows. Let f : [0, T ] → [0, 1] be a smooth
function, such that f(0) = 0, f |[δ,T ] = 1 and |f ′| ≤ 2/δ. Then

P (fu) = f ′u+ Pu = f ′u.

Theorem 1.24 implies∫ T

δ

‖u‖Hl+2dt ≤
∫ T

0

‖fu‖2
Hl+2dt

≤ C

∫ T

0

‖P (fu)‖2
Hl + ‖fu‖2

Hldt+ ‖f(0)u(0)‖2
Hl+1 ≤ C̃

∫ T

0

‖u‖2
Hldt.

Iterating this argument yields∫ T

δ

‖u‖2
Hl+2ndt ≤ C

∫ T

0

‖u‖2
Hldt

for any natural number n. Applying theorem 1.24 once again, we obtain

‖ut0‖Hk ≤ C

∫ T

0

‖u‖2
Hkdt

for any t0 ≥ δ.

Proof of lemma 4.11. We will show this estimate by combining the gradient estimate from the
Łojasiewicz inequality and the estimate of the mapping flow. This will give us an estimate
of the time integral of ‖Q̃(Φ̃t)‖Hs for s = −3, which we will then improve via parabolic
regularity. We consider the spinor flow

∂tΦt = Q(Φt),Φ0 = Φ,
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the gauged spinor flow
∂tΦ̃t = Q̃(Φ̃t), Φ̃0 = Φ

and the mapping flow
∂tft = Pgt,ḡ(f), f0 = idM .

Then we have that
Φ̃t = F ∗t Φt

and hence

Q̃(Φ̃t) = ∂t(F
∗
t Φt)

= F ∗t L̃XtΦt + F ∗t Φ̇t

where Xt = d
dt
ft and L̃ is the spinorial Lie derivative.

Multiplication of Sobolev functions Hk×Hs → Hs for negative s and positive k is continous,
if k > −s and k > n/2, where n is the dimension of the manifold, by theorem 1.6. In
particular, our choice of k allows any s ≥ −3.
We will use this to estimate L̃XtΦt in the Hs norm. Recall that

L̃XΦ = (LXg, L̃Xϕ) = (2δ∗gX
[,∇g

Xϕ−
1

4
dX[ · ϕ).

In local coordinates we have

LXg = p1(gjk, ∂lgmn, X
i) + p2(gij, ∂kX

l)

for some polynomials p1, p2, which are linear in the partial derivative terms and the X i terms.
Likewise we have

L̃Xϕ = q1(X i, ∂jϕ
α) + q2(gij, ∂lgmn, X

k, ϕα)

for polynomials q1, q2, linear in the partial derivative terms and the X i terms. From this
follows, using the multiplication theorem above and the fact that Hk−1 is a Banach algebra,

‖L̃XΦ‖Hs ≤ C

(
‖DX‖Hs

r∑
d=0

‖Φ‖dHk−1 + ‖X‖Hs

r∑
d=0

‖DΦ‖dHk−1

)

≤ C

(
‖X‖Hs+1

r∑
d=0

‖Φ‖dHk−1 + ‖X‖Hs

r∑
d=0

‖Φ‖dHk

)

≤ C

(
‖X‖Hs+1

r∑
d=0

‖Φ‖dHk

)
for k > −s + n/2 + 2, where r is the maximal degree of the polynomials p1, p2, q1, q2. Since
we will choose s = −3 and k > n/2 + 5, this will be the case.
Furthermore, given a diffeomorphism f : M →M and a lift to the topological spin structure
F : P̃ → P̃ , we have

F ∗Φ = Φ ◦ F,
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where we view Φ as an equivariant map Φ : P̃ →
(

G̃L+
n × Σn

)
/ Spin(n).

Using the transformation rule, we can derive an estimate

‖u ◦ f‖Wk,p(M) ≤ ν(‖f‖Cmax{k,1})‖u‖Wk,p(M)

for the integral Sobolev spaces. For negative s, we conclude the following inequality by
interpolation and duality

‖F ∗Φ‖Hs ≤ ν̃(‖F‖Cd|s|e)‖Φ‖Hs ,

where ν, ν̃ : [0,∞)→ [0,∞) are continuous functions.
In conclusion we obtain

‖Q̃(Φ̃t)‖Hs = ‖F ∗t L̃XtΦt + F ∗t Φ̇t‖Hs

≤ Cν(‖Ft‖Cd|s|e)(‖Xt‖Hs+1‖Φt‖Hk + ‖Φ̇t‖Hs)

Since we assume both ft and Φt remain in a bounded Hk neighborhood, we can estimate
their norms by a constant, hence we obtain

‖Q̃(Φ̃t)‖Hs ≤ C(‖ḟt‖Hs+1 + ‖Φ̇t‖Hs).

It remains to choose a neighborhood of Φ̄ so that we can also estimate the terms ‖ḟt‖Hs+1

and ‖Φ̇t‖Hs .
By theorem 4.6 there exists a Hk neighborhood U of Φ̄, such that for any Φ ∈ U it holds∫ Tmax

T

‖Q(Φt)‖L2dt ≤ Ce−αT .

Choose a neighborhood U ×Vm of (idM , ḡ) such that we have the mapping flow estimate 4.8.
Choose a neighborhood Vs of Φ̄, such that we have the L2 estimate of the gradient along the
spinor flow as in theorem 4.6. We may assume that πΣ(Vs) = Vm. Furthermore, we choose
the neighborhoods to be bounded in Hk.
Now choose Φ ∈ Vs as initial condition for the spinor and the spinor-DeTurck flow. As above
we denote these flows by Φt and Φ̃t respectively and by ft we mean the associated mapping
flow. We will now estimate the integral of the H−3 norm of Q̃(Φ̃t). Recall that we have∫ T2

T1

‖Φ̇t‖L2dt ≤ Ce−αT1

from theorem 4.6. For ḟt we get the estimate∫ T2

T1

‖ḟt‖H−2dt ≤ C

(∫ T1

0

‖ġt‖L2eλ(t−T1)dt+

∫ T2

T1

‖ġt‖L2dt+ e−λT1

)
.
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The second term can be bounded by Ce−αT1 by the previous estimate, since ‖ġt‖L2 ≤ ‖Φ̇t‖L2 .
The first term we decompose into∫ T1/2

0

‖ġt‖L2eλ(t−T1)dt < Ce−λT1/2

and ∫ T1

T1/2

‖ġt‖L2eλ(t−T1)dt < Ce−αT1/2

again using the estimate for ‖ġt‖L2 . Thus∫ T2

T1

‖ḟt‖H−2dt < Ce−µT

for some C > 0, µ > 0. We will use the same constants in the estimate of ġt. Putting these
estimates together we obtain∫ T2

T1

‖Q̃(Φ̃t)‖H−3dt ≤ C

∫ T2

T1

‖ḟt‖H−2 + ‖Φ̇t‖H−3dt

≤ Ce−µT1

Because Hk embeds into C3, Q̃ is a locally Lipschitz continuous map from Hk to Hk−2. And
since Φ̃t remains in a bounded Hk neighborhood, we obtain that ‖Q̃(Φ̃t)‖H−3 ≤ C̃. Hence
we may estimate ∫ T2

T1

‖Q̃(Φ̃t)‖2
H−3dt ≤ C̃

∫ T2

T1

‖Q̃(Φ̃t)‖H−3dt ≤ CC̃e−µT1 .

This estimate can be improved using parabolic regularity: the term Q̃t = Q̃(Φ̃t) fulfills the
linear parabolic equation

∂tQ̃t = DQ̃(Φ̃t)Q̃t.

Since Φ̃t is in a bounded Hk neighborhood, the coefficients of this parabolic equation have
uniform bounds. Hence we can apply the interior estimate 4.12 to obtain

‖Q̃T+δ‖Hk ≤ ‖Q̃‖L2([T,∞),H−3) ≤ Ce−µT ≤ Ĉe−µ(T+δ),

which is the claim of the lemma.

With the proof of this lemma, the proof of the stability theorem for absolute minimizers is
finished. We now turn to the case of minimizers of the energy under a volume constraint. A
slight complication arises from the fact that the critical set of the volume constrained energy
is not known to be smooth. We introduce the following notion of admissible sets: the critical
set of an analytical function is called admissible, if the exponent θ in the corresponding
Łojasiewicz inequality is strictly larger than 3/2. The theorem can then be stated as follows.
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Theorem 4.13.
Suppose Φ̄ = (ḡ, ϕ̄) ∈ N is a volume constrained minimizer of E. Suppose that the isometry
group of ḡ is discrete and suppose that the critical set is admissible. Given k > n

2
+ 5 there

exists a Hk neighborhood U of Φ̄, such that the volume constrained spinor flow with initial
condition Φ ∈ U exists for all times and converges to a volume constrained critical point. If
the critical set is smooth the rate of convergence to the critical point is exponential. If the
critical set is not smooth, the rate of convergence is O(T−κ) where κ = 2θ−3

2−θ , where θ is the
exponent in the Łojasiewicz inequality at Φ̄.

The proof of this theorem is essentially the same as for the case of absolute minimizers. The
only serious difference is the fact that if the critical set is not smooth, we have a different
Łojasiewicz inequality. Rather than exponential decay as in lemma 4.11, we have instead

‖˚̃Q(Φ̃t)‖Hk ≤ C
1

1 + tβ

with β = θ−1
2−θ . Following the argument in the proof of 4.9, the spinor flow converges, if∫ ∞

T

‖˚̃Q(Φ̃t)‖Hkdt <∞.

It is a simple matter to check that ∫ ∞
T

1

1 + tβ
dt <∞,

if θ ≥ 3
2
. Hence the condition on θ as in the statement of the theorem is sufficient to ensure

convergence of the spinor flow to a critical point Φ∞ and

dHk(Φ∞,ΦT ) ≤
∫ ∞
T

‖Q̃(Φt)‖Hkdt ≤ C
1

T κ
.
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Chapter 5

The spinor flow on surfaces

In chapter 2 we have seen that the spinorial energy on surfaces behaves very differently than
in higher dimensions. In this chapter we study the analytical behavior of the spinor flow on
surfaces. In particular we will give criteria for the blow up of the spinor flow. On a surface,
any family of metrics g(t) can be rewritten as e2u(t)ḡ(t), where u(t) ∈ C∞(M) and ḡ(t) is a
constant curvature metric. Any geometric flow on a surface can be studied by investigating
the behaviour of u(t) and ḡ(t) along the flow. We will follow this approach for the spinor
flow, which has been introduced by Buzano and Rupflin in [11] to study the harmonic Ricci
flow and which we have discussed in a general setting in chapter 3.
Before treating the spinor flow itself, we first study the spinor flow restricted to one conformal
class. It will turn out that the evolution of the conformal factor u(t) is closely linked to this
restricted flow.
Throughout the whole chapter M will be a closed surface of genus γ > 0 with a fixed
topological spin structure. The following theorems are the main results of this chapter.

Theorem 5.1.
Suppose (gt, ϕt), t ∈ [0, T ) is a solution of the conformal spinor flow on M and suppose

sup
0≤t<T

∫
M

|Rgt |2 volgt +

∫
M

|∇gtϕt|q volgt <∞

for some q > 4. Then the solution (gt, ϕt) can be extended to a smooth solution on an interval
[0, T + δ) for some δ > 0.

Theorem 5.2.
Suppose (gt, ϕt), t ∈ [0, T ) is a solution of the spinor flow on M and suppose

sup
x ∈M,

0 ≤ t < T

|∇2ϕ| <∞.

Then the solution (gt, ϕt) can be extended to a smooth solution on an interval [0, T + δ) for
some δ > 0.
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Theorem 5.3.
Suppose (gt, ϕt), t ∈ [0, T ) is a solution of the spinor flow on M and suppose

sup
0≤t<T

∫
M

|∇2ϕt|q volgt <∞

for some q > 8 and
inf

0≤t<T
inj(gt) > 0.

Then the solution (gt, ϕt) can be extended to a smooth solution on an interval [0, T + δ) for
some δ > 0.

5.1 Conformal spinor flow

Suppose g is a metric on M . The conformal class of g is denoted by [g] and given by the set

{e2ug : u ∈ C∞(M)}.

We can restrict the space of sections of the universal spinor bundle F to this subspace of
metrics. We denote that space by F c,

F c = F cg =
{

(e2ug, ϕ) ∈ F : u ∈ C∞(M) and ϕ ∈ Γ(Σe2ugM)
}
.

Within F c, the subset of pairs of metrics and unit spinor fields is given by

N c = N c
g = {(e2ug, ϕ) ∈ F c : |ϕ| = 1}.

We denote by Ec the restriction of E to N c:

Ec = E|N c : N c → R

and by Dc the restriction of D to N c.
The conformal spinor flow is the negative gradient flow of Ec or equivalently of Dc. The next
sections will present the flow equations, evolution equations of certain associated quantities
and finally the blow up criterium from the introduction.

5.1.1 Derivation of the gradient

The gradient of Ec can be computed in two separate ways. The first is to take the known
formula for the gradient of E and project it onto the tangent space of N c. The second way
is to parametrize F c by the set C∞(M) × Γ(ΣgM) and directly compute the variation with
respect to this parametrization.
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It is useful to briefly consider these approaches abstractly. In the first case, let f : M → R
be some smooth function and let ι : N ↪→M be a submanifold. Suppose g is a metric on M .
Then equip N with the submanifold metric ι∗g. Then for v ∈ TpN ⊂ TpM we have

g|N(gradN(f ◦ ι), v) = d(f ◦ ι)v = dfv = g(gradM f, v).

This implies
gradN(f ◦ ι) = P gradM f,

where
P : TM |N → TN

is the orthogonal projection.
In the second case, assume f : M → R is a smooth function and ϕ : N →M is a diffeomor-
phism. Let g be a metric on M and denote by ϕ∗g the pullback metric on N . Then we have
for v ∈ TpN

ϕ∗g(gradN(f ◦ ϕ), v) = d(f ◦ ϕ)v = (df ◦Dϕ)v = g(gradM f,Dϕv).

Hence we have (by definition of the pullback metric)

gradM f = Dϕ gradN(f ◦ ϕ).

To compute the gradient of Ec by the first method, first note that the tangent space of N c

at (gu, ϕ), with gu = e2ug, is given by

T(gu,ϕ)N c = {fgu : f ∈ C∞(M)} ⊕ Γ(ϕ⊥).

The orthogonal projection
Pc : T(gu,ϕ)F → T(gu,ϕ)F c

is given by

(h, ψ) 7→
(

1

2
(trgu h)gu, ψ

)
.

Thus to compute the gradient we have to compute the trace of

(grad E)1 =
1

4
|∇gϕ|2g +

1

4
divg Tg,ϕ −

1

2
〈∇gϕ⊗∇gϕ〉.

The trace of the first term is
1

2
|∇gϕ|2

and the trace of the last term is
−1

2
|∇gϕ|2,

i.e. both terms cancel. Notice that this is specific to dimension 2! In general

trg

(
1

4
|∇gϕ|2g

)
=
n

4
|∇gϕ|2

and there is no cancellation. The trace of the middle term is computed in the next proposition.
This formula can also be found in [3].
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Proposition 5.4.
Suppose (g, ϕ) ∈ N . Then

trg divg Tg,ϕ = 〈D2
gϕ, ϕ〉 − |Dgϕ|2 (5.5)

=
1

4
Rg + |∇gϕ|2 − |Dgϕ|2 (5.6)

Proof. Let ei be a synchronous orthonormal frame at p. Then we compute at p

trg divg Tg,ϕ = −
∑
i,j

(∇ejTg,ϕ)(ej, ei, ei)

= −
∑
i,j

ejTg,ϕ(ej, ei, ei)

= −
∑
i,j

ej〈ej · ei · ϕ,∇eiϕ〉

= −
∑
i 6=j

ej〈ej · ei · ϕ,∇eiϕ〉 because 〈∇Xϕ, ϕ〉 = 0

= −
∑
i,j

(
〈ej · ei · ∇ejϕ,∇eiϕ〉+ 〈ej · ei · ϕ,∇ej∇eiϕ

)
= −

∑
i,j

(
〈ei · ∇eiϕ, ej · ∇ejϕ〉 − 〈ej · ∇ej(ei · ∇eiϕ), ϕ〉

)
= −|Dϕ|2 + 〈D2ϕ, ϕ〉.

The second identity follows immediately from the Lichnerowicz formula

D2
gϕ = ∇g∗∇gϕ+

Rg

4
ϕ

and the formula
〈∇g∗∇gϕ, ϕ〉 = |∇gϕ|2

for unit spinors.

These calculations imply the following proposition.

Proposition 5.7 (Gradient of Ec).
The gradient of Ec at (gu, ϕ) ∈ N c is given by

grad Ec(gu, ϕ) =

(
1

8

(
〈D2

guϕ, ϕ〉 − |Dguϕ|2
)
gu, ∇gu∗∇guϕ− |∇guϕ|2ϕ

)
(5.8)

It is worth mentioning that the metric component of the gradient of Ec depends on ϕ only
up to first order, in contrast to the gradient of E , which contains second order terms. We will
later see that the spinorial component of the gradient of Ec depends on the metric only to first

134



order, which is not obvious here. Thus, restricting to conformal metrics has the surprising
effect of partially decoupling the metric and the spinorial component of the gradient. This
decoupling will be much more visible in the second approach to computing the gradient,
which we will pursue now.
To this end, we introduce the spaces

F c = C∞(M)× Γ(ΣgM)

and
N c = C∞(M)× Γ(S(ΣgM)).

The tangent space of F c at any point can be identified with F c, whereas the tangent space
of N c at (u, ϕ) ∈ N c is the space C∞(M)× Γ(ϕ⊥).
A parametrization of F c is given by the mapping

ξ : F c → F c

(u, ϕ) 7→
(
e2ug, B̂g

e2ugϕ
)

This parametrization restricts to a parametrization of N c by N c. Given (u, ϕ) ∈ N c and
(v, ψ) ∈ T(u,ϕ)F

c = F c, the differential of ξ is given by

Dξ(u, ϕ)(v, ψ) =
(

2ve2ug,Bg
e2ugψ

)
.

To compute the pullback metric on F c, let (vi, ψi) ∈ T(u,ϕ)F
c, i = 1, 2. Denoting the pullback

metric by L2(u) we have

((v1, ψ1), (v2, ψ2))L2(u) = (Dξ(u, ϕ)(v1, ψ1), Dξ(u, ϕ)(v1, ψ1))L2(e2ug)

=
(

(2v1e
2ug, B̂g

e2ug(ψ1)), (2v2e
2ug, B̂g

e2ug(ψ2))
)
L2(e2ug)

= 4
(
v1e

2ug, v2e
2ug
)
L2(e2ug)

+ (ψ1, ψ2)L2(e2ug)

= 4

∫
M

v1v2(e2ug)(e2ug, e2ug) vole2ug +

∫
M

〈ψ1, ψ2〉 vole2ug

= 8

∫
M

v1v2e
2u volg +

∫
M

〈ψ1, ψ2〉e2u volg,

where to pass to the last line we used gu(gu, gu) = e2ug(e2ug, e2ug) = 2.
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The functionalDc can now be computed with respect to the parametrization ξ. Let (u, ϕ) ∈ N c.
Using formula 2.33, we obtain

Dc(ξ(u, ϕ)) =
1

2

∫
M

|DguB̂
g
guϕ|2 volgu

=
1

2

∫
M

∣∣∣∣e−u(Dgϕ+
1

2
gradg u · ϕ

)∣∣∣∣2 e2u volg

=
1

2

∫
M

|Dgϕ+
1

2
gradg u · ϕ|2 volg

=
1

2

∫
M

|Dgϕ|2 volg +
1

2

∫
M

〈Dgϕ, gradg u · ϕ〉 volg +
1

8

∫
M

|du|2g volg

The following two lemmas help simplify this expression further.

Lemma 5.9.
For any X ∈ TM and ϕ ∈ N , the following formula holds

〈Dϕ,X · ϕ〉 = β(JX) = − ∗ β(X)

where
β(X) = 〈∇g

Xϕ, ω · ϕ〉.

Proof. Suppose |X| = 1. The other cases follow by linearity. Then

〈Dgϕ,X · ϕ〉 = 〈X · ∇g
Xϕ+ JX · ∇g

JXϕ,X · ϕ〉
= 〈JX · ∇g

JXϕ,X · ϕ〉
= −〈∇g

JXϕ, JX ·X · ϕ〉
= 〈∇g

JXϕ, ω · ϕ〉
= β(JX) = −(∗β)(X)

Lemma 5.10.
For ϕ ∈ N and β ∈ Ω1(M) defined by

β(X) = 〈∇g
Xϕ, ω · ϕ〉

the following formula holds
∗dβ = −〈D2

gϕ, ϕ〉+ |Dgϕ|2.

Using this lemma, we can show the following proposition.

Proposition 5.11.
Suppose (u, ϕ) ∈ N c. Then

Dc(ξ(u, ϕ)) =
1

2

∫
M

|Dgϕ|2 volg +
1

2

∫
M

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)
u volg +

1

8

∫
M

|du|2g volg .
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Proof. Only the middle term on the right hand side still needs to be justified. This is now a
simple matter of calculation and applying Stokes theorem:∫

M

〈Dgϕ, gradg u · ϕ〉 volg = −
∫
M

∗β(gradu) volg

= −
∫
M

g(du, ∗β) volg

= −
∫
M

du ∧ ∗ ∗ β

= −
∫
M

du ∧ β

= −
∫
M

d(uβ) +

∫
M

udβ

=

∫
M

u
(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)

volg

Notice the formal similarity between the Liouville energy

EL(gu) =
1

2

∫
M

|du|2g +Rgu volg

and the term
1

2

∫
M

1

4
|du|2g +

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)
u volg .

Indeed, applying the Lichnerowicz formula, we could also write

1

2

∫
M

1

4
|du|2g +

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)
u volg =

1

2

∫
M

1

4
|du|2g +

(
1

4
Rg + |∇gϕ|2 − |Dgϕ|2

)
u volg

=
1

4
EL(gu) +

1

2

∫
M

(
|∇gϕ|2 − |Dgϕ|2

)
u volg

As mentioned earlier, the decoupling phenomenon becomes clearer in this parametrization.
Moreover, we discover a relationship to the Ricci flow on surfaces, since the negative gradient
flow of the Liouville energy is precisely the Ricci flow.
Using the proposition, it is now straightforward to calculate the first variation of Dc ◦ ξ.

Proposition 5.12 (First variation of Dc ◦ ξ).
Suppose (u, ϕ) ∈ N c and (v, ψ) ∈ T(u,ϕ)N

c. Then the first variation of Dc◦ξ in the conformal
direction is is given by

d

dt

∣∣∣
t=0
Dc(ξ(u+ tv, ϕ)) =

1

2

∫
M

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)
v +

1

2
∆guv volg

and the first variation in the conformal direction is given by

d

dt

∣∣∣
t=0
Dc(ξ(u, ϕ+ tψ)) =

∫
M

〈
D2
gϕ− gradg u ·Dgϕ−∇g

graduϕ, ψ
〉

volg .
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Proof. The variation in the conformal direction is obvious, using the formula∫
M

g(du, dv) volg =

∫
M

∆guv volg .

For the variation in spinorial direction, we first calculate

d

dt

∣∣∣
t=0

1

2

∫
M

|Dgϕ|2 volg =

∫
M

〈Dgϕ,Dgψ〉 volg

=

∫
M

〈D2
gϕ, ψ〉 volg .

For the second term we compute

d

dt

∣∣∣
t=0

1

2

∫
M

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)
u volg =

1

2

∫
M

(
〈D2

gψ, ϕ〉+ 〈D2
gϕ, ψ〉

)
u volg−

∫
M

〈Dgϕ,Dgψ〉u volg

=
1

2
(D2

gψ, uϕ)L2 +
1

2
(uD2

gϕ, ψ)L2 − (uDgϕ,Dgψ)L2

=
1

2
(D2

g(uϕ), ψ)L2 +
1

2
(uD2

gϕ, ψ)L2 − (Dg(uDgϕ), ψ)L2

= (uD2
gϕ, ψ)L2 − (uD2

gϕ, ψ)L2 +
1

2
(∆guϕ, ψ)L2

− (∇g
gradg u

ϕ, ψ)L2 − (gradg u ·Dgϕ, ψ)L2

= (−∇g
gradg u

ϕ− gradg u ·Dgϕ, ψ)L2 ,

where we used the formulas 2.21, 2.23 for Dg(fϕ) and D2
g(fϕ) as well as the fact that

〈ϕ, ψ〉 = 0.

Finally, we can compute the gradient of Dc ◦ ξ with respect to the pullback metric on N c.
By our initial considerations, the pushforward of this gradient is precisely the gradient of Dc
on N c.

Proposition 5.13 (Gradient of Dc ◦ ξ).
Suppose (u, ϕ) ∈ N c. Then

(grad(Dc ◦ ξ))1(u, ϕ) = e−2u

(
1

32
∆gu+

1

16
(〈D2

gϕ, ϕ〉 − |Dgϕ|2)

)
(grad(Dc ◦ ξ))2(u, ϕ) = e−2u

(
∇g∗∇gϕ− gradg u ·Dgϕ−∇g

gradg u
ϕ

− |∇gϕ|2ϕ+ 〈gradg u ·Dgϕ, ϕ〉ϕ
)

Proof. For the sake of brevity we introduce

Gi = (grad(Dc ◦ ξ))i(u, ϕ)

138



for i = 1, 2. Then we have for v ∈ C∞(M)

(G1, v)L2(u) = 8

∫
M

G1ve
2u volg =

d

dt

∣∣∣
t=0
Dc(ξ(u+ tv, ϕ)).

Thus, by the previous proposition∫
M

G1ve
2u volg =

1

16

∫
M

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)
v +

1

2
∆guv volg .

Hence
G1 = e−2u

(
1

32
∆gu+

1

16

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
))

as claimed. Likewise for ψ ∈ Γ(ϕ⊥),

(G2, ψ)L2(u) =

∫
M

〈G2, ψ〉e2u volg =
d

dt

∣∣∣
t=0
Dc(ξ(u, ϕ+ tψ)).

By the previous proposition∫
M

〈G2, ψ〉e2u volg =

∫
M

〈
D2
gϕ− gradg u ·Dgϕ−∇g

graduϕ, ψ
〉

volg .

Thus G2 is the orthogonal projection of

e−2u
(
D2
gϕ− gradg u ·Dgϕ−∇g

graduϕ
)

onto Γ(ϕ⊥). Because |ϕ| = 1, the term ∇g
graduϕ is already orthogonal to ϕ. The orthogonal

projection of D2
gϕ can be computed to be

∇g∗∇gϕ− |∇gϕ|2ϕ

using 〈∇g∗∇gϕ, ϕ〉 = |∇gϕ|2 and the Lichnerowicz formula. The projection of gradg u ·Dgϕ
is given by

gradg u ·Dgϕ− 〈gradg u ·Dgϕ, ϕ〉ϕ.

This yields the claimed formula for the gradient in spinorial direction:

G2 = e−2u
(
∇g∗∇gϕ− gradg u ·Dgϕ−∇g

gradg u
ϕ− |∇gϕ|2ϕ+ 〈gradg u ·Dgϕ, ϕ〉ϕ

)
.
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5.1.2 Evolution equation for the Liouville energy

In this very short section we compute the evolution equation for the Liouville energy

EL(gu) =
1

2

∫
|du|2g +Rgu volg .

This is necessary to apply the compactness theorem for metrics within a conformal class.
Denote by

σ = 〈D2
gϕ, ϕ〉 − |Dgϕ|2 =

1

4
Rg + |∇gϕ|2 − |Dgϕ|2.

Proposition 5.14.
Suppose (gt, ϕt) is a solution of the conformal spinor flow. Then

∂tEL(gt) = − 1

32

∫
M

Rgtσt volgt = − 1

128

∫
M

R2
gt volgt −

1

32

∫
M

Rgt

(
|∇gtϕt|2 − |Dgtϕt|2

)
volgt .

Proof. Suppose gt = e2utg. We then compute

∂tEL(gt) = ∂t
1

2

∫
M

|dut|2g +Rgut volg

=

∫
M

g(dut, d∂tut) volg +
1

2
Rg∂tut volg

=

∫
M

(∆gut +Kg)∂tut volg

=

∫
M

Kgt∂tut volgt

= − 1

32

∫
M

Rgσt volg,

where in the last step we used that

∂tut = − 1

16
σt.

5.1.3 A guide to reading the proofs of the blow up criteria

In the following we will prove different blow up criteria. The proofs follow similar strategies.
Certain results from regularity theory are used again and again without referencing the
theorem by number every time. To close this gap we give the references here. When we
appeal to Schauder theory for parabolic equations, we mean theorems 1.15 and 1.23. For
higher derivatives 1.16 comes into play. When we refer to Lp theory for parabolic equations,
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we think of theorems 1.17 and 1.25. For parabolic equations we will also use the so called
Krylov–Safonov estimate which is found in theorem 1.18.
For elliptic equations the Schauder estimates refer to theorem 1.10. This theorem includes
higher derivative estimates and the case when the data is in divergence form. The Lp theory
for elliptic operators is found in theorem 1.11. This also includes the case when the data is
in divergence form. We will also consider time-dependent solutions of elliptic equations, i.e.
a function defined defined on a spacetime such that the function satisfies an elliptic equation
on every time slice. In that case we need to study the temporal continuity of the solution.
These results are found in 1.2.3.
We illustrate how we apply such a theorem in an example. Suppose

Pu = f

is an elliptic equation. Now suppose we know f ∈ Cα and u ∈ L2. Then rather than writing
explicitly

‖u‖C2,α ≤ C (‖f‖Cα + ‖u‖L2) ,

we will write
f ∈ Cα and u ∈ L2

implies
u ∈ C2,α.

Thus u ∈ C2,α is to be read as u is a member of C2,α and there is a bound for ‖u‖C2,α .
The functions and maps we will consider will all be defined on a spacetime M × [0, T ]. For
concreteness let f : M × [0, T ]→ R. By

ft ∈ Lp

we will mean that ft : M × {t} → R is in Lp(M) for every t ∈ [0, T ] and there is a uniform
bound on ‖ft‖Lp(M×{t}). On the other hand we will write

f ∈ Lp(M × [0, T ]),

when we mean that f is p-integrable over the spacetime.

5.1.4 A blow up criterium for the conformal spinor flow

The evolution of the Liouville energy along the spinor flow can be used to give a blow up
criterium for the conformal spinor flow. Before we turn to that, we will prove the following
lemma.

Lemma 5.15.
Suppose (gt, ϕt), t ∈ [0, T ) is a solution of the conformal spinor flow on M and suppose

‖u‖
C
α,α/2
2 (M×[0,T ))

≤ C,
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‖ϕ‖
C
α,α/2
2 (M×[0,T ))

≤ C.

Then all higher space and time derivatives of (gt, ϕt) can be bounded in terms of C.

Proof. This is a standard bootstrapping argument. The evolution equation for u is given by

∂tut +
1

32
e−2ut∆gut = − 1

16
e−2ut(〈D2

gϕt, ϕt〉 − |Dgϕt|2).

The left hand side is a strictly parabolic operator with Cα,α/2
2 coefficients. Since

〈D2
gϕ, ϕ〉 = |∇gϕ|2 +

1

4
Rg,

it follows that the right hand side is in Cα,α/2
1 . (Since g is a fixed smooth metric, the Rg term

is in C∞.) Hence by parabolic regularity

u ∈ C2+α,1+α/2
1 ⊂ C

α,α/2
3 .

The evolution equation for ϕ is given by

∂tϕt+
1

32
e−2ut∇g∗∇gϕt = e−2ut

(
− gradg ut ·Dgϕt −∇g

gradg ut
ϕt − |∇gϕt|2ϕt + 〈gradg ut ·Dgϕt, ϕt〉ϕt

)
.

Again, the right hand side is in Cα,α/2
1 and Schauder theory again improves this to

ϕ ∈ C2+α,1+α/2
1 ⊂ C

α,α/2
3 .

It then follows that
∂tut +

1

32
e−2ut∆gut ∈ Cα,α/2

2

and hence
ut ∈ C2+α,1+α/2

2 ⊂ C
α,α/2
4 .

The same argument applies to ϕ. Repeating this line of argument inductively yields estimates
for all space and time derivatives as claimed.

Using the lemma, proving the blowup criterium is then a matter of showing a Cα,α/2
2 bound.

Theorem 5.16.
Suppose (gt, ϕt), t ∈ [0, T ) is a solution of the conformal spinor flow on M and suppose

sup
0≤t<T

∫
M

|Rgt |2 volgt +

∫
M

|∇gtϕt|q volgt <∞

for q > 4. Then the solution (gt, ϕt) can be extended to a smooth solution on an interval
[0, T + δ) for some δ > 0.
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Proof. We can bound the evolution of the Liouville energy

∂tEL(gt) = − 1

128

∫
M

R2
g volg−

1

32

∫
M

Rg

(
|∇gϕ|2 − |Dgϕ|2

)
volg

≤ − 1

128

∫
M

R2
g volg +ε

∫
M

R2
g volg +C(ε)

∫
M

(
|∇gϕ|2 − |Dgϕ|2

)2
volg

for any ε > 0. In particular, if
∫
M
|∇gϕ|4 volg is uniformly bounded on [0, T ), then so is the

Liouville energy. Together with the uniform bound on the L2 norm of the curvature and the
fact that the spinor flow on surfaces preserves volume, this implies that theorem 3.14 applies
to the family gt, 0 ≤ t < T, and hence that there exists a uniform bound

‖ut‖H2(M,g) ≤ C for all 0 ≤ t < T,

where g is the constant curvature metric in the same conformal class as gt and ut is the
conformal factor of gt, i.e. gt = e2utg. Notice that this bound on ut also implies a uniform
bound

‖ut‖C0 ≤ C̃

by Sobolev embedding.
This uniform bound on ut will allow us to apply parabolic regularity to obtain that all Ck,α

norms of ut and ϕt are uniformly bounded on [0, T ). This implies that the limits limt→T ut
and limt→T ϕt exist in C∞. Short time existence for smooth initial data then implies that
there exists a solution of the spinor flow on [T, T + δ) for some δ > 0, proving the theorem.
The evolution equations for ut and ϕt are given by

∂tut = e−2ut

(
− 1

32
∆gut −

1

16
(〈D2

gϕt, ϕt〉 − |Dgϕt|2)

)

∂tϕt = e−2ut

(
− 1

32
∇g∗∇gϕt − gradg ut ·Dgϕt −∇g

gradg ut
ϕt − |∇gϕt|2ϕt + 〈gradg ut ·Dgϕt, ϕt〉ϕt

)
.

We can rewrite the evolution equation for ut as

∂tut +
1

32
e−2ut∆gut = − 1

16
e−2ut(〈D2

gϕt, ϕt〉 − |Dgϕt|2).

Notice that on a surface

|∇gtϕ|2gt − |Dgtϕ|2 = e−2ut(|∇gϕ|2g − |Dgϕ|2),

see equation 2.34. Thus, because the norms gt are uniformly equivalent to g, we obtain

‖e−2ut(|∇gϕt|2 − |Dgϕt|2)‖Lp(M,g) ≤ C‖e−2ut(|∇gϕt|2 − |Dgϕt|2)‖Lp(M,gt)

= C‖|∇gtϕt|2gt − |Dgtϕt|2‖Lp(M,gt)

≤ C‖∇gtϕt‖2
L2p(M,gt)

.
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Hence
∂tut +

1

32
e−2ut∆gut

is uniformly bounded in Lp, if p ≤ q/2. This implies by Lp theory that u ∈ W 2,1
p . By the

Sobolev embedding
W 2,1
p ↪→ Cα,α/2,

u is Hölder continuous on M × [0, T ]. (Before we only had Hölder continuity on time slices.)
We now consider the evolution of ϕt:

∂tϕt +
1

32
e−2ut∇g∗∇gϕt = ψt,

where

ψt = e−2ut
(
− gradg ut ·Dgϕt −∇g

gradg ut
ϕt − |∇gϕt|2ϕt + 〈gradg ut ·Dgϕt, ϕt〉ϕt

)
.

We want to obtain an Lp bound for the right hand side ψt. The e−2u factor is irrelevant,
because u is bounded in C0. The terms gradg u · Dgϕ and ∇g

gradg u
ϕ both have the same

structure and thus can both be treated in the same way. Since u ∈ H2, gradg u ∈ H1 and
thus gradg u is bounded in Lp for every p. On the other hand Dgϕ and ∇gϕ are bounded in
Lq. This implies that gradg u · Dgϕ and ∇g

gradg u
ϕ are bounded in Lq̂ for every q̂ < q. The

same holds for the term 〈gradg u ·Dgϕ, ϕ〉ϕ. Finally, the term |∇gϕ|2ϕ is bounded in Lq/2.

Thus ∂tϕt + 1
32
e−2ut∇g∗∇gϕt is bounded in Lq/2(M × [0, T ]) and hence ϕ ∈ W 2,1

q/2(M × [0, T ])

by Lp theory. In particular, ϕ is Cα,α/2 continuous.
To recap, we have shown that u and ϕ are (spatially and temporally) Hölder continuous. We
want to use Schauder estimates to show that u and ϕ are actually C

α,α/2
2 . To do this we

need that the right hand sides in the evolution equations of ut and ϕt are Hölder continuous.
So far we have shown this for no term appearing on the right hand sides, since all of them
contain derivatives of either u or ϕ. Thus we now examine the evolution equations of dut
and ∇gϕt. We will conclude that these quantities are also Hölder continuous, allowing us to
use the Schauder estimates to conclude that indeed u and ϕ are in Cα,α/2

2 .
We begin with du. Recall that

d∆gu = ∇g∗∇gdu+Rgdu.

Differentiating ∂tut + 1
32
e−2ut∆gut then yields

∂tdut +
1

32
e−2ut∇g∗∇gdut −

1

16
e−2ut(∆gut)dut +

1

32
e−2utRgdut.

Notice that 1
16
e−2u(∆gu)du is in Lp(M×[0, T ]) for every p < q/2 by previous results. Likewise,

1
32
e−2utRgdut is in Lp for every p. Differentiating e−2u (|∇gϕ|2 − |Dgϕ|2) yields

e−2u(|∇gϕ|2 ∗ du+∇g∇gϕ ∗ ∇gϕ).

144



Since du is in Lp for every p and |∇gϕ|2 is in Lq/2, their product is in Lr for every r < q/2.
We know that ∇g∇gϕ is bounded in Lq/2(M × [0, T ]). Since ∇gϕ is in Lp(M × [0, T ]) for
every p, this implies ∇g∇gϕ ∗ ∇gϕ ∈ Lr(M × [0, T ]) for every r < q/2. Applying parabolic
regularity thus implies

du ∈ W 2,1
r

for every r < q/2. This also implies

du ∈ Cα,α/2.

Now we differentiate the evolution equation for ϕt in space. For the left hand side ∂tϕt + 1
32
e−2ut∇g∗∇gϕt

we obtain

∂t∇gϕt −
1

16
e−2utdut∇g∗∇gϕt +

1

32
e−2ut∇g∗∇g∇gϕt +Rg ∗ ∇gϕt + (dRg) ∗ ϕt.

The last two terms come from commuting ∇g and the connection Laplace ∇g∗∇g. Since g is
a fixed metric and since ∇gϕ is bounded in Lp(M × [0, T ]) for every p, we know that both
terms containing the curvature are bounded in Lp(M × [0, T ]).
We now differentiate the right hand side ψ spatially. This comes out to

e2u∇gψ =− 2duψ

−∇g gradg u ·Dgϕ− gradg u · ∇gDgϕ

−∇g
∇g graduϕ− (∇g∇gϕ)(·, gradu)

− d|∇gϕ|2ϕ− |∇gϕ|2∇gϕ

+ d(〈gradg u ·Dgϕ, ϕ〉)ϕ+ 〈gradg u ·Dgϕ, ϕ〉∇gϕ

Notice that ψ is bounded in Lq/2. Since du is bounded in Lp for every p, we get that duψ is
bounded in every Lr with r < q/2. The terms gradg u ·Dgϕ and ∇g

gradg u
ϕ behave the same

way, so we only examine the term gradg u · Dgϕ. Its space derivative consists of the terms
∇g gradg u · Dgϕ and gradg u · ∇gDgϕ. Since gradg u is in Lp for every p and since ϕ is in
W 2,1
q/2, we conclude that

gradg u · ∇gDgϕ ∈ Lr for every r < q/2.

On the other hand, we already know that du ∈ W 2,1
r for every r < q/2. This implies

∇gdu ∈ W 1,r(M× [0, T ]), whereW 1,r(M× [0, T ]) is the isotropic Sobolev space onM× [0, T ].
By Sobolev embedding ∇g gradg u ∈ Lp(M × [0, T ]) for every p, and we obtain that

∇g gradg u ·Dgϕ ∈ Lp for every p.

The term d|∇gϕ|2 is of the form ∇g∇gϕ ∗ ∇gϕ. We have already seen that such a term is
in Lr for every r < q/2. The term ∇gϕ is in Lp(M × [0, T ]) for every p, and thus so is
|∇gϕ|2∇gϕ. The term d(〈gradg u ·Dgϕ, ϕ〉)ϕ is in every Lr, r < q/2 by the above argument
and the term 〈gradg u ·Dgϕ, ϕ〉ϕ∇gϕ is in every Lp(M × [0, T ]).
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In conclusion, we obtain

∂t∇gϕt + e−2ut∇g∗∇g∇gϕt ∈ Lr(M × [0, T ])

for all r < q/2. Thus ∇gϕ ∈ W 2,1
r and hence

∇gϕ ∈ Cα,α/2.

We have shown that
∂tut + e−2u∆gut ∈ Cα,α/2

and
∂tϕt + e−2u∇g∗∇gϕ ∈ Cα,α/2.

This means that both ut and ϕt are in C2+α,1+α and applying lemma 5.15 finishes the proof.

Remark. Had we assumed instead q > 8, then we would have had u, ϕ ∈ W 2,1
p with p > 4 in

the first step. This would have implied

u, ϕ ∈ Cα,α/2
1

and hence we would have immediately obtained

∂tut +
1

32
e−2ut∆gu ∈ Cα,α/2

and
∂tϕt +

1

32
e−2u∇g∗∇gϕ ∈ Cα,α/2.

At that point we would have been finished, because then u, ϕ ∈ C2+α,1+α/2.

5.2 Blow up criteria in the general case

In this section we decompose the spinor flow on surfaces using the framework from section
3.5. Assume (g̃t, ϕ̃t) solves the spinor flow equation on a surface M , i.e.

∂tg̃t = −1

4
|∇g̃tϕ̃t|2g̃t −

1

4
divg̃t Tg̃t,ϕ̃t +

1

2
〈∇g̃tϕ̃t ⊗∇g̃tϕ̃t〉

∂tϕ̃t = −∇g̃t∗∇g̃tϕ̃t + |∇g̃tϕ̃t|2ϕ̃t.

Now assume that (ḡt, ut, ϕt, ft) is the corresponding split flow. We also denote gt = e2ut ḡt.
Recalling that

trgQ1(g, ϕ) = −1

4

(
〈D2

gϕ, ϕ〉 − |Dgϕ|2
)
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and
L̃Xϕ = ∇g

Xϕ−
1

4
dX[ · ϕ,

we obtain from proposition 3.26 the following evolution equations for the split flow

∂tḡt = Pḡt

(
e−2utQ̊1(gt, ϕt)

)
∂tut = − 1

16

(
〈D2

gtϕt, ϕt〉 − |Dgtϕt|2
)
−Xtut −

1

2
ρt

∂tϕt = −∇gt∗∇gtϕt + |∇gtϕt|2ϕt +∇gt
Xt
ϕt −

1

4
dX[

t · ϕt,

where the vector field Xt and the function ρt are defined by the equations

∆ḡtρt +Rḡtρt = δḡtδḡt(e
−2utQ̊1(gt, ϕt))

δḡtδ
∗
ḡtX

[
t = −δḡt(e−2utQ̊1(gt, ϕt) + ρtḡt)

on every time slice M × {t}. To apply the parabolic regularity theory as we did in the
conformal spinor flow setting, we will need a precise understanding which functions spaces
the right hand sides of these equations are members of. For most of the terms this can be
read directly from the structure of the term. For the expression δḡt(e−2utQ̊1(gt, ϕt)) however,
we need to use the Bianchi identity 2.52 to obtain better control. This is the content of the
following lemma.

Lemma 5.17.
Suppose dimM = 2 and h ∈ Γ(�2T ∗M) and g, ḡ are conformal metrics related by g = e2uḡ.
Then

δḡ(e
−2uh) = δgh− trg hdu+ 2h(gradg u, ·).

In particular

δḡ(e
−2uQ̊1(g, ϕ)) =

1

2
d trgQ1(g, ϕ) + 2Q̊1(g, ϕ)(gradg u, ·).

Proof. The Levi–Civita connection behaves under conformal change as follows

∇ḡ
XY = ∇g

XY − (Xu)Y − (Y u)X + g(X, Y ) gradg u,

whereas given an orthonormal basis ei for g, the vectors euei form an orthonormal basis for
ḡ. The divergence is defined by

δgh = −
∑
i

(∇g
ei
h)(ei, ·).

This formula implies
δg(fh) = fδgh− h(gradg f, ·).

Hence
δḡ(e

−2uh) = e−2uδḡh+ 2e−2uh(gradḡ u, ·) = e−2uδḡh+ 2h(gradg u, ·)
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The induced connection on �2T ∗M satisfies the equation

(∇g
Xh)(V,W ) = Xh(V,W )− h(∇g

XV,W )− h(V,∇g
XW ),

which implies

(∇ḡ
Xh)(V,W ) = (∇g

Xh)(V,W )

+ h((Xu)V,W ) + h((V u)X,W )− h(g(X, V ) gradg u,W )

+ h((Xu)W,V ) + h((Wu)X, V )− h(g(X,W ) gradg u, V ).

Hence

(δḡh)(V ) = −
∑
i

(∇ḡ
eueih)(euei, V )

= e2u
∑
i

(
− (∇g

ei
h)(ei, V )− 2h((eiu)ei, V ) + h(gradg u, V )

− h((eiu)ei, V )− (V u)h(ei, ei) + h(gradg u, g(ei, V )ei)
)

= e2u
(
δgh(V ) + (n− 2)h(gradg u, V )− du(V ) trg h

)
= e2u (δgh(V )− du(V ) trg h) .

From the Bianchi identity 2.52 we get

δgQ1(g, ϕ) = 0.

Since
Q̊1(g, ϕ) = Q1(g, ϕ)− 1

2
trgQ1(g, ϕ)g,

it follows that
δgQ̊1(g, ϕ) =

1

2
d trgQ1(g, ϕ).

Together with the formula for δḡ(e−2uh) above, the claim follows.

This lemma implies the following about ρ.

Lemma 5.18.
The solution ρ of

∆ḡρ+Rḡρ = δḡδḡ(e
−2uQ̊1(g, ϕ))

can be decomposed as

ρ = ρ̃+
1

2
trgQ1(g, ϕ),

where ρ̃ solves

∆ḡρ̃+Rḡρ̃ = −1

2
Rḡ trgQ1(g, ϕ) + 2δḡ

(
Q̊1(g, ϕ)(gradg u, ·)

)
.
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The lemma follows immediately by substitution. The next lemma computes the term δḡQ̊1(g, ϕ)(gradg u, ·),
which is needed to control X.

Lemma 5.19.
Suppose M is 2 dimensional, then

δḡ

(
Q̊1(g, ϕ)(gradg u, ·)

)
= e2u

(
1

2
g(d trgQ1(g, ϕ), du)− g(Q̊1(g, ϕ),∇gdu)

)
.

Proof. First note that for α ∈ Ω1(M)

δḡα = e2u
(
δgα + (n− 2)α(gradg u)

)
and hence in 2 dimensions

δḡα = e2uδgα.

Furthermore for h ∈ Γ(�2T ∗M) and α ∈ Γ(TM)

δgh(α], ·) = (δgh)(α])− g(h,∇gα).

Thus it follows that

δḡ

(
Q̊1(g, ϕ)(gradg u, ·)

)
=

1

2
g(d trgQ1(g, ϕ), du)− g(Q̊1(g, ϕ),∇gdu)

and the claim follows.

We summarize these results in the following proposition.

Proposition 5.20.
The split flow satisfies

∂tut +
1

32
(1−Rḡ)e

−2ut∆ḡtut = − 1

16
(1−Rḡ)

(
1

4
Rḡ + |∇gtϕt|2 − |Dgtϕt|2

)
−Xtut −

1

2
ρ̃t

(5.21a)

∂tϕt +
1

32
e−2ut∇ḡt∗∇ḡtϕt = e−2utψt +∇ḡt

Xt
ϕt −

1

4
dX[

t · ϕt (5.21b)

ψt = − gradḡt ut ·Dḡtϕt −∇
ḡt
gradḡt ut

ϕt − |∇ḡtϕt|2ϕt + 〈gradḡt ut ·Dḡtϕt, ϕt〉ϕt (5.21c)

ρt = ρ̃t +
1

2
trgt Q1(gt, ϕt) (5.21d)

∆ḡt ρ̃t +Rḡρ̃t = −1

2
Rḡ trgt Q1(gt, ϕt) + 2δḡt

(
Q̊1(gt, ϕt)(gradgt ut, ·)

)
(5.21e)

δḡtδ
∗
ḡtX

[
t = δḡt(Q̊1(gt, ϕt) + ρtḡt) (5.21f)

δḡtQ̊1(gt, ϕt)) =
1

2
e2utd trgt Q1(gt, ϕt) (5.21g)
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We first prove a lemma stating that Cα,α/2
2 regularity of ut and ϕt and some assumptions on

ḡt are enough to obtain a uniformly smooth solution. Compare this to lemma 5.15 where we
only needed Cα,α/2 regularity to conclude the same about the conformal spinor flow.

Lemma 5.22.
Suppose (ḡt, ut, ϕt), t ∈ [0, T ) is a solution of the split spinor flow equations onM and suppose

inj(ḡt) > ε > 0,

sup
t∈[0,T )

‖∂tḡt‖L2 <∞,

‖u‖
C
α,α/2
2 (M×[0,T ))

≤ C

and
‖ϕ‖

C
α,α/2
2 (M×[0,T ))

≤ C.

Then all higher space and time derivatives of (gt, ϕt) can be bounded in terms of C.

Proof. By lemma 3.34 the curve ḡt admits uniform estimates in every Ck norm. In particular,
the Laplacians ∆ḡt and the spin Laplacians ∇ḡt∗∇ḡt are all equivalent in the sense that their
coefficients admit a uniform bound in every Ck norm. The evolution equation of ut can be
rewritten as

∂tut +
1

32
e−2ut∆ḡtut = − 1

16

(
1

4
Rḡt + |∇gtϕt|2 − |Dgtϕt|2

)
−Xtut −

1

2
ρt.

Since

ρt = ρ̃t +
1

2
Rḡt trgt Q1(gt, ϕt) = ρ̃t −Rḡt

(
1

32
Rgt +

1

8
|∇gtϕt|2 −

1

8
|Dgtϕt|2

)
and Rg = e−2u(2∆ḡu+Rḡ), the evolution equation can be rewritten once more and we obtain

∂tut +
1

32
e−2ut∆ḡtut

=− 1

16

(
1

4
Rḡt + |∇gtϕt|2 − |Dgtϕt|2

)
−Xtut −

1

2
ρ̃t +Rḡt

(
1

32
Rgt +

1

8
|∇gtϕt|2 −

1

8
|Dgtϕt|2

)
=− 1

16
(1−Rḡt)

(
1

4
Rḡt + |∇gtϕt|2 − |Dgtϕt|2

)
−Xtut −

1

2
ρ̃t +Rḡt

1

32
e−2ut∆ḡtut

or equivalently

∂tut +
1

32
(1−Rḡt)e

−2ut∆ḡtut = − 1

16
(1−Rḡt)

(
1

4
Rḡt + |∇gtϕt|2 − |Dgtϕt|2

)
−Xtut −

1

2
ρ̃t.

Since either Rḡ = 0 or Rḡ = −1, it follows that the left hand side is a uniformly parabolic
operator with Cα,α/2

2 coefficients. To gain an improvement in regularity we aim to show that
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the right hand side is in C
α,α/2
1 . This much is clear for the term in the brackets, because

ϕ ∈ Cα,α/2
2 . Thus it remains to be shown that ρ̃ and Xu are also in Cα,α/2

1 . The function ρ̃
satisfies the elliptic equation

∆ḡt ρ̃t +Rḡt ρ̃t = −1

2
Rḡt trgt Q1(gt, ϕt) + δḡtQ̊1(gt, ϕt)(gradḡt ut, ·)

on every time slice. Since Q1(g, ϕ) ∈ Cα,α/2 we conclude from Schauder estimates for diver-
gence form data and the results from 1.2.3

ρ̃ ∈ C α̂,α̂/2
1

for some 0 < α̂ < α. The loss of Hölder regularity here is of no consequence for us. The
same holds for X, i.e. since

δḡtδ
∗
ḡtX

[
t = δḡt(Q̊1(gt, ϕt) + ρtḡt)

is an elliptic operator and Q̊1(g, ϕ) ∈ Cα,α/2, it follows that

X ∈ C α̂,α̂/2
1 .

We conclude that indeed
∂tut +

1

32
(1−Rḡ)∆ḡtut ∈ C

α̂,α̂/2
1

and hence by Schauder estimates

u ∈ C2+α̂,1+α̂/2
1 ⊂ C

α̂,α̂/2
3

Now we turn to the equation for the spinorial part ϕ. The equation

∂tϕt = −∇gt∗∇gtϕt + |∇gtϕt|2ϕt +∇gt
Xt
ϕt −

1

4
dX[

t · ϕt

can be rewritten as

∂tϕt +
1

32
e−2ut∇ḡt∗∇ḡtϕt

=e−2ut
(
− gradḡt ut ·Dḡtϕt −∇

ḡt
gradḡt ut

ϕt − |∇ḡtϕt|2ϕt + 〈gradḡt ut ·Dḡtϕt, ϕt〉ϕt
)

+∇ḡt
Xt
ϕt −

1

4
dX[

t · ϕt.

The left hand side is a parabolic operator with C
α̂,α̂/2
3 coefficients. On the other hand the

right hand side consists of terms, which depend on the first derivatives of g and ϕ, with the
exception of the terms involving X. These terms are seen to be C α̂,α̂/2

1 . The term ∇ḡ
Xϕ is

C
α̂,α̂/2
1 , because ϕ ∈ C α̂,α̂/2

2 and X ∈ C α̂,α̂/2
1 . The term dX[ · ϕ is more delicate, because a
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derivative of X is involved. Thus we need to show that X ∈ C α̂,α̂/2
2 . Then we can conclude

that dX[ ∈ C α̂,α̂/2
1 . However, we already know u ∈ C α̂,α̂/2

3 . Since X is the solution of

δḡδ
∗
ḡX

[ = δḡ(Q̊1(g, ϕ) + ρḡ),

and ρ ∈ C α̂,α̂/2
1 , it remains to be seen that δḡQ̊1(g, ϕ) ∈ C α̂,α̂/2 to conclude from Schauder

theory that X ∈ C α̂,α̂/2
2 . That δḡQ̊1(g, ϕ) ∈ C α̂,α̂/2 follows from the calculation

δḡQ̊1(g, ϕ)) =
1

2
e2ud trgQ1(g, ϕ)

and the fact that

trgQ1(g, ϕ) = −1

4
(Rg/4 + |∇gϕ|2 − |Dgϕ|2) ∈ C α̂,α̂/2

1 .

For higher regularity of the solution we can repeat this argument.

5.2.1 An integral criterium

We will now show that a much weaker assumption suffices to continue the flow.

Theorem 5.23.
Suppose (gt, ϕt), t ∈ [0, T ) is a smooth solution of the spinor flow on M and suppose

sup
t∈[0,T )

∫
M

|∇2ϕ|q volgt <∞

for some q > 8 and
inf

t∈[0,T )
inj(gt) > 0.

Then the solution (gt, ϕt) can be extended to a smooth solution on an interval [0, T + δ) for
some δ > 0.

Proof. The second covariant derivative of ϕt can be orthogonally decomposed into a sym-
metric and an antisymmetric part:

∇g∇gϕ = (∇g∇gϕ)sym + (∇g∇gϕ)asym.

The antisymmetric part is the curvature of the spin connection. Since the curvature of the
spin connection on a surface is given by

Rg(X, Y )ϕ =
Rg

4
g(X, Y )ω · ϕ,

it follows that for a unit spinor

|(∇g∇gϕ)asymϕ|2 =
1

8
R2
g.
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Consequently, a bound on
∫
M
|∇2ϕ|q volg implies a bound on

∫
M
|Rg|q volg.

Now suppose (g̃t, ϕ̃t) is a smooth solution of the spinor flow on the interval [0, T ) satisfying

sup
0≤t<T

∫
M

|∇2ϕ̃t|q volg̃t <∞

and
inf

0≤t<T
inj(g̃t) > 0.

Consider the corresponding split flow (ḡt, ut, ϕt, ft) and denote gt = e2ut ḡt. Notice that these
bounds are diffeomorphism invariant, so we get the same bounds for (gt, ϕt). Theorem 3.22
applies to the family gt and we obtain that ḡt has injectivity radius bounded from below
and that ut is bounded in C0(M, ǧ) for any fixed metric ǧ. Thus we can apply Lp theory
to the curvature equation to conclude that u ∈ W 2,q, and in particular in C1,α by Sobolev
embedding.
The conditions of lemma 3.35 are met. This is clear from the previous for the injectivity
radius and the bound on u. It remains to be seen that ‖∂tgt‖L2(M,gt) = ‖Q1(gt, ϕt)‖L2(M,gt) is
bounded. Since Q1 has roughly the form ∇2ϕ ∗ϕ+∇gϕ ∗∇gϕ, this is implied by the bound
on ‖∇2ϕ‖Lq . Thus lemma 3.35 applies and ‖∂tḡt‖L2(M,ḡt) is bounded uniformly.

If we also show that u, ϕ ∈ Cα,α/2
2 , then we can apply lemma 5.22 to get uniform estimates

of ut, ϕt in any Ck norm and thus we may pass to a smooth limit as t→ T and the flow can
be restarted at time T , yielding a solution on [0, T + δ) by the short time existence.
Notice that lemma 3.34 applies to the curve ḡt and we hence get uniform control of the
metrics on the interval [0, T ) in any Ck norm.
In the following we indicate the steps we will take to obtain Hölder regularity of u and ϕ
from elliptic and parabolic regularity theory. We denote by r and α regularity exponents,
which we will make precise below. Recall the split flow equations from proposition 5.20. In
a first step we show that ρ̃t, Xt are uniformly bounded in W 1,r. This will then imply that

∂tut +
1

32
(1−Rḡt)e

−2ut∆ḡtut ∈ W 1,r.

This implies by Lp theory
u, du ∈ W 2,1

r .

Using the results so far, we then show that

∂tϕt +
1

32
e−2ut∇ḡt∗∇ḡtϕt ∈ Lr,

which will imply
ϕ,∇ḡϕ ∈ W 2,1

r .

If r > 4, then the anisotropic Sobolev embedding theorem 1.5 implies

u, ϕ ∈ Cα,α/2
2 .
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Step 1. ρ̃ ∈ W 1,q′ for every q′ < q:
Recall that ρ̃t satisfies equation 5.21e:

∆ḡt ρ̃t +Rḡt ρ̃t = −1

2
Rḡt trgt Q1(gt, ϕt) + 2δḡt

(
Q̊1(gt, ϕt)(gradgt ut, ·)

)
.

Note that ∇gϕ ∈ W 1,2. This is because on the one hand ∇gϕ ∈ L2, because ‖∇gϕ‖2
L2 =

2E(g, ϕ) is decreasing along the flow. On the other hand ∇g∇gϕ ∈ Lq by assumption. By
Sobolev embedding we then also have ∇gϕ ∈ Lq. This implies ∇gϕ ∈ W 1,q. Furthermore
Rg ∈ Lq. Since trgQ1(g, ϕ) = −1

4
(Rg/4 + |∇gϕ|2 − |Dgϕ|2), it follows that trgQ1 ∈ Lq.

Since Q1 has the structural form ∇g∇gϕ ∗ ϕ+∇gϕ ∗ ∇gϕ, it follows that Q̊1 ∈ Lq and since
du ∈ W 1,q, it follows that

Q̊1(gt, ϕt)(gradgt ut, ·) ∈ L
q′ for every q′ < q.

By elliptic theory it follows that

ρ̃t ∈ W 1,q′ for every q′ < q.

Step 2. X ∈ W 1,q:
By the previous step we know ρ̃t ∈ W 1,q′ and hence by Sobolev inequality ρ̃t ∈ Lp for every
p. By equation 5.21d, it follows that ρt ∈ Lq. From the equation 5.21f

δḡtδ
∗
ḡtX

[
t = δḡt(Q̊1(gt, ϕt) + ρtḡt),

the claim then follows by elliptic theory.
Step 3. u, du ∈ W 2,1

q′ for every q′ < q:
First we note that we know u is bounded. Thus by the Krylov–Safonov estimate for parabolic
equations 1.18, it suffices to show that

∂tut +
1

32
(1−Rḡ)e

−2ut∆ḡtut ∈ L3,

to conclude that u is Hölder continuous both temporally and spatially. (We already knew
that u is Hölder continuous spatially from Sobolev embedding. The new information is the
temporal continuity.) Once we have shown this, we can apply the standard Lp theory for
equations with Hölder continuous coefficients. Thus the claim will follow from

∂tut +
1

32
(1−Rḡ)e

−2ut∆ḡtut ∈ W 1,q′ ,

since q′ can be chosen to be greater than 3 we can first apply the Krylov–Safonov estimate.
Then u ∈ W 2,1

q′ follows from Lp theory. For du ∈ W 2,1
q′ , notice that if the above term is in

W 1,q′ , then

∂tdut +
1

32
(1−Rḡ)

(
−2e−2ut(∆ḡtut)dut + e−2ut∇ḡt∗∇ḡtdut + Ricḡt(·, gradḡt u)

)
∈ Lq′ .
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Since the term e−2ut(∆ḡtut)dut is in Lq
′ and the term e−2ut Ricḡt(·, gradḡt u) is in Lp for every

p, it follows that dut ∈ W 2,1
q′ by parabolic regularity.

We now show that ∂tut + 1
32

(1− Rḡ)e
−2ut∆ḡtut ∈ W 1,q′ . Equation 5.21a says that this term

is equal to

− 1

16
(1−Rḡ)

(
1

4
Rḡ + |∇gtϕt|2 − |Dgtϕt|2

)
−Xtut −

1

2
ρ̃t.

For the bracketed term, we already know ∇gtϕt ∈ W 1,q(M, g) from the last step. Hence
|∇gtϕt|2, |Dgtϕt|2 ∈ W 1,q/2. The term Rḡ is constant. We have already seen ρ̃t ∈ W 1,q′ .
Furthermore Xtut = dut(Xt) is in W 1,q′ , since dut ∈ Lp for every p and Xt ∈ W 1,q. This
proves the claim.
Step 4. ϕ ∈ W 2,1

q :
Recall that ϕ satisfies equation 5.21b, which says that

∂tϕt +
1

32
e−2ut∇ḡt∗∇ḡtϕt

equals

e−2utψt +∇ḡt
Xt
ϕt −

1

4
dX[

t · ϕt.

Since X ∈ W 1,q, it follows that dX[ ·ϕ ∈ Lq. Furthermore, since ∇gϕ ∈ W 1,q, it follows that
∇ḡ
Xϕ ∈ W 1,q, using the Banach algebra property of W 1,q. The term ψ is given by

− gradḡ u ·Dḡϕ−∇ḡ
gradḡ u

ϕ− |∇ḡϕ|2ϕ+ 〈gradḡ u ·Dḡϕ, ϕ〉ϕ.

Checking term by term and using again the Banach algebra property, we also conclude that
ψ ∈ W 1,q. Hence

∂tϕt +
1

32
e−2ut∇ḡt∗∇ḡtϕt ∈ Lq

and the claim follows by parabolic regularity theory.
Step 5. ∇ḡϕ ∈ W 2,1

q/2:
To prove that ∇ḡϕ ∈ W 2,1

q we check that

χ = ∂tϕt +
1

32
e−2ut∇ḡt∗∇ḡtϕt

satisfies ∫ T

0

‖χ‖q/2
W 1,q/2dt <∞.

The claim will then follow from Lp theory by an argument parallel to the one for du ∈ W 2,1
q :

we apply ∇ḡ to ∂tϕt + 1
32
e−2ut∇ḡ∗∇ḡϕ and obtain that

∂t∇ḡtϕt +∇ḡt∗∇ḡt(∇ḡtϕt) ∈ Lq/2(M × [0, T ]).
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We have already shown that the terms e−2utψ and ∇ḡ
Xϕ are uniformly bounded in W 1,q in

time. In particular the time integral above is bounded. It remains to be checked that dX[ ·ϕ
also satisfies such a bound. First we note that since ϕ ∈ W 2,q we have

‖dX[ · ϕ‖W 1,q ≤ ‖dX‖W 1,q‖ϕ‖W 1,q ≤ C‖dX‖W 1,q ≤ C‖X‖W 2,q .

Thus it suffices to establish a bound on∫ T

0

‖Xt‖q/2W 2,q/2dt

to prove the claim. This can be done by applying elliptic regularity theory to formula 5.21f

δḡtδ
∗
ḡtX

[
t = δḡt(Q̊1(gt, ϕt) + ρtḡt).

Thus we need to bound
δḡt(Q̊1(gt, ϕt) + ρtḡt)

in Lq/2. To that end first note that

ρt = ρ̃t +
1

2
trgt Q1(gt, ϕt).

In step 1 we already saw ρ̃t ∈ W 1,q′ . Moreover

trgQ1(g, ϕ) = −1

4
(Rg/4 + |∇gϕ|2 − |Dgϕ|2)

We know that ∇gtϕt ∈ W 1,q, so that |∇gtϕt|2 − |Dgtϕt|2 ∈ W 1,q/2. Since u, du ∈ W 2,1
q′ it

follows that
Rgt = e−2ut(2∆ḡtut +Rḡ)

satisfies ∫ T

0

‖Rgt‖
q′

W 1,q′dt <∞.

We conclude ∫ T

0

‖ trgt Q1(gt, ϕt)‖q/2W 1,q/2dt <∞.

Thus in particular ∫ T

0

‖δḡt(trgt Q1(gt, ϕt)ḡt)‖q/2Lq/2
dt <∞.

On the other hand we have formula 5.21g

δḡQ̊1(g, ϕ) =
1

2
e2ud trgQ1(g, ϕ).

This implies ∫ T

0

‖δḡtQ̊1(gt, ϕt))‖q/2Lq/2
dt <∞.
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In conclusion we have shown ∫ T

0

‖δḡtδ∗ḡtX
[
t‖
q/2

Lq/2
dt <∞

which implies ∫ T

0

‖Xt‖q/2W 2,q/2dt <∞.

In turn we conclude ∫ T

0

‖χt‖qW 1,qdt <∞,

which finishes the proof of this step.
Final step. u ∈ Cα,α/2

2 and ϕ ∈ Cα,α/2
2 :

This claim now follows by applying Sobolev embedding for u, du, ϕ and ∇gϕ and we thus
obtain u, ϕ ∈ Cα,α/2

2 for every α < 1− 4
q/2

= 1− 8
q
, see theorem 1.5. We can then apply the

bootstrapping lemma 5.22 to obtain the statement of the theorem.

5.2.2 A pointwise criterium

In this section we prove the following criterium for blow up of the spinor flow in two dimen-
sions.

Theorem 5.24.
Suppose (gt, ϕt), t ∈ [0, T ) is a solution of the spinor flow on M and suppose

sup
x ∈M,

0 ≤ t < T

|∇2ϕt(x)| <∞.

Then the solution (gt, ϕt) can be extended to a smooth solution on an interval [0, T ) for some
δ > 0.

To apply theorem 5.23, we need to show on the one hand that∫
M

|∇2ϕt|q volgt

remains bounded for some q > 8. Indeed, this is true for all q, since the spinor flow on
surfaces preserves the total volume. On the other hand, we need to check that the injectivity
radius stays bounded below. This can be seen as follows. The volume of (M, gt) remains
fixed along the flow and the curvature remains bounded, because of the inequality

R2
g/8 ≤ |∇2ϕ|2.

Hence by Cheeger’s lemma it suffices to check that the diameter remains bounded. If
|∇2ϕt(x)| is uniformly bounded, then so is |∂tgt| = |Q1(gt, ϕt)|. This implies by integra-
tion in time that the metrics gt are uniformly equivalent along the flow. Thus the diameters
are uniformly bounded.
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