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Abstract

The aim of the research unit Memristive Devices for Neuronal Systems is to develop,
manufacture and understand microelectronic devices that can change their electrical
resistance repeatedly and reversibly dependent on their history of operation, com-
monly called memristors. In the framework of this research unit this work was
conducted and encompasses the complete procedure of micro- and nanostructural
analysis starting with the sample preparation for transmission electron microscopy
(TEM), the methods of analysis and concludes with the results and their interpre-
tation. Besides conceptualization, fabrication and functional probing, the analysis
described in this study is essential for understanding the mode of action and val-
idation of expected results. Out of the various concepts for memristors, the most
promising ones pursued within this research unit are a combined aluminum oxide
tunnel barrier and a niobium oxide Schottky barrier – in short called double bar-
rier device – and a bimetallic nanoparticle based electrochemical metallization cell
(EMC) approach. Other concepts such as the MemFlash cell – a modified p-n-p tran-
sistor - are also touched upon but are not the focus of this thesis.
The double barrier memristor was fabricated by collaborators in the research unit as
a wafer-scale device with about 33.000 individual devices on a 4-inch wafer, with a
single device ranging from 10 μm to 50 μm square side length. Each device is a verti-
cal stack of electrodes and electrically active materials in between. The TEM sample
preparation was therefore conducted by focused ion beam (FIB) milling. Extensive
care was taken to avoid or minimize any preparation artifacts. In particular, sam-
ples were prepared both by front side as well as back side thinning as to exclude any
artifacts related to the beam direction. Furthermore, the ubiquitous amorphization
layer induced by FIB milling was removed by post-treatment with low energy Ar-
gon ions to improve sample quality. As the oxidation state and electronic defects in
the two barriers is decisive for the functionality of these devices they were analysed
by electron energy-loss spectroscopy (EELS) revealing various electronic defects in
these amorphous oxides. In an attempt to push this technology to CMOS compat-
ibility the Schottky barrier has also been fabricated from hafnium oxide, revealing
similar morphology with differences in electronic structure.
Investigation of nanoparticle based devices allowed exact characterization of a mod-
ified cluster source developed within the research unit which was used for sputter-
ing the particles which in turn enables custom-tailored size distributions, composi-
tions and even particle gradients achieved by co-sputtering a matrix material. The
determined nanoparticle parameters have also been used to accurately simulate the
behaviour of these devices upon application of electric fields. The resulting particle-
matrix composites have been integrated into memristive devices.
Besides all-electronic memristors other approaches utilize non-linear sensor devices
– e.g. gas or pressure sensors – to combine memristors and sensors into memsen-
sors. The devices allow a sensor to "acclimatize" to baseline stimuli but still react to
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changes from this baseline input to report deviations. First concepts for these de-
vices based on highly porous CdTe or InP microstructures have been investigated
for the crystallinity and chemical impurities under different growth conditions.
The investigations led to a deeper understanding of the fabrication process and the
mechanisms of memristive switching ultimately enabling improvement of device
design and fabrication.

Kurzfassung

Das Ziel der Forschergruppe „Memristive Bauelemente für neuronale Systeme“ ist
es, mikroelektronische Bauelemente zu entwickeln und produzieren, welche ihren
elektrischen Widerstand wiederholt und reversibel - in Abhängigkeit eines vorange-
gangenen Stromflusses - ändern können; im Sprachgebrauch werden diese Bauele-
mente Memristoren genannt. Im Rahmen dieser Forschergruppe entstand diese
Arbeit, welche das komplette Vorgehen der mikro- und nano-strutkurellen Anal-
yse umreißt, von der Probenpräparation für das Transmissionelektronenmikroskop
(TEM) über die analytischen Methoden bis hin zu den Ergebnisse und ihrer Inter-
pretation. Neben der konzeptionellen Entwicklung, der Herstellung und der funk-
tionellen Untersuchung der Memristoren sind die hier beschriebenen Forschungs-
ergebnisse essentiell, um deren Wirkweise zu verstehen und die nach der Herstel-
lung erwarteten Ergebnisse zu validieren. Von den vielen verschiedenen Konzepten,
welche es für Memristoren gibt, stechen zwei als besonders vielversprechend her-
vor, welche in der Forschergruppe fokussiert untersucht wurden. Zum einen han-
delt es sich dabei um ein sogenanntes „Doppelbarrieren“-Bauelement, welches eine
Aluminiumoxid-Tunnelbarriere mit einer Nioboxid-Schottkybarriere kombiniert, zum
anderen ein auf bimetallischen Nanopartikeln basierte elektrochemische Metallisier-
ungszelle. Andere Ausführungen wie die MemFlash-Zelle – ein modifizierter p-n-p
Transistor – werden auch in dieser Thesis erwähnt, stehen aber nicht in deren Fokus.
Der Doppelbarrierenmemristor wurde im Wafermaßstab produziert, mit etwa 33.000
individuellen Bauelementen auf einem 4-Zoll-Wafer. Ein einzelnes Bauelement hat
dabei Abmessungen von 10 μm bis 50 μm im Quadrat. Die TEM-Probenpräparation
erfolgte durch die fokussierte Ionenstrahl-Methode. Umfassende Maßnahmen wur-
den ergriffen, um jegliche Präparationsartefakte zu vermeiden oder zu minimieren.
Insbesondere wurden Proben sowohl von der Vorder- als auch der Rückseite gedünnt,
um Artefakte aufgrund der Ionenstrahlrichtung auszuschließen. Ferner wurde die
allumfassende, durche den fokussierten Ionenstrahl induzierte, amorphe Schicht
durch niederenergetische Argonionen entfernt, um die Probenqualität zu maximieren.
Da der Oxidationszustand und elektronische Defekte in den beiden Barrieren als
entscheidend für die Funkionalität dieser Bauelemente gilt, wurden sie durch Elek-
tronenenergieverlustspektroskopie untersucht, welche verschiedene elektronische
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Defekte in diesen amorphen Oxiden offenlegte. Im Versuch, diese Technolgie kom-
patibel zu CMOS-Prozessen zu machen, wurde das Nioboxid auch durch Hafnium-
oxid ersetzt. Diese Proben besaßen eine vergleichbare Morphologie, aber eine im
Detail veränderte elektronische Struktur.
Untersuchungen der nanopartikulären Elemente erlaubte es die modifizierte Clus-
terquelle, welche für das Sputtern ebendieser Partikel verwendet wurde, exakt zu
charakterisieren. Dies wiederum ermöglichte es, maßgeschneiderte Größenverteilun-
gen, Zusammensetzungen und Partikelgradienten herzustellen, wobei letzere durch
gleichzeitige Ko-Kathodenzerstäubung eines Matrixmaterials erreicht wurden. Die
so bestimmten Parameter erlaubten es ebenfalls das Verhalten dieser Bauelemente
bei Anlegen eines elektrischen Feldes genau zu simulieren und deren Verhalten so
vorherzusagen. Die resultierenden Partikel-Matrix-Komposite wurden anschließend
in einzelne Bauelementen integriert.
Neben den rein elektrischen Memristoren gibt es auch Ansätze, welche Sensoren
und Memristoren miteinander zu verheiraten versuchen. Hierzu zählen zum Beispiel
Gas- und Drucksensoren, welche sich an ein Grundniveau „gewöhnen“ können,
und trotzdem auf Veränderungen von diesem Niveau anspringen. Erste Konzepte
für diese Bauelemente bestehen aus hochporösen CdTe- oder InP-Mikrostrukturen
und wurden auf ihre Kristallinität und Zusammensetzung unter verschiedenen Her-
stellungsbedingungen untersucht.
Die Ergebnisse führten insgesamt zu einem tieferen Verständnis der Herstellungs-
prozesse und der zugrundeliegenden memristiven Schaltmechanismen. Ultima-
tiv ebnet dies den Weg, sowohl Design als auch Herstellung der Bauelemente zu
verbessern.
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Chapter 1

Introduction

Recently, the requirement for signal processing and computing has become increas-
ingly driven by pattern recognition instead of the classical arithmetic and logic op-
erations performed by past processors. Pattern recognition – oftentimes based on
unsupervised learning of neural networks – has profoundly different demands than
arithmetic operations.[1]–[4] A neural network is a layered mathematical structure,
Figure 1.1 shows a representation of how such a network could look like.[5]–[7] The
first layer of neurons represents some input, e.g. if the aim of the network is rec-
ognizing a certain image such as a handwritten number, the input neurons would
contain the brightness values of the individual pixels of that handwritten number.
The last layer is the output so in this case a list of the numbers zero to nine represent-
ing the number that the network recognized in the analyzed image. In between the
two there are multiple hidden layers that “convert” the input into the output and
each of them represents a degree of abstraction. Figuratively speaking, each layer
could for example try to recognize certain parts of the number, e.g. a line or an arc.
Each neuron is connected to each neuron in the adjacent layers by a connection of a
certain weight. For example a neuron representing a circle in the upper part of the
image would be strongly connected to the output neurons of “8” and “9” but only
weakly connected to others. The activation strength of the output neurons is depen-
dent on the activation of the previous neurons and the weight of the connection in
between. The same in turn holds for each of the previous neurons, which is depen-
dent on the neurons in layer above, and so on, until the first layer is reached.
While this only scratches the surface of neural networks it does showcase that even
simple neural networks with mundane tasks like recognizing a pixel pattern repre-
senting a hand written number require an enormous amount of computing power.
Due to the all-to-all connection of neurons between adjacent layers, an exemplary
neural network with an input of 28 by 28 pixels, with five hidden layers (50-100-500-
1000-10 neurons each) and an output of just ten neurons has over 600.000 weights
and activations to store; This network reaches one of the lowest error rates when
identifying the MNIST numbers.[8] While this can be accomplished with regular
arithmetic-optimized computers, it would be vastly more efficient if such a network
would be implemented into hardware. Instead of a single processor attempting to
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0 1 2 3 4 5 6 7 8 9

First layer

Last layer

Hidden layers

FIGURE 1.1: Schematic representation of a neural network. Each pixel
of the input image at the top corresponds to exactly one input neuron
in the first layer. The hidden layers in between connect the first to the
last layer typically in an all-to-all fashion in between adjacent layers.
Each neuron in each layer is assigned a certain value. While the neu-
rons’ values in the first layer correspond to the intensity of the pixel
in the input image, the value of the neuron in the last layer represents
the likelihood of the input matching the given number of the respec-

tive neuron. Input image is taken from the MNIST database. [8]

calculate each weight and activation sequentially during the learning phase the en-
tire network could be trained in parallel. The same holds for the implementation
and application, where a hardwired neural network without the need for central-
ized computing would be able to solve this task faster.[9]
In essence, a cross-bar array as depicted in Figure 1.2 is the physical representation

of such a neural network. Every input on the bitline is connected to every output
of the wordline. At every crossing a memristor can hold value thus realizing the
connection strength on bitline and wordline much like the weights in the neural net-
work connect input and output neurons.
The biological paradigm, the human brain, yields even more inspiration. Not only
does it make use of massive parallelization, it also has an astonishingly low power
consumption of merely around 20 W[10] while having about 1011 neurons[11] and
1015 synapses,[12] the latter being the connections between neurons in the brain,
therefore being represented by the weights in between neurons in the neural net-
work or the connections between top and bottom electrode in a crossbar array. Fur-
thermore, the comparison illustrates the need for non-binary based computing, as
the weights and activations in the neural network should certainly lie in a contin-
uous range to express a likelihood of matching instead of just being zero and one.
Sticking to the above example, this is necessary as every handwritten “5” is slightly
different. On top of that, neurons and synapses in the human brain are able to store
information for years and decades, have the ability to learn new things and also
forget. The demand for hardware implementation of a neural network is therefore
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to input neurons

to output neurons

FIGURE 1.2: Schematic representation of a crossbar array. Green bars
represent the top electrode of the sandwiched orange device, blue
bars represent the bottom electrode. Each crossing of the two elec-
trode harbors a two-terminal device, i.e. a connection between the in-
put and output analogous to the weights of the connections between
neurons in one layer of a neural network. Also, just as in neural net-
works, crossbar arrays feature an all-to-all connection between input

and output.

manifold. The prototypical element to represent both neurons as well as the weights
in between shall

1. be able to store a non-binary value,

2. change it in a defined range,

3. be stable for extended time periods,

4. be erasable and rewritable for several cycles and

5. have low energy consumption,

6. suitable for parallelized computation,

to name just a few. While the first five demands are straight forward the latter seems
meaningless. However, it implies that the ubiquitous von Neumann architecture[13]
has to be foregone to establish an architecture embracing parallel computing.[14],
[15] Ideally, this device builds upon technology being readily available, i.e. silicon
based wafer-technology. Another demand, at least when considering mass-market
applicability, hence is CMOS compatibility meaning that there is certain limitation
for the materials and processes – particularly a limitation of high temperature – used
during fabrication. Astonishingly, the listed demands are met by memristors[16], a
circuit element with a variable electrical resistance. Originally, the memristor was
postulated by Chua in 1971 [17] as the fourth passive circuit element next to resis-
tors, capacitors and inductors, though this definition has since been updated. Other
keywords describing the same or related phenomenon are memristive device or re-
sistive switching device, all essentially referring to a circuit element with a highly
non-linear, history dependent I-V characteristic and at least two distinct resistance
states. Occasionally, the term negative differental resistance can also apply to these
types of devices but generally refers to volatile devices while memristors are by def-
inition non-volatile.
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Many categories aiming to differentiate various types of memristors have been es-
tablished in literature. Among these categories are the switching characteristic (ana-
log, binary, multilevel), the symmetry of electrical switching (unipolar or bipolar)
or - most common in literature - the fundamental mechanism of switching, as pre-
sented in the following chapter.[16] Analog, binary and multilevel switching refer
to the number of resistance states the memristor can take. A typical example of bi-
nary switching is found in memristors that rely on the formation and dissolution of
conducting filaments. A memristor with a fully formed filament corresponds to a
low resistance state, if no filament is formed the memristor is in the high resistance
state. Analog or multilevel devices on the other hand might rely on continuous pro-
cesses such as diffusion or drift of ions or multiple subsequent phase transitions.
Devices switching point-symmetrically at positive and negative voltages alike are
called bipolar, as they function with both polarities. Even though they are point-
symmetric in their electrical characteristic, their design is often asymmetric as they
might exhibit different metal electrodes. Unipolar memristors on the other hand
generally operate at different magnitudes but same polarity of applied voltage.
As the previous (shallow) explanations demonstrate, the different categories are of-
ten times overlapping and closely related. Filamentary memristors are generally
bipolar and binary, devices relying on the migration of oxygen ions on the other
hand - and thus on a valence change - generally exhibit analog and bipolar switch-
ing. Occasionally, the very same device might exhibit bipolar, analog switching at
low voltages and unipolar, binary switching at higher voltages [18]. As such, the
categories of defining memristors are somewhat arbitrary and can only give a broad
sense of orientation in this complex field.
In the context of this thesis a memristor shall be very broadly defined as a two-
terminal circuit element, with a hysteretic I-V curve. (cf. Figure 1.3) Even though
this definition differs significantly from Chua’s original definition it simplifies com-
munication of ideas and actually represents the etymology of the word memristor
– a portmanteau of memory and resistor – quite well as it does represent a device
which can memorize its resistance.
Accordingly, the aim of the research unit FOR2093 in whose framework this thesis

was created was to develop and fabricate memristors and apply them to emulate
processes in the human brain, specifically the trisynaptic circuit in the hippocam-
pus. Imitation of this particular part of the brain was set as the long term goal, as
it is one of the most studied and therefore one of the most well understood areas
of the human brain. The presented work was part of the subproject “Nanostruc-
ture of materials for memristive switching”. To that effect, devices produced in
other subprojects have been analyzed by various microscopy techniques to unveil
the nanoscopic makeup of memristors conceived in other subprojects. In particular,
a focus on nanoscale spectroscopic methods was set, which allowed determination
of oxidation states and elemental distribution in the produced devices. These two
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FIGURE 1.3: Exemplary I-V curve of a memristor. Low and high re-
sistance states (LRS and HRS) are indicated as well as its direction.
Important features are the pinched characteristic, the zero transition
and the existence of at least two distinct resistance states. The pre-

sented I-V curve is bipolar and analog.

parameters are authoritative for the function of the produced devices. Other fac-
tors, such as crystallinity, determination of phases or orientation of these are only
marginally touched upon. Before the actual investigations, sample preparation pre-
sented a huge challenge and was extensively put to the test. Further work in the
research unit focused on the electrical characterization, modelling memristive learn-
ing, designing neuronal circuits, as well as simulating memristive devices and sys-
tems.
The different types of memristors, with a focus on the ones that were produced
within the research unit are discussed in chapter 2. Select applied analytical tech-
niques are described in chapter 3. The chapters 4 to 6 display the results of various
microscopic investigations on different memristors. Finally, the conclusion and out-
look in chapter 7 complete this thesis.





7

Chapter 2

Types of Memristors

After Chua’s first actual of the memristor in 1971, Strukov et al. presented the first re-
alization in 2008 in the form of a nanoscale device utilizing ionic transport.[19] Since
then multiple different ideas for memristors have been conceptualized and accom-
plished as also demonstrated through the various different definitions of memristors
discussed above. The most common types of memristors shall be introduced to give
a context for the devices analyzed within this work.
All types of memristors discussed in this work are two-terminal devices, implying
that each consists of two metal electrodes in between which the electrical resistance
change occurs when a voltage is applied. Also common between memristors is the
difference between a read and a write voltage. While the read voltage and its cor-
responding current does not alter the resistance state of the memristor, the write
voltage triggers some form of state change in the memristor.

2.1 Valence change memory (VCM) cells

The general idea and name sake of VCM cells is that the cation sublattice of transition
metal oxides locally changes their valence by movement of charged defects, such
as oxygen ions or vacancies. Different oxides of the same transition metal exhibit
different electrical conductivities thus providing for the resistance change. Accord-
ingly, VCM cells essentially exploit a conductor-insulator transition to facilitate the
resistance change. The valence change may occur locally in the form of filaments or
homogeneously in between the electrodes. The latter is generally favorable over fil-
amentary switching because of its non-binary character. Unlike homogeneous bulk
switching, filamentary switching generally resembles a binary on - a filaments con-
nects the two electrodes - or off - no complete filamentary connection - mode. An
example which gathered much attention is an amorphous 50 to 90 nm thick GaOx

layer in between Pt and ITO electrodes presented by Aoki et al in 2014.[20] They
showed that it is possible to change the gradient of oxygen content of this oxide by
application of an electric field reversibly between two resistance states. Through
spectroscopic means they found that the Ga cation exists in oxidation states of 3+
and 1+ and its ratio changes such that the average Ga valence varies from +2 to +2.7
corresponding to the low and high resistance state, respectively.
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2.1.1 Double barrier memristor

A subset of VCM cells is the double barrier memristor conceived during prelimi-
nary research for the research unit FOR2093. It is an analog and unipolar device
exploiting the combination of a Schottky barrier and a tunnel barrier in between two
metal electrodes. The resistance change is supposed to occur not through a change in
conductivity of the oxides making up the barriers, but instead changing the barrier
height of the Schottky barrier. The thermionic current jS over the barrier is depen-
dent on the barrier height ΔEF as well as the applied voltage Uex.[21]

jS(ΔEF, Uex) = j0 · exp –
ΔEF – eUex

kT
(2.1)

Thus, changing the barrier height by modifying the Fermi energies on either side
will affect the current flow therefore modifying the electrical resistance of the mem-
ristor. As both Schottky barriers as well as tunnel barriers need to be thin to allow
for electrons jumping over or tunnelling through them respectively, these devices
are only a few nanometers thick in between the electrodes.
The generalized design and layout of a finished wafer of DBMs is shown in Figure
2.1 next to an exemplary I-V curve. The design of the DBM originally emanates
from superconducting Josephson tunnel junctions which have been expanded by
an additional Schottky barrier. Naturally, these barriers are extremely thin, such
that state-of-the-art transmission electron microscopy is the only reliable analytical
method able resolve these layers both spatially as well as allow for nanoscopic ele-
mental and electronic investigations. In the I-V curve in Figure 2.1 c) the different
resistance states are visible through the hysteretic shape of the graph.
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FIGURE 2.1: General design of the double barrier memristor. a) layer sequence of the DBM.
The relevant Schottky and tunnel barrier are expected to be below 3 nm thick. The electrodes
do not partake in the memristive switching. b) Top view of a finished wafer of memristors.
Each position marked by the yellow line indicates one DBM. The large greyish rectangles are
the external contact pads, black lines are scratch marks from needle contacts used for elec-
trical characterization. Side length of the shown micrograph is about 1 mm. The dimensions
of the six DBMs in the image range from 5 to 35 μm side length. c) Exemplary I-V curve of

the DBM as presented by Hansen et al. [22]
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2.2 Electrochemical metallization (ECM) memory

In these types of memristors metal cations originating from one of the electrodes
(“active electrode”) migrate through a solid electrolyte sandwiched in between the
two metal electrodes and form conducting paths called filaments. The mechanism
of resistance change is the formation and dissolution of these filaments. During the
formation of the filament metal ions drift towards the inert cathode where they be-
come electrically neutral and crystallize to form the filament. As the distance between
a growing filament - now electrically part of the cathode - and the anode becomes
smaller, the field strength increases and thus a) active metal ions preferentially mi-
grate to already partially formed filaments and b) the current density increases be-
cause of the enhanced field strength over the solid electrolyte in proximity of the
filament. Eventually the filament reaches the anode. At this point the device is in its
low resistance state. Also, typically no additional filaments grow because the entire
voltage drops over the fully formed filament and the local field strength in the rest
of the solid electrolyte film is small. Upon reversal of the voltage the filament dis-
solves again through the antithetic process until the device is in its high resistance
state again.
Active electrodes are typically made from metals that easily ionize in electrical fields
such as Ag, Cu or Ni. The opposite electrode is made from inert metals like Au
or Pt. An extensive rundown of ECM cells is given in a review by Valov et al.[23]
Unlike the demands for the ideal memristor as formulated above state, this resis-
tance change has generally more of a binary character, because either there is a fully
formed conducting filament from one electrode to the other or there is not, i.e. there
are exactly two resistance states. Another typical drawback of these devices is the
electroforming step, an initialization which requires a comparatively large amount
of power during which the filaments are incipiently formed. The exact details of this
electroforming step are not fully disclosed yet but it might be linked to forming chan-
nels in the solid electrolyte which generates large amounts of mechanical stress.[23]
The typical thickness of the solid electrolyte layer between the two electrodes ranges
from ten to hundreds of nanometers.

2.2.1 Nanoparticle gradient based memristor

Related to ECM memories while trying to avoid their drawbacks are nanoparticle
based memristor loosely based on a concept first presented by Jo et al.[24] These
devices utilize a particle gradient of non-inert metal, such as silver, nanoparticles
(NPs) in a matrix which allows migration of ions upon application of an electrical
bias. Depending on the particle gradient the device is supposed to exhibit an elec-
trical resistance adjustable by a previously applied write voltage during which the
gradient changes. In essence, the device represents two (or several) serial resistances
of varying strength, where Ag-rich regions exhibit a low resistivity and Ag-depleted



10 Chapter 2. Types of Memristors

regions exhibit a high resistivity. Investigations in the subproject “Vertical and hor-
izontal memristive nanocomposites with filament formation” quickly showed that
this concept would not work as intended as clusters or metal cations would eventu-
ally reach the inert metal cathode where they would not be subjected to any driving
force any more effectively immobilizing them. To circumvent this problem, bimetal-
lic NPs from one inert and one non-inert metal could prove promising in which the
inert metal – e.g. gold – would stay stationary in an electrical field, while the non-
inert metal can migrate. Not in the form of entire clusters, though, but instead in
form of single ions. The application of bimetallic particles prevents the agglomer-
ation of the non-inert metal - after which no resistance change is possible anymore
- because the inert metal particles are supposed to act as a reservoir for the metal
cations.

2.3 Memsensors

Related to memristors is the class of memsensors which act similar to memristor but
do not necessarily change their electrical resistance depending on their history of
current flow but instead dependent on their history of exposure to an external stim-
ulus. For example, a gas sensor aiming to detect a certain gas species might adapt to
a prolonged baseline exposure to that gas species and still react strongly to minute
changes from that baseline concentration in the environment. The great benefit of
such sensors is detecting sudden changes in the environment. The role model for
such a memsensors is again biological, namely the human nose. It can adapt to even
high concentrations of gas species to be detected, but is still able to reliably detect
small changes in the environment without being overwhelmed by a strong baseline
concentration of the gas to be detected. Similar to sensors with a classical linear re-
sponse, the memsensors analyzed in the research unit are based on highly porous
networks of semiconductors. These networks exhibit a large surface-to-volume ra-
tio ideal for absorbing large amounts of gas species. Typical mechanisms of gas de-
tection include Schottky barrier modification at a metal (electrode)-semiconductor
interface or charge transfer from adsorbed molecules into the network which influ-
ences its conductivity.
Memsensors analyzed in this study are based on CdTe-Aerographite for gas sens-
ing and CdS-Aerographite as well as InP-Aerographite composites for pressure and
strain sensing. In the case of gas sensing, the hollow aerographite CdTe compos-
ite can be considered as a conducting scaffold (aerographite) with CdTe function-
alization on its outside. Gas species existing in the surrounding environment are
adsorbed on the scaffold and decoration. The current theory explaining the result-
ing gas response - i.e. the change of electrical resistance by a factor of up to 100 %
- postulates that a charge transfer occurs from adsorbed gas species to the conduct-
ing scaffold, therefore changing the electrical conductivity. The functionalization
layer serves as a catalyst supporting the charge transfer. It has been proposed by
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several authors, that gaseous ammonia reduces the sensor surface thereby reducing
the majority carrier concentration of the conductor and thus increasing the electrical
resistance.[25], [26] Whether the reduction is of the actual CdTe or of an ultrathin
oxide layer formed through adsorbed oxygen remains unsolved so far.
The CdS- and InP-Aerographite pressure and strain sensor are based on the piezore-
sistive response of CdS and InP when subjected to an external force. Unlike bulk
piezoelectric materials, such highly porous structures are completely subjected to
the pressure of a surrounding gas. In bulk materials, on the other hand, only areas
proximate to surfaces are subjected to external pressures.

2.4 Other memristor concepts

Other memristor concepts commonly at the center of research activities are phase
change memory (PCM) and thermochemical memory (TCM). PCM cells rely either
on a reversible phase change or local, filamentary crystallization of an amorphous
matrix upon application of an electric field. TCM cells are a subset of VCM cells
where a Joule heating induced temperature gradient makes for the resistance change
and local chemical changes are secondary.
A unique concept pursued in the research unit is the MemFlash, or electrically erasable
and programmable read only memory (EEPROM), cell. As the name suggests, these
are based on flash memory transistors. When wiring together the transistor’s source
and gate vias the transistor becomes conducting whenever a voltage is applied be-
tween source and drain. Because of an added tunnel window in the floating gate
dielectric some of the charges flowing from source to drain can tunnel into the float-
ing gate and are stored there. The more charge is stored in the floating gate the more
conductive the channel from source to drain becomes, similar to a permanently ap-
plied gate voltage in classical transistor. Such cells have fabricated in the research
unit, the only application of electron microscopy on these devices was the verifi-
cation of the etching depth of the tunnel window. For further information on this
concept the reader is referred to the works by Henning Winterfeld.[27], [28]
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Chapter 3

Methods

The methods employed for analysis are all based on transmission electron microscopy.
The general workings of these microscope shall not be discussed here, as they are
well established and documented elsewhere. The reader is referred to the standard
works by Williams and Carter[29], as well as Reimer and Kohl.[30] For specific de-
scriptions of scanning transmission electron microscopy (STEM), the book by Pen-
nycook and Nellist[31] is also highly recommended. For general information about
electron energy-loss spectroscopy (EELS) which was extensively used in this the-
sis the excellent overview by Egerton can be consulted.[32] However, as especially
EELS is central to this thesis, some aspects of it as well as important issues of the
energy-loss near edge structure (ELNES) are being discussed. Furthermore, sample
preparation is the basis of any TEM analysis and key points shall also be addressed
here.

3.1 Sample preparation

There are a number of established and widely used methods for preparing solid-
state samples for the TEM such that they retain their original makeup – i.e. do not
gain any artifacts during preparation – and are still electron transparent. Among
these, scanning electron microscope (SEM)-based focused ion beam (FIB) milling
was required to prepare samples from the wafer scale double barrier memristor. As
previously mentioned, these devices are only a few micrometer in size laterally and
only few nanometers thick implying that FIB is essentially the only option for reli-
able sample preparation. As FIB milling relies on high energy (5-30 kV acceleration
voltage) gallium ions to systematically bombard and thus mill the sample there are
several know artifacts occurring during this type of sample preparation.[33]–[35]
Artifacts that are both easily avoidable and easy to spot if they occur are gallium
ion implantation and curtaining. The latter refers to a situation where differences
in sputter rate on the sample material cause an uneven milling and thus sample
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thickness.1 None of the samples analyzed in this thesis showed Ga ion implanta-
tion, which would have been easily detected in energy dispersive X-ray (EDX) spec-
tra. Curtaining occurs occasionally and is mainly caused by an uneven Pt protective
layer deposited on top of the sample before FIB milling. Curtaining curtails the sam-
ple quality in areas where it causes less milling and thus a higher sample thickness.
A prevalent artifact is the amorphization of surface layers of the FIB sample. This
is caused by penetration of the amorphization layers by Ga ions, not to be confused
with the implantation and alteration of the sample by deep Ga ion implantation.
This amorphization can be hampered but rarely avoided. However, post-treatment
by low energy (100-1000 eV) argon ions can remove this amorphization layer with-
out inducing any further artifacts into the sample.[36] All samples prepared by FIB
milling have been subjected to this post-treatment.
Other artifacts could be induced ballistically because of the high momentum of the
Ga ions. Back side thinning can be the remedy to avoid this artifact or to check
whether this occurred during the standard front side thinning.[37] Back side and
front side refer to the thinning direction either from the Pt side (front side) or from
the Si side (back side). The advantages of back side thinning are plenty. One can
save time during deposition of the protective Pt layer, because a thin layer is suffi-
cient as it is not removed as strongly during the thinning process. Instead the entire
underlying wafer serves as a protective layer. This is advantageous not only because
the Si is much thicker than the Pt layer (some 10 to 15 μm depending on the depth
of trenches before lift-out instead of about 1 μm of Pt) but also because the Si is in-
herently much more uniform and thus prevents curtaining. Also the back side is
typically made from a pure Si wafer and does not contain all kinds of carbon species
like the Pt, a residue of the organic Pt precursor molecule used for deposition. The
drawback, however, is that back side thinning requires the sample to be turned by
180◦ between lift-out and thinning which requires either a specialized micromanip-
ulator or a so called flip stage. Notwithstanding the rarity of both these devices,
back side thinning has been employed on one sample. As front side and back side
thinning showed congruent results, it is safe to assume that no directional artifact
was induced by the beam. A closer look at the results is shown in section 4.1.

3.2 Elemental quantification, EELS and ELNES fingerprint-
ing

The most extensive investigation was the analysis of oxidation states in the DBMs.
The most common methods to determine the oxidation state with nanometer reso-
lution is done by elemental quantification, i.e. calculating the anion to cation ratio,

1Sample thickness refers to the thickness of the electron transparent sample along the beam. Layer
thickness refers to the laterally resolved extent of the layers, therefore its thickness determined by
fabrication parameters.



3.2. Elemental quantification, EELS and ELNES fingerprinting 15

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

F
lu

o
re

sc
e
n
ce

 y
ie

ld

Atomic number

0 20 40 60 80 100 120

K-shell

L-shell
(average)

FIGURE 3.1: Fluorescence yield as a function of atomic number. En-
ergy that is not emitted as characteristic X-rays is emitted in the form

of Auger electrons. After [40].

or by probing the local electronic structure by EELS. As exact elemental quantifi-
cation is notoriously erroneous and relies either on simulating spectra or on model
based quantification, the identification and matching of the electronic structure with
reference spectra – called ELNES fingerprinting – is generally faster and more exact.
EDX spectra are influenced by sample geometry, detector geometry, spurious X-rays,
sample composition and other factors; their quantification is either done with empir-
ical k-factor quantification, model based ζ-factor quantification or simple compari-
son with reference data. None of these methods are particularly accurate and allow
for a reliable determination of oxidation states. EDX spectroscopy of light elements,
such as oxygen – also generally suffers from poor fluorescence yield (cf. Figure 3.1)
and extremely poor solid angle of the detectors; even the best EDX detectors gener-
ally detect only around 5 % of the emitted characteristic X-rays[38] aside further lim-
itations through adsorption by the sample holder.[39] EELS on the other hand is not
curtailed by a poor fluorescence yield because it does not rely on a secondary emis-
sion process. All inelastic scattering processes of the TEM’s electron beam with the
sample atoms are represented in the absorption spectrum, i.e. both the emission of
characteristic X-rays as well as the emission of Auger electrons. Of course, EELS also
suffers from some drawbacks. The model based quantification requires the absorp-
tion edges of all elements to be quantified to lie in the same spectrum. Absorption
edges that are far apart from each other are hard to record simultaneously because
absorption at low energies are generally much more intense than edges at high en-
ergy, thus lower energy edges “overshadow” high energy edges. Also, recording
the edges simultaneously requires a comparatively small energy dispersion, thus re-
stricting energy resolution and obscuring details in the ELNES. Oxide identification
by ELNES fingerprinting obviously requires reference spectra of the respective ab-
sorption edges, for most binary metal oxides these can be found in literature though.
Generally EELS is advantageous for recording low Z elements as compared to EDX



16 Chapter 3. Methods

because of the aforementioned poor fluorescence yield of light elements. A lim-
iting factor for EELS is the absolute energy-loss of the core-loss edges of interest.
Absorption edges at low energies (up to 50 eV) are often times impaired by over-
lapping plasmon losses and the strong background of the zero loss peak. On the
other hand, absorption edges at higher energies (more than 1500 eV) are generally
weak, because the transitions belonging to these energies are less probable. Thus,
generally speaking edges in the intermediate energy range from 50 to 1500 eV are
the most meaningful. Edges in this energy range that are of interest in this thesis
are for example Al – L23 (73 eV), Nb – M45 (205 eV), O – K (532 eV) and Al – K (1560
eV). The carbon C – K edge (284 eV) also lies in this range and sits on top of the
Nb – M45 edge thus occasionally obscuring its features. Hence, contamination with
atmospheric hydrocarbons is especially disadvantageous, as this common artifact of
TEM investigations not only renders spatial resolution but also ELNES fingerprint-
ing.

3.3 Defects in EEL spectra

Aside from fingerprinting, the ELNES can also unveil deviations, i.e. defects, in the
electronic structure if these defect states lie above the Fermi energy so that they con-
stitute empty states. As the principle of (core loss) EELS is to excite core electrons
through inelastic scattering with beam electrons into empty states the resulting spec-
trum is essentially a convolution of the energy spread function of the electron beam
with the empty local density of states (LDOS) above the Fermi energy and the LDOS
of the excited core electrons. As the latter are highly localized the entire loss spec-
trum can be interpreted as a measure for the LDOS of the material, rather than a
generalized DOS. In the case of K edges – this means that the excited core electrons
originates from the shell – it is a good approximation that there is only one energy
level of the K shell, therefore the LDOS of the excited core electron ideally is of the
form LDOS δ(E), therefore the deconvolution is its identity. There are further effects
contributing to the spectra, such as plural scattering and an inelastic background
as well as other elastic effects, however, these are often times either easily removed
from the spectrum of negligible in their extent. This means, that an energy-loss
spectrum – after background subtraction and removal of plural scattering by decon-
volution with the zero loss peak – is proportional to the empty LDOS of the material.

3.4 Spectroscopic selection rules

Selection rules - specifically the dipole selection rule (LaPorte rule) and spin selec-
tion rule - govern the shape of optical emission and absorption spectra.
The LaPorte rule states that electronic transitions in centrosymmetric atoms, com-
plexes and molecules can only occur if the initial and final states of the electron un-
dergo a parity inversion. An atom is considered centrosymmetric if it only contains
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centrosymmetric orbitals. Therefore transition from even-to-even (g to g) orbitals
and odd-to-odd (u to u) orbitals are forbidden. Less abstract this means that if the
center of electric charge does not change between initial and final wave functions no
dipole is induced and therefore no coupling with electromagnetic radiation can oc-
cur. In the easiest case this happens during a transition between two s orbitals. The
center of electric charge of the centrosymmetric s orbitals is always their common
central point; no dipole moment is induced and therefore this transition cannot be
excited by electromagnetic radiation.
The same principle applies in EELS, but inversely; it applies to the emission pro-
cess during relaxation of excited states. The typical experimental setup in a TEM
- as it was used in all measurements presented in this work - limits the collection
semi-angle β of the spectrometer to about 16 mrad. Therefore, only strongly forward
scattered electrons of the electron beam can enter and pass through the collection
aperture and are recorded. The inelastic processes that the beam electrons excite in
the sample are strongly forward scattered, therefore constitute of those not involv-
ing a large transfer of momentum. This is case in photon-coupled processes, i.e. pro-
cesses where the energy is transferred not to an Auger electron but to a characteristic
X-ray. In order to excite a characteristic X-ray a dipole has to be induced between the
initial and final wave function of the excited electron and thus the dipole selection
rules apply. This is particularly important, as this implies that interpreting the loss
spectrum as the LDOS is heavily augmented by the dipole and spin selection rules.
Accordingly, the loss spectrum recorded on K edges - where 1s electrons are excited
- indicates mainly empty p states, whereas L23 edges - where 2p electrons are excited
- are dominated by empty d states.

3.5 Tomography and tomographic reconstructions

Tomographic analysis allows to produce 3D representations of objects. This tech-
nique can not only be applied to macroscopic objects, but also in TEMs to produce
3D images of nano- and microsized samples. This is particularly important as TEM
generally suffers from the lack of ability to discern between up and down in a sam-
ple. As samples are transmitted by the electron beam all TEM images regardless
whether they are recorded in TEM or in STEM mode or whether they are bright
field or dark field images can be interpreted as "shadow images" of the sample. If
two objects are on top of another along the electron beam they produce a common
"shadow" and one can therefore not discern if one object is in front of the other or
vice versa.
A remedy to this problem is tomography. For this technique images are recorded
from multiple angles and afterwards merged by a reconstruction algorithm to form
the 3D representation of the recorded object. In TEMs this is accomplished by tilting
the sample holder around a rotation axis parallel to its long axis, commonly called
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FIGURE 3.2: Geometric sketch of goniometer and sample holder. The
tilt axis of the goniometer (blue) is parallel to but not coinciding with
the long axis of the sample holder allowing adjusting the X-Y sample
position as well as eucentric height in Z direction independently from
the tilt axis. This is not possible for the tilt axis β (green) which cannot
move relative to the holder. The pole pieces restrict the alpha tilt to

certain values. Sketch is not to scale.

the α angle. Most sample holders also allow tilting the sample around a second axis
perpendicular to the long axis of the holder, called β. Tomography can effectively
only be conducted while tilting around the α angle. This is because the rotation axis
is set by goniometer of the microscope and not by the holder, unlike the β tilt which
is fixed to the sample holder and whose rotation axis cannot be moved relative to
the sample. Physically, the reason for this is the goniometer responsible for the α tilt
acts as a trunnion while the β tilt has a fixed rotation axis like a hinge.(cf. Figure 3.2)
In turn, this also implies that the eucentric height for each and every sample posi-
tion in the microscope can only be set for the α tilt, the eucentric height for the β tilt
cannot be manipulated and therefore only sample position lying exactly on the axis
of rotation can be tilted without laterally moving them and changing their Z-height
in the microscope which also changes their focal length.
This is a strong limitation, as it limits the sample tilt during tomographic analysis to

a single axis. Furthermore, tilting the sample holder is limited by the dimension of
the holder itself and the space in between the pole pieces of the objective lens. This
distance is generally chosen to be very small, because the smaller the distance in
between the pole pieces, the more homogeneous is the magnetic field confining the
electron beam and thus the higher resolution of the microscope because of fewer lens
aberrations. A small gap in between the pole pieces in turn also limits the tilt range
and thus inherently hinders tomographic analysis. Even in microscopes optimized
for tomography the tilt angles are limited to be smaller than + and - 90◦ because at
high tilt angles the sample holder itself covers the sample, such that no images can
be recorded.
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While TEM- or STEM-based tomography is generally an established technique it
therefore suffers from multiple challenges:

• As the measurements generally take a lot of time drifting of the sample must
be accurately compensated to always record the same exact position of the
sample.

• The prolonged measurement time also means that the area of interest is prone
to be severely contaminated, but also particularly suffers from damage in-
duced by the electron beam.

• Tilt angles in the electron microscope are limited by several constraints.

• The reconstruction algorithms are complicated and require a lot of fine tuning.

3.6 Instrumentation

TEM analysis was conducted on three different microscopes. Preliminary experi-
ments were run a FEI Tecnai F30 G2 STwin at 300 kV with no monochromator and
no Cs correction. This microscope is equipped with a Gatan Tridiem spectrometer
model 863. The typical energy resolution achieved on this setup is around 1.4 eV. It
is also equipped with an EDAX EDX detector and has STEM-EDX, but no reliable
STEM-EELS capability.
Particularly for the DBMs, the intricate details of electronic structure are utterly im-
portant. Therefore, through the EU funded projects „Enabling Science and Technol-
ogy through European Electron Microscopy“ (ESTEEM2 and ESTEEM3) access to
the microscopy facility of the Technical University of Graz FELMI-ZFE was gained.
Their state-of-the-art FEI Titan3 STEM is operated at 300 kV, equipped with an XFEG
and a monochromator limiting the energy resolution to well below 250 meV. The
Gatan GIF Quantum spectrometer allows DualEELS acquisition, i.e. acquisition
of the ZLP and the core loss region simultaneously, therefore enabling energy-loss
alignment and deconvolution of the core loss spectra at every single point of a STEM
experiment. Additionally, the STEM has a ChemiSTEM EDX detector consisting of
four individual EDX detectors placed around the sample region, drastically improv-
ing the amount of X-rays collected and also being independent from the tilt angle of
the sample.
Tomographic analysis was conducted on a JEOL JEM-2100 capable of STEM tomog-
raphy. The maximum tilt angle with a holder optimized for tomography is around
61◦. The microscope operates at 200 kV and is equipped with a LaB6 cathode. Its
nominal resolution is lower than that of the previously mentioned FEI microscopes
but is has advantages in long term stability, i.e. especially beam movement and
sample drift, making it suitable for extended tomography analysis.
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3.7 Conventions within this study

In order to make this thesis as comprehensible as possible the following conventions
are being used throughout this work:

1. The color coding for elements, particularly in the DBM section is fixed and
described in Table 3.1.

2. Layer sequences are always written from top to bottom.

3. Images are always rotated such that the top electrode is at the top of the image.

4. EDX line scans that go from the top of an image to the bottom are displayed
from left to right.

TABLE 3.1: Color coding for elements in this study. Oxides are mixed
RBG colors of the metal and oxygen, e.g. AlOx is green and blue, so

cyan.

Element Color

Au yellow

O blue

Al green

Nb red

Hf orange
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Chapter 4

Investigations on Double Barrier
Memristors

The double barrier memristor has been introduced in Chapter 2. In the following,
devices in the high resistance and low resistance state (HRS and LRS) are being
analyzed to check whether there is a detectable difference between the two and if
so what that difference is. Possible explanations for the changing resistance state
are either accumulation of surface charges or movement of charged defects in the
Schottky barrier. Attempts to analyze these devices by dynamic X-ray photoelectron
spectroscopy (XPS) remained inconclusive. While XPS generally offers even better
energy resolution than EELS it inherently lacks the spatial resolution. However, in
the case of such layered materials depth resolution is by far the more crucial para-
meter. While XPS generally offers good depth resolution it is hard to pinpoint from
which depth a given signal stems; the signal generating depth of XPS is on the or-
der of a few nanometers, which automatically spans all of the layers. Dynamic XPS
was used to remove the surface layers by sputtering and create an elemental depth
profile through intermediate XPS measurements. This, too, remained unsuccessful;
while the general layer sequence was resolvable, the intricate sub-nm details were
kept concealed. Accordingly, extensive TEM work was necessary to address the fol-
lowing questions:

1. What is the exact layer sequence, is there interdiffusion or migration of oxygen
ions?

2. How thick are the respective layers and what is the surface roughness?

3. What is the chemical composition and oxidation especially of the oxide barrier
layers?

4. Is there an observable difference between high and low resistance states?

4.1 Preparation

Before preparation of the samples, each samples was electrically characterized as
to correlate their nanoscopic layout with its electrical properties. The fabrication of
devices and electrical characterization was conducted in the subproject "Memristive,
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FIGURE 4.1: Comparison of the identical sample prepared by FIB and PIPS. a) High resolu-
tion TEM (HRTEM) micrographs of the FIB (left) and PIPS (right) prepared sample. While
the resolution of the PIPS-prepared micrograph is higher (as determined by the FFT power
spectrum) they are qualitatively the same. Yellow areas indicate where EDX scans in b) have
been acquired. b) Comparison of EDX line scans of the FIB (left) and PIPS-prepared (right)
sample. Both scans show qualitatively the same, specifically the partial oxidation of the Al

layer on the surface-facing side, while the wafer-facing side appears metallic.

quantum mechanical tunnel junctions and MemFlash cells" by Mirko Hansen and
his successor Finn Zahari. In order to answer the questions posed in the previous
section, reliable sample preparation without inducing artifacts had to be established.
To this end, in a preliminary step the sample preparation by FIB milling – which was
required for the site specific lift-out of the memristive devices – was put to the test.
The protocol for testing consisted of comparing a sample prepared by FIB milling
with a sample prepared with a precision ion polishing system (PIPS). As the PIPS
preparation utilizes low energy Ar ions instead of highly energetic Ga ions, it is
universally accepted that PIPS produces no or at least minimal artifacts.

The HRTEM images displayed in Figure 4.1 a) show comparable areas of FIB
and PIPS prepared samples. The sample material stems from the identical origi-
nal stock material. This dummy sample was prepared from a Josephson junction
closely related to the DBMs the only difference being the Nb oxide layer Schottky
barrier which is missing in the here presented Josephson junction. Still, the sample
exhibits the same Al-AlOx layer and importantly, Josephson junctions are well estab-
lished and analyzed by various techniques in literature. Its layout is therefore well
explored and the TEM samples can be compared this expectation. What is more, the
Josephson junction has been electrically characterized before TEM sample prepara-
tion, such that it’s confirmed to exhibit an ultra-thin Al oxide layer and otherwise
only metallic components.
These expectations are fully confirmed by TEM analysis. The HR micrographs show
a thin partially crystalline layer in between two highly crystalline darker layers. The
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FIGURE 4.2: Comparison of DBM devices prepared by FIB front side thinning (top row) and
back side thinning (bottom row) displaying the Au/NbOy/AlOx/NbOz/Nb (top to bottom)
layer sequence. The EDX analysis of the back side thinned sample has a much higher spatial
sampling rate, other than that the results are congruent, and the oxide layer present in both
samples is of comparable extent. In the bottom right the layer scheme valid for both analyses

is presented.

EDX scans in b) (see yellow arrows) measured across this multilayer confirm that
the layer sequence is indeed Nb/AlOx-Al/Nb from top to bottom. The EDX scans
from both samples are congruent and nicely indicate the partial oxidation of the Al
layer on the surface facing side. This partial oxidation is accomplished by thermal
oxidation with an oxygen partial pressure inside the vacuum chamber. Al is known
to exhibit self-limiting oxidation of around 1.5 nm which closely corresponds to the
presented results. Importantly, the FIB and PIPS prepared samples show qualita-
tively congruent results. The main difference is the higher quality of the HR micro-
graph of the PIPS prepared sample and its higher spatial resolution as determined by
the Fourier power spectrum (not shown). The main result of this investigation was
proof that FIB milling can be successfully applied to such thin multilayers without
introducing severe artifacts, such as displacement of oxygen ions. Another insight
was that the spatial resolution of these FIB lamellae was somewhat limited due to
their higher thickness compared with PIPS prepared samples. This was later fixed
for the DBMs by post-treatment with low energy argon ions. PIPS by itself could
not be applied to the DBMs due to inevitable requirement for site-specific sample
preparation which PIPS cannot accomplish. In addition to this step, FIB milling was
carefully examined by comparing front side and back side milling to check whether
there are directional artifacts such as selective ballistic displacement of atoms in the
sample. Again, it was found that both preparation methods show qualitatively the
same outcome (cf. Figure 4.2).
On top of that, all samples have been subjected to post-treatment with low energy

Ar ions of 900 eV. This accomplishes (a) removal of the amorphization layer induced
by FIB milling, (b) reduces sample thickness which improves spatial resolution and
EELS signal quality, and (c) removes any potentially present redeposition from FIB
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FIGURE 4.3: Schematic representation of the expected layer sequence
in the first generation DBMs.

milling. The latter is occasionally observed through the presence of Si atoms, stem-
ming from the milled substrate, in non-Si containing layers above the substrate. As
this rare artifact is also removed by the Ar ion treatment it has not been observed in
this thesis.
Aside from the purely technological aspects of sample preparation, the correct methodology
for analyzing these samples has to be applied. First and foremost, this includes en-
suring that the prepared sample is accurately perpendicular to the electron beam
during analysis. Otherwise, layers might overlap along the beam direction, mimick-
ing interdiffusion where there is none, or layers might appear broader or narrower
depending on the degree of tilt between beam and sample. Alignment of the sam-
ples inside the microscope has always been provided by orienting a 〈110〉 direction
of the Si wafer underneath, along the electron beam which was checked with the
corresponding Kikuchi pattern. The accuracy for this procedure is expected to be
better than 0.1◦. This of course assumes that the wafer exhibits a [111] orientation of
its surface such that all layers deposited on the wafer are parallel to [111]. As 〈110〉
directions are perpendicular to [111], rotation around [111] is allowed and does not
lead to overlapping layers, other rotations are not allowed.

4.2 First generation DBM

From the deposition parameters a layer sequence of Au/NbOy/AlOx-Al/Nb was
expected as displayed in Figure 4.3. The deposition of Al on top of Nb is known
to effectively reduce surface roughness. The partial oxidation of the Al layer is
achieved by self-limited thermal oxidation; the resulting AlOx layer serves as the
tunnel barrier. The NbOy layer above is deposited by reactive sputtering with an
Ar/O plasma. The total thickness of the two oxide layer is expected to be on the
order of 3 to 5 nm. In a comparative study, biased and unbiased samples are being
analyzed and contrasted against each other to check if there is any detectable dif-
ference between the two. Biased and unbiased refers to whether the samples are in
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their high resistance or low resistance state.

4.2.1 Preliminary analysis

Preliminary experiments on the FEI Tecnai TEM in Kiel suggested a different layer
sequence, particularly because in the acquired HR micrographs (Figure 4.4) an amor-
phous layer of more than 10 nm thickness is visible. The here presented data stems
from a biased sample (342).

Furthermore, chemical analysis by EFTEM showed the presence of a much thicker
oxide layer. The correlation of EFTEM and HRTEM (Figure 4.5 a) and b)) prove that
the entire amorphous layer is at least partially oxidized. The STEM-HAADF image
shown in Figure 4.5 c) generally proves the existence of four layers with different
chemical composition. Unfortunately, due to poor spatial resolution in this image
no more significant statements can be derived from this image. The subsequently
acquired EDX line scans (Figure 4.6) and maps underline this results, though, and
prove that the amorphous layers visible in the HR micrograph are the Al oxide tun-
nel barrier at the top and an underlying at least partially oxidized Nb oxide layer.
The expected Nb oxide Schottky barrier in between Au and Al oxide is not visible
in this scan, likely due to lack of spatial resolution as suggested by Figure 4.5 c). In
a lower magnification STEM-HAADF image (Figure 4.7) in which the contrast and

5 nm

FIGURE 4.4: HR micrograph of the first generation DBM. The Au electrode at the top and
the Nb electrode at the bottom are polycrystalline, the layers in between appear amorphous.
The total thickness of the amorphous region is approximately 10 nm. A slight difference in
contrast is discernible in the amorphous region; the top half appears a bit brighter than the

bottom part.
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5 nm

a) b) c)

FIGURE 4.5: EFTEM analysis of the DBM and correlation with HRTEM and STEM. a) Cut-
out of Figure 4.4. The colored frames indicate the regions which appear visually different.
The yellow frame marks the Au electrode, magenta the slightly brighter and cyan the darker
of the two amorphous regions. Red marks the Nb bottom electrode. b) EFTEM image of
the O-K edge. The intensity of the mapped edge decreases gradually from top to bottom
indicating a higher oxygen content near the Au electrode than near the Nb electrode. c)
STEM-HAADF image of the same area, also showing four areas of different contrast. As
HAADF contrast is proportional to Z2 this indicates the presence of at least four chemically

different layers.
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FIGURE 4.6: Distribution of chemical elements across the DBM. a) EDX line scan across
the layers shown in Figure 4.3 from top to bottom. The presence of the Au electrode, Nb
oxide, Al oxide and Nb metal is confirmed and correlates to the four layers visible in the HR
micrograph. b) Same as a) except this is an EDX map integrated along the layers showing

qualitatively the same result.
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10 nm

FIGURE 4.7: Lower magnification STEM-HAADF image of the DBM.
The oxide layer in the middle is separated by an interface with con-

siderable surface roughness.

brightness have been manipulated to improve distinguishability of the two amor-
phous oxide layers a rough interface between the two layers is clearly visible. Cor-
relation with the previous results suggests that the darker (lower average Z) layer
is Al oxide and the slightly brighter (higher average Z) layer is Nb oxide. As no
reliable 2D EDX mapping could be recorded, this results is only further interpreted
after the following results.

The main result of these initial experiments was that the deposition seemed to
have produced a layer sequence different from the expected one, as the back elec-
trode clearly shows significant oxidation of several nm depth. However, in order to
address the questions posed above, it was also clear that the instrumentation avail-
able in Kiel would not be sufficient as neither a Cs-corrected and monochromated
TEM nor the ability for Ar post-treatment of samples was given. Also, as the differ-
ences between devices in the high-resistance and low-resistance state are supposedly
minute, it is expected that no difference between the two is visible in this investiga-
tion.
Therefore, further investigations were continued in the framework of the ESTEEM2
network on the dedicated at the Center for Electron Microscopy of the Technical Uni-
versity of Graz. As the microscope at the University of Graz is a dedicated STEM
without a TEM mode, all investigations were complemented by HRTEM investiga-
tions at the FEI Tecnai in Kiel.
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TABLE 4.1: Overview table of analyzed DBM samples.

SB oxide Generation Elec. characteristic Resistance state Name

Nb 1 switching LRS Nb-1-sw-LRS

Nb 1 switching HRS Nb-1-sw-HRS

Nb 1 switching LRS Nb-1b-sw-LRS

Nb 2 switching LRS Nb-2-sw-LRS

Nb 2 non-switching LRS Nb-2-no

Hf 2 switching LRS Hf-2-sw-LRS

Hf 2 non-switching LRS Hf-2-no

Nb (anodic) 2 N/A - Nb-2-no-anodic

Nb (thermal) 2 N/A - Nb-2-no-thermal

4.2.2 In depth spectroscopic analysis of DBM

After the preliminary experiments which already hinted at the discrepancy between
expected and actually deposited layer sequence an in depth investigations was con-
ducted at the CS probe-corrected, monochromated FEI Titan STEM at the Center for
Electron Microscopy in Graz. The samples analyzed here were treated with low-
energy Ar ions before the STEM analysis for the benefits described above. The
samples described in this chapter from the first generation and second generation
of DBM are displayed in Table 4.1. The sample labelled Nb-1b-sw-LRS is different
from the other two first generation devices as it was prepared with a different Ar/O
ratio during reactive sputtering of the NbOy Schottky barrier. The second genera-
tion was fabricated after scrutinizing the sputter parameters. Furthermore, as it was
found that the reactive sputtering of Nb oxide had an influence on the oxidation of
subjacent layers, test samples were fabricated where the Schottky barrier was anod-
ically and thermally oxidized to circumvent this problem.
The analysis of spatial elemental distribution was carried out by combined STEM-
EELS/EDX investigations. This allows to simultaneously map light elements (like
oxygen) in EELS as well as heavier elements like metals, particularly the gold top
electrode. ELNES fingerprinting was carried out afterwards in order to accurately
determine oxidation states of the layers of interest.

Spatial elemental distribution

Figures 4.8 to 4.10 show the spatial elemental distribution of the first generation
DBM. The results are generally congruent with results from the preliminary analy-
sis presented in section 4.2.1 but show the layers to greater detail. In particular, the
interface between Nb and Al shows pronounced surface roughness, which was not
visible in Figure 4.5. The sample thickness - as determined by the log-ratio method
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[41] - is well below 30 nm, while the observed surface roughness is on the order
of 1-2 nm. Therefore, due to the overlapping 3D surface roughness along the beam
direction, regions of apparent overlapping Al and Nb signal visible in the EDX lines-
cans of Figure 4.6 are minimized in the in-depth investigations.
The memristive switching mechanisms discussed by Hansen et al. [22] rely on in-
terfacial trap state between the Schottky barrier and gold electrode as well as move-
ment of oxygen ions within the Schottky barrier. While these models have only been
postulated tentatively they do underline that the difference between LRS and HRS
might be extremely subtle. The elemental maps of oxygen have deliberately been
displayed with a white/blue instead of black/blue contrast to improve visibility
which is otherwise poor in the common contrast mode, where black symbolizes no
signal of the displayed signal and the respective color channel displays the signal
magnitude.

5 nm

Nb-M45 Au-LAl-KO-K

FIGURE 4.8: STEM-ABF image and spatial elemental distribution of Nb-1-sw-HRS deter-
mined by EDX (Al, Au) and EELS (O, Nb). Red square in the ABF image shows region
where elemental distribution has been determined. The O-K map has a white instead of a

black background to increase visibility.

However, all three analyzed samples exhibit a pronounced oxidation of the Nb
back electrode. The oxide layer - as apparent from the combination of O and Nb
elemental maps reaches a couple of nanometers into the back electrode. This pro-
nounced oxidation is surprising in particular for two reasons. Firstly, the Al layer
was expected to be only partially oxidized, similar to the results presented in Fig-
ure 4.1; an AlOx layer of this thickness is expected to simply act as an insulator.
Secondly, an additional NbOx layer potentially serves as another insulating layer.
Nonetheless, the devices show the desired electrical switching. Aside these argu-
ments from the functional side of view, the absence of metallic Al and the partial
oxidation of the back electrode are of course also surprising because the previously
analyzed Josephson junction (cf. Figure 4.1) did exhibit metallic Al and did not show
any back electrode oxidation. Noteworthy is also the pronounced surface roughness
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FIGURE 4.9: STEM-HAADF image and spatial elemental distribution of Nb-1-sw-LRS deter-
mined by EDX (Al, Au) and EELS (O, Nb). Red square in the ABF image shows region where
elemental distribution has been determined. Presence of Nb signal in the Au top electrode
is caused by the fitting algorithm used to create the maps which produces this misleading

map due to the overall weak EELS signal generated from this sample.

between the back electrode and Al oxide tunnel barrier which is particularly obvi-
ous in the STEM-ABF image of Figure 4.8 but also in the Nb elemental maps from all
three first generation devices. Opposite to the aforementioned investigations, this
surface roughness was not observed in the Josephson junction. The results from
samples Nb-1-sw-LRS and Nb-1b-sw-LRS are essentially congruent: considerable
surface roughness between Nb and Al, absence of metallic Al, pronounced oxida-
tion of the Nb back electrode. (cf. Figures 4.9 and 4.10). Contrary to the explicit
aim of these investigations - finding and analyzing the difference between devices
in HRS and LRS - no difference was found in the elemental distribution of these de-
vices.
This of course raises the question where the oxidation originates from. The prelim-

inary experiments regarding suitable methods for sample preparation showed with
certainty that such oxidation will not be induced by FIB milling. As the deposition of
first generation DBMs and Josephson junction are identical up to the Al oxide tunnel
barrier, an obvious candidate for the induced differences is the subsequent deposi-
tion of the Nb oxide Schottky barrier by reactive sputtering. Whether this step could
cause both the observed oxidation as well as a potential increase in surface rough-
ness is still under investigation. Several investigations of the plasma characteristics
such as the energy flux, plasma potential, temperature and Bohm current, which
is the current of charged particles able to escape the plasma, are being conducted at
present. During careful examination of the deposition process, in particular the exact
geometry of targets and substrates it was noticed, though, that the distance between
target and substrate potentially was not as originally designed, such that the reac-
tive Ar/O plasma used for reactive sputtering of Nb oxide was potentially closer
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FIGURE 4.10: Spatial elemental distribution of Nb-1b-sw-LRS determined by EDX (Al, Au)
and EELS (O, Nb). Red square in the ABF image shows region where elemental distribution
has been determined. Presence of Nb signal in the Au top electrode is caused by the fitting
algorithm used to create the maps which produces this misleading map due to the overall

weak EELS signal generated from this sample.

to the substrate and is thus might be the cause of it. Aside exploration of plasma
characteristics, further effort is put into researching the link between deposition pa-
rameters, microstructure and electrical characteristics. This also involves simulation
of plasmas and their influence on the target and substrate materials. Such simula-
tions are extremely challenging, as they need to bridge several orders of magnitude
on both length and time scales.[42] For example, typical sputtering times are on the
order of tens of seconds, while the vibration of adatoms on the surface substrate oc-
curs with a frequency of 1014 Hz thus spanning some 15 orders of magnitude. The
typical length scale of a substrate is several centimeters, while the size of an atom is
on the order of Ångstroms thus spanning at least eight orders of magnitude. Thus
accurately describing such a system by means of simulation is gigantic task.
From the O-K map in Figure 4.8 (and similarly in Figures 4.9 and 4.10) the difference
in O-K signal in the separate layers is clearly visible. This difference in signal mag-
nitude does not, however, translate directly to a difference in oxygen content. As Nb
(Z=41) is much heavier than Al (Z=13) it absorbs more oxygen signal, accordingly a
quantitative analysis is necessary to determine the oxidation state in each layer. A
detailed and semi-quantitative analysis of the oxidation states is undertaken in the
following section.

Spectral analysis, ELNES fingerprinting

Quantitative EDX analysis is possible with dedicated analysis software which takes
into consideration sample geometry, overall presence of elements and specific ab-
sorption factors. However, even with modern correction algorithms inherent prob-
lems such as peak overlap or strong spurious X-ray signal. Spurious signal where
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the electron beam focuses on a certain spot on the sample in STEM mode, the EDX
detector, however, does not only record characteristic X-rays generated in this partic-
ular interaction volume but also in other locations which are generated by strongly
scattered electrons. One example for this is the ubiquitous Cu signal generated in
samples that are placed on Cu grids. Even though the grid itself is not irradiated
by the electron beam, Cu radiation is present is virtually every single EDX spectrum
because of spurious X-rays. This effect is also strong near interfaces of a heavy and a
light material; such is the case in this sample with the Au-Nb oxide interface. When
the electron beam is scanning over the Au electrode in close proximity to the un-
derlying oxide layers, the Au atoms strongly scatter the beam electrons a fraction of
which enters the neighboring oxide layers and generate spurious X-rays. Accord-
ingly, Nb, O and Al signal is falsely recorded in places where there is none of these
atoms. This effect is only so much more apparent in these samples because of the
tiny dimensions of the layers and even more so the lack of channelling along atomic
columns. If all of the constituents were crystalline and oriented along a low-index
zone axis, the electron beam would channelled along the atomic columns and less
scattering would occur. Spurious X-rays can be observed in all previously presented
elemental maps and likewise in all of the following elemental maps.
More reliable than quantitative X-ray analysis - under the aforementioned constraints
- and simple elemental mapping is the analysis of EEL spectra by ELNES finger-
printing. Quantification of EELS cross-sections was often times rendered impossible
because of overlapping edges. For example, in the case of Nb-M45 (205 eV) and O-K
(532 eV) edges there is generally no overlap, however, quantification is still curtailed
by the C-K (283 eV) edge which obscures the delayed maximum of the Nb edge. In
the cases of Hf-M45 (1662 eV) and Al-L23 (73 eV) or Al-K (1560 eV) the edges are sim-
ply too far apart to be reliably recorded within the same spectrum with reasonable
intensities for both elements, i.e. recording the edge of one element without overex-
posing the camera with the much higher intensity of the lower energy element.
Accordingly, ELNES fingerprinting as described in section 3.2 is the most reliable
method for identifying oxidation states in these samples. Figure 4.11 depicts the
Nb-M45 edge extracted from several first generation DBMs and averaged to reduce
noise.

Figure 4.11 displays the Nb-M45 edge as well as references by Bach et al [43]
for Nb(V) and N(IV) and Nb(II) oxide. A direct correlation between spectra is not
possible. Experimental and reference data have been acquired under different ex-
perimental conditions. Furthermore, background subtraction as well as removal of
plural scattering can differ and thus cause distortions in the spectra. However, this
does neither affect relative intensity between spectra nor position of spectral fea-
tures. Therefore, the intensity of features can be compared between spectra as well
as the position for example of the peak between 240 and 260 eV.
Several features are noteworthy; the feature near the onset of the edge between 200
and 225 eV is much more pronounced in both experimental spectra as compared to
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FIGURE 4.11: Nb-M45 ELNES of the first generation DBM. The graph
shows the ELNES extracted from an Nb oxide area near the bot-
tom electrode (BE) and at the Schottky barrier (SB) alongside refer-
ences for three different Nb oxides.[43] Experimental data has been

smoothed by a 10-point adjacent averaging algorithm.

the two references. It appears as a twofold peak at 215.5 and 226.1 eV in the SB spec-
trum and a single peak at 215.5 eV in the BE spectrum. In comparison the reference
spectra show a much weaker shape, however, the spectrum for Nb(V) oxide (blue)
shows a tendency to form the strongest peak, whereas the Nb(IV) and Nb(II) refer-
ence form less pronounced features in this region.
The intensity of the peak close to 250 eV is stronger in the SB spectrum than in the BE
spectrum, and similar to the previous feature the SB tends to resemble Nb(V) oxide
because of its higher intensity and the BE’s lower intensity is more akin to Nb(IV)
or Nb(II) oxide. The position of this feature is almost identical for all five spectra,
interestingly the intensity is split in the SB spectrum.
While this description and careful examination of features may seem tedious it does
highlight that these EEL spectra are not unambiguously assignable to a certain phase
but show a tendency to indicate a certain oxidation state. This can be founded in
the fact that the experimentally observed spectra are not obtained from pure and
crystalline phases with a distinct oxidation state but rather from an amorphous ox-
ide potentially containing a mixture or local variations of oxidation states. What is
more, as previously described, the C-K edge sits at 283 eV and thus even without
any prominent intensity, organic contaminants might very well have an influence
on the position and relative intensity of the maximum in the Nb spectra, which is
located some 80 to 100 eV beyond the onset and thus directly below the C-K edge.
According to the only mildly conclusive identification of the Nb-M45 edge a focus
is set on the O-K edges as depicted in Figure 4.12. While the O-K edge generally
suffers from the same problems described above, it does have a major advantage,
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FIGURE 4.12: O-K ELNES from the SB of the first generation DBM. a) ELNES extracted from
a region near the BE. b) ELNES extracted from a region near within the SB. Experimental
data averaged from several measurements (black dots) is displayed as solid line. Reference
data displayed in color. ELNES in a) nicely corresponds to the NbO reference, while ELNES
in b) resembles neither of the references closely, but rather a mixture of the two. Experi-
mental data were not only background subtracted but plural scattering was also removed,
thus ensuring good comparability of the similarly treated references. This figure has been

previously published in similar form in Reference [44].

being its shape. Unlike the Nb-M45 edge with its delayed maximum, the O-K edge
has a typical white-line or saw-tooth shape, where the onset and maximum can be
compared and interpreted much easier.

As the shape of the O-K is much more unique between the SB and BE, it is not
displayed on top of each other but rather side-by-side. In Figure 4.12 a) the BE
spectrum can be seen alongside a reference of the O-K edge of NbO2, b) displays the
SB spectra alongside references for NbO2 and Nb2O5. While the BE Nb oxide seems
to be clearly assignable to NbO, the SB spectra are less distinct. However, especially
the first maximum at around 533 eV appears to fit a combination of the two oxide
references.
Both the previously analyzed Nb-M45 edge as well as the O-K edge hint towards
the same, namely the BE exhibiting a lower oxidation state - likely Nb+2 - than the
SB Nb+4 or Nb+5). This is also congruent with the relative intensities of the oxygen
signal in the EDX maps presented in Figures 4.8 to 4.10. Even though it is known
that oxides of niobium with a low oxidation state, such as NbO, are good metallic
conductors, the pronounced oxidation of the bottom electrode was neither intended
nor desired.
Unfortunately, just as in the analysis of elemental distribution, no difference was
found in the absorption spectra of the SB between LRS and HRS, which can have
multiple reasons:

1. there is no difference, because there is no correlation with elemental distribu-
tion and resistance state,

2. there is no difference, because the retention time was smaller than the time
between setting the state and analysis,
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3. there is no difference, because the sample preparation or TEM analysis elimi-
nated it,

4. the spatial resolution is insufficient to resolve the difference,

5. the spectroscopic detection limit is too low to resolve a difference.

As mentioned above, it was proposed by Hansen et al. that the devices rely on mi-
gration of oxygen ions and/or accumulation of interfacial electronic defects in the
Schottky barrier. While particularly the latter would not manifest in the elemental
distribution, it might be possible to visualize these defects via EELS. Aside the Nb
oxide layers, however, the Al oxide tunnel barrier is of course of high interest. Fig-
ure 4.13 displays the O-K edge of the AlOx layer of the first generation DBM. The
edge of all three samples looks qualitatively the same. About 6 eV before the main
absorption edge a small pre-peak can be seen. Both features have been fitted, for
the pre-peak a Gaussian was chosen, the main edge has been fit with a Pearson IV
peak to account for its inherent background. Such a pre-peak has been discussed in
literature before and several origins of the pre-peak are possible:

1. Electron beam damage to hydroxide inclusions.[45]

2. Electron beam damage by repulsion of small positive ions.[46]

3. Influence by empty 3d or 4d orbitals of neigbouring species.[47]

The first two possibilities are notably strongly time dependent, however no evolu-
tion of the feature over time has ever been observed. It is known that oxides gen-
erally suffer from intense electron irradiation through these and other processes,
such as the Knotek-Feibelman mechanism[48], however, these processes are accom-
panied by a local change of morphology, which has never been observed during
investigations. Lastly, the third possible origin, i.e. the charge transfer of AlOx to
neighbouring metal species, in case towards empty 4d orbitals of Nb can also be ex-
cluded as the M45 and M23 edge was not observed in spectra where the pre-peak has
been observed. These spectral features were otherwise clearly visible where Nb was
present.
As these possibilities have been ruled out, the implication is that the observed fea-
ture is likely intrinsic to the analyzed samples. Nigo et al. observed a similar O-K
pre-peak in AlOx in their study [49] and concluded that oxygen vacancies were the
reason for this feature. According to the molecular orbital model by Johnson and
Pepper [50] and theoretical calculations [51]–[53] on the same topic, the electronic
structure of alumina is well explored. In fully stoichiometric alumina, O(2p) orbitals
form bonds with Al(3s) orbitals. However, as soon as there are oxygen vacancies,
they cause unfilled Al(3s) orbitals to localize and shift to higher energies, as com-
pared to the filled Al(3s) orbitals of stoichiometric Al2O3. The increase in energy by
about 8 to 10 eV is high enough to lift them above the Fermi energy but small enough
such that these states are still below the conduction band. Accordingly, these local-
ized Al 3s states are unfilled and not energetically equivalent to other states. This
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FIGURE 4.13: O-K spectrum of AlOx of Nb-1-sw-LRS. Pre-peak and
main edge have been fitted with a Gaussian and a Pearson IV peak

respectively.

coincidence makes them visible via EELS as it uncovers all transition of core elec-
trons to unfilled states.

The intrinsic presence of oxygen vacancies in AlOx implies a slight non-stoichio-
metry of the oxide and - as Nigo et al. pointed out - potentially even a significant
increase in electrical conductivity. In order to better assess the effect of oxygen va-
cancies, an attempt to quantify them shall be established. The molecular orbital
model by Johnson and Pepper [50] establishes that the free states that are closest to
the Fermi energy belong to the threefold-degenerate Al(3p) orbital. These are also
the part of the LDOS making up the main absorption edge observed in EELS as they
are energetically lowest unfilled states. The valence band on the other hand is made
up from non-bound O(2p) and bound O(2p)-Al(3s) states the latter of which form
the localized Al(3s) pre-peak in the O-K edge if not saturated with oxygen. If the
transition probability of O(1s) electrons into Al(3p) or localized Al(3s) is effectively
equal then the integrated EELS intensities are a direct measure of the number of free
states. As amorphous alumina retains some of its local structure and on average ev-
ery oxygen ion forms a tetrahedron of bonds to four aluminum ions, every vacancy
causes four localized Al(3s) states. Taking into consideration all these factors the
concentration of vacancies is given as

3
4
·

NAl(3s)loc

NAl(3p)
=

1
4
·

NAl(3s)loc

NAl(3s)
= cvac.

Assuming that there is also a number of octahedrally coordinated oxygen this frac-
tion would decrease by a factor of 2

3 . As apparent from Figure 4.13, the experi-
mentally determined quantity is the intensity ratio of Al(3s)loc to Al(3p). Over all
first generation samples, the vacancy concentration varies between 1.7 and 3.4 %
according to the above equation. It should be noted, however, that this is only an
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estimate and no literature to confirm this kind of quantification was found. Poten-
tial error sources are a missing factorization of scattering probability into Al(3s)loc
and Al(3p), respectively. Given that the oxide is amorphous no large influence from
anisotropic scattering probabilities are expected. Both sets of states are completely
empty so neither Coulomb nor spin repulsion should have an effect. Furthermore,
as the states are energetically extremely close no drastic influence from the exponen-
tially decaying probability is likely but the calculated concentrations are considered
upper limits.
As briefly discussed in chapter 3 the dipole selection rule for electronic transition
states that g-g and u-u transitions are forbidden; however, in octahedral molecules
and complexes this selection rule is weakened by a mechanism introduced by van
Vleck.[54] As he points out, the dipole selection rule can be circumvented when a g
parity wave function receives u parity contributions due to lattice vibrations. This
effect has been discussed by van Vleck for f-f transitions in rare earth metals, which
is of course significantly different from the transition in question here. However, as
discussed by Fromme [55] the van Vleck mechanism also occurs in other nominally
forbidden transition, proving that the dipole rule is not irrevocably true. The leeway
for atomic vibrations is higher in amorphous solids compared to crystalline lattices
and the momentum input by the microscope’s electron-beam is considerable, there-
fore the proposed mechanism does not seem impossible. The fact that the transitions
indeed occur with an unknown transition probability is an additional challenge but
still leaves them semi-quantifiable and therefore a comparison between the samples
is possible.
The only quantifiable difference found between LRS and HRS was after all a differ-
ence in the vacancy concentration of the tunnel barrier which was lower for the HRS
sample and slightly higher for the two LRS samples as summarized in Table 4.2.
Experiments in the responsible subproject showed that the SB likely is responsible
for memristive switching; this was found out by preparing devices with a mutu-
ally exclusive Schottky and tunnel barrier, respectively. In these samples only the
SB-containing samples showed memristive switching. However, this still leaves the
possibility of the interface between Schottky and tunnel barrier being governing for
the memristive effect and therefore the tunnel barrier vacancy concentration might
be an indicator for defects in the Schottky barrier or at the interface. From the in-

TABLE 4.2: Concentration of oxygen vacancies in first generation
DBMs.

Sample cvac (%)

Nb-1-sw-LRS 3.2

Nb-1-sw-HRS 1.7

Nb-1b-sw-LRS 3.4
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sights of the investigations described in this chapter the second generation of DBMs
was designed and fabricated, which will be analyzed in the following section. One
main intention of the second generation was to suppress oxidation of the back elec-
trode.

4.3 Second generation DBM

After evaluating the results from the first generation of DBM an attempt to maintain
their function while bringing it closer the originally envisaged design was under-
taken. Specifically this meant trying to avoid the BE oxidation, reduce the surface
roughness and get rid of the defects in the tunnel barrier. As the reasonable specula-
tion posed - based on the previously presented results - was that reactive sputtering
of the SB caused through oxidation of the Al layer as well as oxidation of BE three
different approaches were followed to avoid this oxidation:

1. The sputtering parameters were adjusted as to increase the distance of the sub-
strate to the reactive plasma

2. Nb metal was deposited by sputtering and subsequently oxidized by anodic
oxidation.

3. Nb metal was deposited by sputtering and subsequently oxidized by thermal
oxidation.

Furthermore, in an attempt to bring these devices towards CMOS compatibility, the
Nb oxide based Schottky barrier has been replaced with Hf oxide in one series of
devices. Hf oxide was also deposited by reactive sputtering similar to Nb oxide and
for this fabrication, too, the geometry has been adjusted according to the previous
findings. After adjusting the sputtering geometry, however, a characteristic non-
linear dependence of device resistance with respect to distance from the center of
the wafer was found. Devices close to the center of the device have a low electrical
resistance and show resistive switching similar to first generation devices as shown
in Figure 2.1. Devices closer to the sputter trench of the target showed a higher
device resistance and did not exhibit resistive switching.
The aim of the investigations was therefore to find out whether

• fabrication was reproducible,

• the Hf oxide based devices had the similar desired layer sequence and oxida-
tion state of Hf,

• anodic and thermal oxidation were passable techniques to deposit Nb oxide.

During introductory experiments HR micrographs of the devices were acquired.
Representative images are presented in Figure 4.14. None of the samples showed
crystalline phases besides the two metal electrodes. Accordingly, spatially resolved
elemental imaging by EELS and EDX remained the option of choice to analyze these
samples. The combined layer thickness of the Schottky and tunnel barrier is larger
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for the switching samples as compared to the non-switching samples. This comes
as no surprise, as the non-switching samples are extracted from outskirt area of the
wafer containing the devices. The sputter deposition rate is lower than right in the
center, where the switching devices have been taken from. Both switching samples
also have in common that they contain a peculiar contrast variation in the middle of
the layer. A thin region of about 1 nm thickness appear brighter than the rest of the
amorphous layer.

5 nm

Nb-2-sw-LRS

Hf-2-sw-LRS

Nb-2-no-anodic Nb-2-no-thermal

Hf-2-no

Nb-2-noa) b)

c) d)

e) f)

FIGURE 4.14: High resolution micrographs of second generation DBMs. The crystallinity
of both the top and bottom electrode is evident, the layer in between is entirely amorphous.
HR contrast does not allow to clearly identify the difference between the Schottky and tunnel
barrier. Both switching samples (Nb-2-sw-LRS and Hf-2-sw-LRS) exhibit a bright contrast

right in the middle of the amorphous layer.
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Spatial elemental distribution

Analogous to the first generation DBM, the first step was to see if there were any
peculiarities in the spatial distribution of elements, i.e. if the deposition had worked
as intended. Figures 4.15 to 4.22 show STEM-HAADF images of the DBM alongside
EDX (Al, Au, Hf) and EELS maps (O, Nb) of the constituting elements. In the HfOx

based samples Nb was also mapped by EDX. As no Nb oxide was present in these
samples the EELS mapping of the Nb edge was foregone.

5 nm

Nb-M45 Au-LAl-KO-K

FIGURE 4.15: Spatial elemental distribution of Nb-2-sw-LRS.

The results depicted in Figure 4.15 are extracted from the direct successor of the
first generation DBM devices, the only difference being the adjusted geometry dur-
ing fabrication. These devices qualitatively show the same switching behavior as the
first generation DBMs. Unfortunately the investigations on these devices suffered
from poor overall intensity. At first glance the absence of BE oxidation is appar-
ent by the lack of overlap between O-K and Nb-M45 signal. The surface roughness
observed at the Nb-Al interface persists, it seems therefore safe to assume that the
previously observed oxidation of the back electrode and the surface roughness are
not causally linked in any way. Other than in previous investigations a peculiar fea-
ture in the Al layer was observed. In the middle of this layer there is a distinct dip in
intensity indicating a lower Al concentration. This decrease in signal intensity is not
directly apparent from the Al-K map, however when the signal is integrated along
the layer the intensity profile displayed in Figure 4.16 reveals this feature. Oddly,
the O signal does not decrease in this region, indicating an Al depleted AlOx region.
In this exact region the O-K edge of AlOx displays a strong pre-peak; its origin and
possible interpretation will be further discussed in the following section opening up
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FIGURE 4.16: Intensity distribution of elements across the layers of Nb-2-sw-LRS and O-K
pre-peak observed in the middle of the AlOx layer. a) Intensity distribution generated by
integrating the maps displayed in Figure 4.15 along the layers. Magenta line represents O-K
pre-peak displayed in the spectrum in b). b) EEL spectrum of the O-K edge extracted from
the middle of the AlOx layer. A pronounced pre-peak is visible at around 533 eV (magenta

box).

a possible explanation for the Al depletion. This is also congruent with the high res-
olution image presented in Figure 4.14; the Al depleted region seems to be congruent
with the region of contrast variation the HR micrograph.

Figure 4.17 displays the spatial elemental distribution as well as a STEM-HAADF
image of sample Nb-2-no fabricated on the same wafer, i.e. under identical condi-
tions, except not being extracted from the center of the wafer but instead farther out-
side. This device did not show any memristive behavior and considerably higher
device resistance. Initially, the results are congruent with the previously presented
sample, besides each of the layers being around 15 % thinner. A pre-peak similar to
one observed in Nb-2-sw-LRS has been observed occasionally, but not evenly along
the AlOx, and only in certain areas within the layer. Figure 4.18 displays the lateral
distribution of the O-K pre-peak within the oxide layer of this sample. Interestingly,
the pre-peak occurs only in isolated positions and is located closer to the SB instead
of the middle of the Al oxide tunnel barrier. This stands in strong opposition to the
results of Nb-2-sw-LRS where the pre-peak is evenly distributed along the Al oxide
layer and confined to the middle of it. Also, unlike Nb-2-sw-LRS, no areas of contrast
variation in high resolution contrast have been observed within the AlOx layer.

Hf oxide based devices showed two distinctly different areas in the investiga-
tions. The first observed layer sequence is displayed in Figure 4.19. A pronounced
gap in the middle of the AlOx seems to have formed reminiscent of delamination.
Unlike the previously documented reduction Al signal in the Nb-2-sw-LRS sample
(cf. Figure 4.16) it is accompanied by a comparable lack of oxygen intensity in the
EDX map. Intuitively, it would seem reasonable that a similar pre-peak is to be ob-
served in this area, but it is only present highly localized analogous to what has been
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FIGURE 4.17: Spatial elemental distribution of Nb-2-no.

a) b)

O-K pre-peak
5 nm

FIGURE 4.18: Lateral distribution of the O-K pre-peak in Nb-2-no. a)
The O-K (blue) and Au (yellow) intensity map as reference. b) The
pre-peak (magenta) intensity map showing the strong localization.
Note that the pre-peak is located much closer to the SB but is not

distributed uniformly throughout the AlOx layer.

shown in Figure 4.18 for sample Nb-2-no. What is more, the high resolution micro-
graph shows a similarly distinctive feature with an area of brighter contrast in the
middle layer.
In the second observed result no such delamination can be observed. Figure 4.20
shows the transition from a delamination region to a compact layer sequence. Both
regions alike show complete overlap of the Al and O signal, i.e. no metallic Al was
observed, it is completely oxidized as in the previous DBM generation.

Next to Hf-2-sw-LRS, a non-switching sample has been analyzed and is depicted
in Figure 4.21. Unlike the other samples, this was the only one solely analyzed on
the FEI Tecnai microscope, which lacks stability and EDX sensitivity to analyze such
thin layers in more detail. Therefore, only a linescan is available from this sample
and no elemental mapping. Nonetheless, qualitatively the result show the expected
outcome similar to the results displayed in Figure 4.20, i.e. no delamination and no
dip in intensity of either the Al or O signal.
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FIGURE 4.19: Spatial elemental distribution of Hf-2-sw-LRS with a
localized pre-peak at the very top and seemingly delamination in the

middle of the Al layer.

5 nm
O-K Nb-K Au-LAl-K Hf-M

FIGURE 4.20: Spatial elemental distribution of Hf-2-sw-LRS with no
delamination.

Lastly, samples from two fabrication methods were analyzed where the deposi-
tion of the Nb oxide Schottky barrier is not based on reactive sputtering. Specifically,
in these samples the Schottky barrier was deposited by sputtering Nb metal on top
of the tunnel barrier and subsequently oxidizing it either anodically (Figure 4.22) or
thermally (Figure 4.24). Devices from both fabrication methods, however, show no
memristive switching.

The anodically oxidized sample displays similar dip in Al signal in the middle
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FIGURE 4.21: Spatial elemental distribution of Hf-2-no. a) STEM-
HAADF micrograph depicting the individual layers. b) STEM-EDX
linescan over the layers. No elemental mapping could be recorded of

this sample.
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FIGURE 4.22: Spatial elemental distribution of Nb-2-no-anodic. Simi-
lar to the sample Hf-2-sw-LRS the Al intensity shows a decreased in-
tensity in the middle of the layer, the O intensity does not follow suit,

as clearly visible in the integrated EDX intensities in the top right.

of the Al layer as the Hf-based sample does in some regions. While this gener-
ally resembles the results from Nb-2-sw-LRS and Hf-2-sw-LRS (cf. Figures 4.16 and
4.19) which exhibited a similar dip in Al intensity, Nb-2-no-anodic neither exhibits a
strongly localized O-K pre-peak in the region of lower Al signal intensity (like Nb-
2-sw-LRS), nor does it exhibit an accompanying dip in O-K signal intensity reminis-
cent of delamination (like Hf-2-sw-LRS). The O-K signal is indeed slightly increased
towards the interface with the bottom electrode, but in the middle of the AlOx layer
where the Al intensity decreases, there is no pronounced decrease in O-K intensity.
To highlight this, the maps displayed in Figure 4.22 have been integrated along the
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layers to create a quasi-line scan which is displayed in the top right.
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FIGURE 4.23: Spatially resolved energy shift of the O-K edge (left) congruent to the area
presented in Figure 4.22 and two example spectra showing the relative shift of +/- 2 eV
respectively. Negative and positive refer to the spectral shift relative to the reference area
on the right of the image, where no decrease in Al signal was observed in Figure 4.22. The
red and green area in the middle represents the oxide region, the strongly pixelated multi-
colored regions above and below are regions where no oxygen is present, such that the fitting
algorithm is not able to determine a beam shift and yields somewhat random results. A
negative energy shift can be explained by decreased coulombic attraction towards the ion

core of the electron excited from O 1s to an empty state.

Interestingly, though, the region in which the Al intensity decreases is perfectly
superimposable with a slight shift of the O-K absorption edge towards lower ener-
gies (see also the green area in Figure 4.23). This makes sense in that if that region
is indeed Al depleted and thus has formally a more negative charge density there is
less coulombic attraction towards the ion core for the O 1s electron being excited in
this process. The energy shift towards higher energies in the red area which mainly
coincides with the area where the AlOx layer neighbors the Nb Schottky barrier is
caused by the interaction of O(2p) with the (4d) orbitals of Nb. The HR micrograph
on the other hand did not display any features in within the amorphous layer, im-
plying that the Al depletion does not manifest itself with a morphological change.
Besides these striking features, the elemental maps and line scan also highlight the
surprisingly low O-K intensity in the Schottky barrier. The oxidation of Nb in the
Schottky barrier will analyzed in detail in the following section. Importantly, though,
in these samples it was possible for the first time to evidently observe metallic Al
close to the bottom electrode, apparent from the lack of complete overlap of the O-K
and Al-K maps towards the bottom electrode. There clearly is a part of the Al layer
that contains no oxygen, also highlighted by the previously mentioned line scan.

Similar to the anodically oxidized sample the thermally oxidized sample (cf. Fig-
ure 4.24) also shows metallic Al towards the bottom electrode. A detailed spectral
analysis in the following section will reveal if there is a slight oxidation in this area.

Spectral analysis, ELNES fingerprinting

Unlike the first generation of devices, the differences between single second gen-
eration devices observed in morphology and elemental distribution are significant
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FIGURE 4.24: Spatial elemental distribution of Nb-2-no-thermal. Sim-
ilar to the sample Nb-2-no-anodic the EDX intensities were integrated

along the layer to create a quasi linescan, see top right.

and thus no generalization for the devices can be drawn. Figure 4.25 shows the O-
K edges extracted from the AlOx layer of all second generation DBMs along with
three references for amorphous, α– and γ – alumina. A reference for θ-alumina was
omitted, as it closely resembles that of γ-alumina and these phase are thus virtually
indistinguishable through their EEL spectra.[56] Sample Hf-2-no presents an outlier,
in that especially the onset flank of the edge looks different from the other edges. It
should be noted, that this is the only edge recorded on the FEI Tecnai microscope
in Kiel under different experimental conditions and with a nominally much worse
energy resolution. As already presented in Figure 4.16, there are also regions in
these samples where a pronounced pre-peak exists at around 9 eV prior to the main
absorption peak. Interestingly, when the pre-peak is particularly pronounced the
entire shape of the O-K edges changes. Figure 4.26 spectra containing this pre-peak;
the shown spectra represent the strongest observed pre-peak in the respective sam-
ple.

A similar analysis of the Al – L23 edge extracted from the AlOx layer is also possi-
ble, but much more complex because for once the Al – L23 edge has a higher number
of features to be compared and secondly the signal-to-noise ratio is much worse at
such a low energy loss because of the much higher background. Figure 4.27 displays
the Al – L23 edge in part a), demonstrating this problem. In an attempt to break the
edge down into easily comparable factors, the two main contributors, i.e. the L3 and
L2 peaks, were fitted with Gaussians as displayed in Figure 4.27 b); the main char-
acteristics of these Gaussian peaks can be easily compared between references and
experimental data. These characteristics are amplitude, position and the full width
at half maximum (FWHM). Importantly, unlike the other spectra presented for the
second generation DBM the Al – L23 spectra possess a calibrated energy axis, as they
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FIGURE 4.25: O-K edge from the AlOx layer of second genera-
tion DBMs and three references at the top. Except for the non-
switching Hf-based DBM all experimentally acquired spectra show
the tendency that the edges’ maxima are skewed to the right, simi-
lar to γ – alumina. Reference spectra are taken from [57](α–alumina),

[58](amorphous alumina) and [59](γ – alumina)

are such a low energy loss that they have been recorded together with the zero loss
peak which was used to align these spectra.

The O-K edge extracted from the Nb oxide Schottky barrier is presented in Figure
4.28. The only spectrum assignable to a reference stems from sample Nb-2-sw-LRS
which resembles Nb2O5 similar to what has been observed in the first generation
of devices. The other spectra are very much untypical for O-K edges of Nb ox-
ide, as these typically contain a sharp onset as evident from the reference spectra
recorded by Bach [43]. This is attributed to fact that the other samples likely exhibit
an extremely low degree of oxidation within the SB; this is also congruent to the
observation made previously, where O-K maps in these samples barely seemed to
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FIGURE 4.26: O-K edge with strong pre-peak from the AlOx layer of

second generation DBMs.

overlap with the Nb signal of the Schottky barrier. Therefore, the conclusion that the
thermally and anodically oxidized samples as well as the non-switching reactively
sputtered sample did not produce properly oxidized Schottky barriers.

The trend visible in Figure 4.29 that spectra from longer exposure times tend to
be shifted to lower energies is judged to be a coincidence. The spectra were recorded
chronologically, therefore the shift in the spectra is attributed to a shift of the zero
loss peak over time.

4.4 Comparative analysis

Even more important than the mere description of the individual devices is the com-
parison between them. Spectral features have already superficially compared in the
preceding section, besides a more detailed description of these the layer thickness
and more will be analyzed in this section. Table 4.3 aims to summarize the results
from the individual analyses in a comprehensive form. The main findings so far
were the presence or absence of a pre-peak in the tunnel barrier oxide, as well as the
layer thicknesses.

Figure 4.30 also shows the elemental distribution of all analyzed devices side by
side. When comparing first and second generation devices, the most striking dif-
ference is obviously the reduced thickness of the oxide layer; the lack of back elec-
trode oxidation has been discussed previously. Nonetheless, the surface roughness
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FIGURE 4.27: Al – L23 edge from the AlOx layer of second generation
DBMs. Reference spectra were taken from Reference [56].

between the Nb back electrode and the Al oxide layer is also drastically reduced
in the second generation. Since deposition parameters for the back electrode have
not been altered from the first to the second generation, this implies that the unin-
tentional "plasma treatment" during reactive deposition of the Nb oxide Schottky
barrier might have also induced an alteration - i.e. an increase in surface roughness
- of the interface.
While this seems unintuitive at first, particularly why this would not result in an
even intermixing of the Nb back electrode and Al from the layer on top, this claim
is corroborated when comparing the surface roughness of the first generation with
the images taken of the Josephson junction (cf. Figure 4.2). As the latter also shows a
low surface roughness comparable to that of the second generation while not being
modified by a reactive oxygen plasma it seems plausible that the surface roughness
indeed originates from plasma modification. What the mechanism behind increased
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FIGURE 4.28: O-K edge from the NbOy layer of second generation
DBMs. Reference spectra were taken from Reference [43].

surface roughness is can only be speculated about. The bumps and valleys of the
interface do not seem to correlate with grain boundaries in the Nb back electrode;
the grain size in this layer is approximately between 25 and 30 nm. The surface
roughness has a lateral "period" of about 5 nm. Furthermore, the oxidized layers are
completely amorphous and therefore do not contain any kind of grain structure.
Another possibility is the local fluctuations in energy density of the plasma or peaks
in the field strength. Oddly, though, the penetration depth of oxygen is rather con-
stant along the layers and does not vary in conjunction with the surface roughness.
If the latter were caused by an uneven oxygen plasma, it would seem reasonable
that this is also reflected in an uneven oxidation depth, which is not observed. The
variations in the plasma probably occur on much larger length scales than what can
be observed by a single TEM sample.
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FIGURE 4.29: Exposure time series investigation on the O-K edge of
AlOx. The shortest exposure time producing data with a reasonable
noise level is 0.002 s per pixel. Spectra with the same exposure time
have been recorded at different locations. No correlation between

exposure time and pre-peak intensity was found.

The thicknesses of the layers depicted in 4.30 have been determined in multiple
regions of the sample, not all of which are depicted in this work. The results are
shown in Figure 4.31. The error bars represent both the spatial resolution of the
investigations as well as the standard deviation of the determined thicknesses. The
increased oxide layer thickness observed in sample Nb-1-sw-LRS (in total about 12
nm, as compared to less than 10 nm in other first generation samples) is mainly
due to a more pronounced oxidation of the back electrode, the actual SB and TB
thickness is very much similar to those of other samples. Interestingly, the thickness
of the Nb oxide SB is more or less constant with a value of about 2.1 nm. The Al
oxide tunnel barrier’s thickness on the other hand fluctuates significantly. The two
HfOx-based devices are the exemptions, the SB is at least 1 nm thicker compared to
the NbOy-based devices. The difference between the two HfOx-based devices is due
to the previously mentioned position on the wafer. Hf-2-sw-LRS was extracted from
the center of the wafer, where the deposition rate is higher and therefore layers are
thicker, while Hf-2-no is extracted from an off-center position at the rim of the wafer.
At this position the deposition rate is lower and therefore layers are thinner.

Furthermore, the spectral features of the Al – L23 edge were compared in detail
as the ELNES fingerprinting depicted in Figure 4.27 was inconclusive. Figure 4.32
shows the systematic comparison of spectral features. The FWHM map as well as
the centers of these peaks suggest that generally closer to amorphous alumina (cyan)
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TABLE 4.3: Overview table of DBM properties.

Sample Pre-peak Layer thickness

Shift (eV) Confinement SB (nm) TB (nm)

Nb-1-sw-LRS 6 continuous 2.1 5.7

Nb-1-sw-HRS 6 continuous 2.0 5.7

Nb-1b-sw-LRS 6 continuous 2.2 6.2

Nb-2-sw-LRS 9 mostly continuous 2.2 6.6

Nb-2-no 9 localized 2.1 5.5

Hf-2-sw-LRS 9 localized 2.7 7.8

Hf-2-no 3.0 4.5

Nb-2-no-anodic 2.1 6.5

Nb-2-no-thermal 2.1 4.8
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FIGURE 4.31: Comparison of oxide layer thicknesses in DBM devices.
Number next to date indicates individual devices, see also the legend.

MOy refers to the Hf or Nb oxide SB, respectively.

than to the other two references. The intensity ratio of L3 and L2 peaks shown in Fig-
ure 4.32 b) is less significant, the trend suggests that the biggest difference is between
samples Nb-2-sw-LRS and Nb-2-no-anodic whose ratios are similar to that of amor-
phous alumina and γ – alumina, respectively. The O-K edge from the AlOx region
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FIGURE 4.32: Analysis of the Al – L23 between second generation
DBMs. a) FWHM of the Al – L2 and L3 of second generation DBMs
and references. b) Intensity ratios of the L3 and L2 peaks. c) Centers

of the L3 and L2 peaks.

previously discussed (cf. Figure 4.25) resembled that of γ – alumina in all samples
the most. The inherent difficulty of assigning the Al – L23 edge in a similar fashion
is that excited core level is not a singular level as in the O-K edge where the O(1s)



4.4. Comparative analysis 55

electron is excited. Instead, the Al – L23 edge represents the Al(2p) orbital contain-
ing two levels where the total angular momentum j is 1

2 and 3
2 , respectively. The fact

that no pre-peak is observable 9 eV before the L3 edge can have its reason in two
factors; a) the spectra could be recorded at position where there are no defects or
b) be due to forbidden transitions from the Al(3p) electrons to the defect state. The
former is unlikely but unfortunately cannot be ruled out completely. The Al – L23

at 73 eV energy-loss has not been recorded simultaneously with the O-K edge at
532 eV, which is next to impossible because of the large difference, as discussed be-
fore. Therefore, no direct correlation between the Al – L23 and O-K spectra from
the very same measurement is possible. However, as presented in the case of Nb-
2-sw-LRS, the pre-peak is almost ubiquitously present; "missing" the pre-peak in all
measurements is therefore deemed unlikely. The absence due to selection rules is
more likely. As laid out in chapter 3, transitions that conserve parity in centrosym-
metric molecules and atoms are forbidden; as the excited electrons in the two cases
have opposite parity (O(1s) in the O-K edge is of g parity, Al(2p) of the Al – L23 is
of u parity) they cannot be excited to the same states. This also implies that the
states represented by the pre-peak feature in the O-K edge are of u parity and there-
fore belong to antisymmetric orbitals. A spin-forbidden transition is not the reason
for this, as both original states contain both spin-up and spin-down electrons to cir-
cumvent this selection rule. Accordingly, the pre-peak is caused by a partially- or
non-filled antisymmetric orbital, such as a heteronuclear antibonding orbital or e.g.
a tetrahedral orbital which also lacks an inversion center. As previously established
oxygen indeed generally forms a tetrahedron of bonds to four Al atoms. Therefore
the absence of an Al atom from this tetrahedral bond would cause a partially filled
antisymmetric orbital. As this corresponds to the reduction in Al signal in the EDX
maps it can therefore be deducted that the presence of the strong pre-peak is in-
deed an indicator for Al vacancies. An oxygen vacancy on the other hand would
cause a partially filled octahedral bond which is centrosymmetric; a transition from
O(1s) to this orbital would be forbidden. This is all under the assumption that the
close-range order of alumina is similar to crystalline alumina; all recorded AlOx O-
K spectra without a pre-peak generally resemble that of the γ phase, spectra with a
pre-peak show severe deformation of spectral features.
Another possibility for this pre-peak is also the presence of hydroxides as already
briefly discussed in the case of first generation DBMs.[60] While the spectral fea-
tures match well with that of hydroxides (cf. Figure 4.33) they do not evolve over
time and apparently are not dose rate dependent as shown in Figure 4.29 which
speaks against the hydroxide origin. Furthermore, no plausible explanation for the
lateral variation of hydroxide presence was found. If the hydroxide had formed
during deposition of the layers there is no reason for local variations of hydroxide
presence and neither is there a reason for hydroxide formation after TEM sample
preparation with local fluctuations. Unfortunately, this detail remains an open ques-
tion.
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FIGURE 4.33: O-K spectra with a strong pre-peak and various hy-
droxide references by Klimenkov et al.[46] and Jiang et al.[45]. The
dose rate during recording the experimental data was approximately

106 e · nm–2s–1 with a dwell time of 0.01 s

In reference to the questions posed at the beginning of the chapter, the findings pre-
sented in this chapter were:

• The layer sequence was different from expectations in that no metallic Al was
found and in first generation devices the back electrode showed pronounced
oxidation.

• The layer thicknesses were determined and while the Nb oxide layer was of
uniform thickness, the Al oxide showed variation between 4.5 and 7.0 nm.

• Two different electronic defects have been observed in the O-K spectra of AlOx.
The probable reasons for these defects are the presence of oxygen vacancies in
the first generation DBMs and aluminum vacancies or the presence of hydrox-
ides or suboxides in the second generation devices.

• No quantifiable difference between LRS and HRS devices was found.
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Chapter 5

Investigations of Nanoparticulate
Memristor Prototypes

Unlike the double barrier memristor described in the preceding chapter, the nanopar-
ticulate memristor does not rely on local changes of chemistry or oxidation state.
Instead, the distribution of nanoparticles in a dielectric matrix are authoritative for
this device and thus this chapter deals with the exact characterization of nanoparticle
distribution, density and - in the case of bimetallic particles - also their composition.
Accordingly, energy-loss spectroscopy was less central to these investigations, in-
stead conventional imaging techniques were utilized to characterize these devices.
The composition of nanoparticles was also of interest; to that end EDX quantifica-
tion of particles produced under various experimental conditions was applied. All
of these investigations were conducted on the FEI Tecnai TEM in Kiel. As future
memristive devices of this kind will rely on the 3D distribution of nanoparticles in a
matrix with custom tailored gradients tomographic analysis was conducted on the
JEOL JEM-2100.
To the effect of producing these nanoparticles a physical vapor deposition (PVD)
process based on a Haberland-type gas aggregation source (GAS) was chosen. It
is based on magnetron sputtering in a vacuum chamber with an additional aggre-
gation chamber with a higher pressure. The source is described in more detail in
the book by Huttel [61]. A specialized target for the GAS has been developed in
the subproject "Vertical and horizontal memristive nanocomposite devices without
the formation of filaments"[62]. While the details may be read up on the publica-
tion by Vahl et al.[63] the general idea of the source is to implement a metal wire in
the region of the sputter trench of a metal target. Target and thread are made from
different metals. The target is placed in the aggregation chamber with a higher pres-
sure than in the rest of the vacuum chamber, where individual atoms aggregate to
nanoparticles. The result is the sputtering of two metals, the sputtered atoms ag-
gregate in the chamber and are ejected through an orifice onto the substrate. The
composition and particle distribution can be controlled via the sputtering parame-
ters, namely pressure, duration and power. All results displayed in this chapter are
recorded on samples produced by Alexander Vahl using this GAS.
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As the development and fine-tuning of this novel nanoparticle source required ex-
tensive attention, this work mainly deals with prototypes for such nanoparticulate
systems and excruciating care was taken to analyse the properties of the gas aggre-
gation source. The sputter targets were created from silver with an inert-metal wire
embedded in them. This combination was chosen as Ag is highly active in an electric
field - i.e. it ionizes and moves along the field lines - while e.g. gold and platinum
remain inert. As described in chapter 2, this combination was chosen such that silver
can migrate and change the electrical conductivity of the device while the inert metal
serves as an immobile anchor to enable the silver cations to return to their original
position instead of being immobilized at the metal cathode.

5.1 Monometallic (Ag, Au) particles on carbon films

Before producing bimetallic particles with the described added-wire target, mono-
metallic particles were produced to validate whether the GAS is working as in-
tended with simple single metal targets. Select results are depicted in Figure 5.1.
The overview image suggests that there might be a bimodal size distribution which
is confirmed by statistical analysis.(cf. Figure 5.1 b)) Few particles agglomerated but
generally the mode sizes of the bimodal distribution are at 2 and 8 nm, respectively.
High resolution analysis shows that the larger particles are crystalline; smaller par-
ticles have been found to exist in both crystalline and seemingly amorphous states,
i.e. no high resolution contrast was visible on a fraction of particles. As EDX anal-
ysis showed only Ag signal and diffraction experiments show no other phase but
crystalline Ag the particles all originate from the target as intended. The particle
depicted in Figure 5.1 c) exhibits a characteristic fivefold twin [64] also nicely recog-
nizable by its fivefold symmetry in the FFT. Interestingly, in contrast to monometal-
lic Ag particles, Au particles show no such bimodal size distribution. Even though
the two samples in comparison were produced with the exact same parameters, the
outcome is strikingly different. Aside the size distribution, the volume density de-
posited particle volume per unit area has been calculated. Assuming spherical par-
ticles, the values are 167000 and 454000 nm3/μm2 for Au and Ag, respectively.1 The
difference in deposition rate is to be expected, as Au (atomic weight Ar ≈ 197u) and
Ag (Ar ≈ 107u). The magnitude of the difference is surprisingly large, nonetheless.
The absence of smaller particles in the Au sample is unintuitive, the kinetic processes
inside the GAS are not fully understood though, so that variations between different
atomic species are to be expected. One possible explanation is that the higher sputter
yield of Ag leads to a larger number of nuclei in the gas phase above the target and
therefore also a higher number of particles on the substrate. The low sputter yield
of Au on the other hand leads to smaller number of nuclei in the gas phase which in

1In terms of more graspable units this is equal to a metal film of 0.17 and 0.45 nm thickness, respec-
tively.
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FIGURE 5.1: TEM investigations of monometallic particles on a car-
bon film. a) Overview image of Ag particles. b) Ag Particle size dis-
tribution showing a pronounced bimodal character. c) HRTEM mi-
crograph of a Ag particle with a characteristic fivefold twin. d) FFT of
the particle in c) showing a seeming fivefold symmetry. e) Overview
image of Au particles. f) Au particle size distribution showing a
monomodal character. Sputter parameters for both samples were the

same at 40 W, a flow of 48 sccm Ar and a deposition time of 5 s.

turn allows them to grow bigger and thus fewer but larger particles are ejected onto
the substrate. This theory has to be developed further and could be explored by pro-
ducing monometallic particles from even more metals. Copper is a good candidate
for this, as it is from the same group as Ag and Au and thus has the same valence
electron configuration such that bonding effects can be excluded.
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Accordingly, it was concluded that the GAS is working as intended even though the
particle formation mechanisms are not fully understood. The bimodal size distri-
bution is surprising and its origin is subject to ongoing investigations. Given that
smaller particles are expected to be more mobile, heating the substrate to interme-
diate temperatures for a limited time frame could allow the smaller particles to ag-
glomerate or merge with the pre-existing larger particles. In a next step the intro-
duction of these particles into a dielectric matrix was investigated.

5.2 Silver particles on and in a Si matrix

Additionally, the results of cosputtering the particles together with a Si matrix were
evaluated by TEM to find out how the cosputtering process affects the particles.
Specifically, this was accomplished by having two separate sputter targets in the
vacuum chamber. One is the aforementioned GAS while the second one deposits
the Si matrix. Figure 5.2 displays the results of samples with a constant sputter time
of 80 s for Si, and varying subsequent sputter times for Ag nanoparticles between
0.5 and 2 s. In these samples the Ag particles are on the surface of the Si matrix.
The sample indicated as 3 s sputter time differs from the others as it was fabricated
by depositing 80 s of Si and 1.5 s of nanoparticles two times on top of each other,
respectively. All samples show a similar size distribution (cf. Figure 5.2 a)) with a
mode particle size between 2 and 7 nm. While the sample with the shortest sputter
time (0.5 s) does exhibit the smallest mode particle size (2 nm) the other samples
do not follow the correlation of increasing particle size with increasing sputter time.
Interestingly, two samples show a second local maximum at 13 nm particle size.
Besides the mode size, apparent from part a), the average particle size and number
density of particles was analyzed. Oddly, neither of them follows a clear trend.
Lastly, the volume density of deposited silver was calculated - again by assuming
spherical particles - where a clear trend for samples with sputter times between 0.5
and 2 s is visible. The sample which received two 1.5 s phases of Ag nanoparticles
and 80 s of Si matrix was analyzed to have a smaller volume density, which seems
unintuitive at first glance.
The volume density of this sample is in all likelihood higher and probably follows

the linear trend apparent from the first five samples. Taking into account particle
kinetics a reason for this could be the doubled Si deposition:

• Particles deposited in the first 1.5 s phase of Ag sputtering are subsequently
buried under the second phase of Si sputtering. This limits their mobility as it
strongly curtails surface diffusion. Fewer particles have therefore the possibil-
ity to agglomerate and form bigger particles.

• The potentially high number of small particles is not or only barely discernible
in TEM images, because the now twice as thick sample - compared to the five
references - has worse contrast and resolution.
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The former point is also not in contradiction with the high average particle size cal-
culated for this sample. Instead, the average particle size is that high precisely be-
cause the smaller particles are invisible. If this reasoning is indeed correct it would
also drastically increase the number density in this sample. These results are in good
agreement with the previous results of Ag particles without a Si matrix. Although
the size distribution is not bimodal as in the case of Ag particles on a carbon support
film, the mode particle sizes are in a similar range. Another potential reason for the
huge variation in average size, number density and volume density - at least for last
sample - is the non-exact and non-identical position of the substrate under the target
during sputtering. A change of lateral position of the substrate with respect to the
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FIGURE 5.2: Influence of the sputter time of particle size and density.
a) Size distribution of samples with sputter times from 0.5 to 3 s. The
mode size of all samples varies between 2 and 7 nm. b) Average size
of particles with respect to sputter time. c) Number density of parti-
cles with respect to sputter time. d) Volume density in nm3 of Ag per

μm2 analyzed area with respect to sputter time.
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target during deposition between different samples might be reflected in the unintu-
itive and seemingly random results of size and density. Furthermore, the substrate
diameter of 3 mm also leaves leeway for local differences within samples therefore
potentially giving rise to the unexpected results.
Besides the particles, the Si matrix in these samples was also subject to analysis. As
shown by diffraction experiments (cf. Figure 5.3) and supported by high resolution,
the Si matrix is entirely amorphous. As shown by the extensive works of Haberl
[65] structural differences between various amorphous Si modifications exist, but are
marginal and are expected to not drastically influence Ag mobility. One of the most
reliable indicators of amorphous materials is the nearest neighbor distance. Unfortu-
nately, though, the nearest neighbor distance varies around 2.35 Å which coincides
with the Ag (111) diffraction maximum. As such, no exact characterization of the Si
matrix can be undertaken in the presence of crystalline Ag particles. However, as
the co-deposition of matrix and particles might very well have an influence, the de-
position of amorphous Si without Ag nanoparticles will solve this issue as it mightly
simply be a different amorphous Si. However, as previously mentioned, the Ag mo-
bility is not expected to be strongly affected by the minute structural differences.
In comparison with particles deposited on bare carbon films as presented in Figure

5.1, no pronounced bimodal size distribution was found, the mode particle size has
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FIGURE 5.3: Azimuthal average of a diffraction pattern intensity of Ag particles in Si matrix.
Diffraction maxima belonging to the crystalline Ag particles are clearly assignable at 2.36,
2.04, 1.44 and 1.23 Å. No diffraction maximum assignable to crystalline Si is present which
would be expected at 3.14, 1.92 and 1.64 Å. The diffraction maximum of amorphous Si lies

at 2.35 Å and is therefore indistinguishable from the Ag diffraction maximum.
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a similar maximum at around 2 nm though. The difference in sputtering power (10
W for the carbon film samples and 40 W for the Si matrix samples) also explains the
different amount of sputtered silver. The linear trend of the volume density appar-
ent from the first five data points in Figure 5.2 would result in a volume density of
around 1.3 ·106nm3/μm2 so roughly a factor of three below the measured volume
density of 4.5 ·105nm3/μm2 while the difference in sputtering power is a factor of
four. The general trend is thus obvious, the numbers suggest that the power does
not scale linearly with the deposited amount of Ag but shows a correlation smaller
than linearity.
As briefly discussed in the introduction, preliminary investigations quickly showed
that monometallic particles were not a promising approach for memristive switching
because of immobilization of Ag at the back electrode.Accordingly, as monometallic
particles were discarded for the functionality of nanoparticulate memristors, inves-
tigations on these were put on hold and the fabrication of bimetallic particles was
pursued.

5.3 Bimetallic AgX particles (X = Au, Pt)

After this proof of concept bimetallic particles with a gold or platinum wire in a sil-
ver target were produced. The aim was to accurately quantify the chemical compo-
sition to check whether the bimetallic target produced particles as intended, as well
as what the composition of these particles was and whether it can be controlled. Par-
ticles were sputtered onto plain carbon films with a thickness of a few nanometers
such that they are easily analyzable in a TEM.
The first important point to raise is that of particle composition and to check whether
the wire-in-target method does indeed produce bimetallic particles and what their
shape is. As previously shown in several studies, bi- or polymetallic particles can
take various morphologies such as core-shell particles[66]–[68], Janus-type parti-
cles[69], [70], alloy particles[71], [72] or a range of combinations of these.[73]. As
already observed for the monometallic case, TEM investigations on bimetallic AgAu
GAS-produced nanoparticles are alloy particles. This comes as no surprise as Ag and
Au are perfectly miscible even in the bulk case.
The pressure in the GAS changes the number of particles, but the particles size is
virtually independent from it. The slight variation between mode diameters from 8
to 12 nm is attributed to statistical variation. The volume density (or number den-
sity) of nanoparticles can of course be controlled by the sputtering time. However,
as seen in Figure 5.4 a) at a certain number density of particles agglomeration on
the substrate occurs such that individual particles are not separable anymore. The
composition was also subject to analysis in order to check whether the deposition at
different pressures might have an influence on the Ag to Au ratio. Results of these in-
vestigations are depicted in Figure 5.5. The particle composition was tested by four
different methods: Quantification by TEM-based EDX, SEM-based EDX and XPS
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FIGURE 5.4: TEM bright field images and particle size distribution
with respect to sputtering pressure of the GAS. Sputtering power was
40 W for 10 s. Scale bar for all micrographs see e). Reproduced from

Reference [63].
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as well as estimating the composition from the plasmon peak recorded by UV-Vis
spectroscopy. All investigations show the same trend, that an increase in pressure
leads to an increase of the Au content. However, there is apparently a systematic
offset between XPS, UV-Vis and EDX quantifications. The former observation, of an
increased Au content an elevated pressures is understandable, as the region where
target atoms are sputtered - the sputter trench - is more narrow at higher pressures,
therefore more "focused" on the embedded Au wires such that more Au and less sil-
ver is sputtered out of the target. The offset between quantification methods is less
obvious but might be caused by an enrichment of Ag in the particle shell. As the
signal generating volume of XPS is strongly limited by the mean free paths of photo
electrons in the nanoparticles, XPS mainly probes the surface of these particles. Fur-
thermore, the surface plasmon resonance probed by UV-Vis is also affected by this
phenomenon. EDX, on the other hand, probes the entire particles as characteristic
X-rays can escape from the entire volume. Furthermore, the theory of Ag enrich-
ment at the surface of particles is backed by previously reported segregation of Ag
and Au[74], [75] where it was indeed observed, that the Ag concentration is higher
at the surface. This effect is not visible by STEM-HAADF imaging, even though it
is Z-contrast-based, because there is pronounced core-shell character of these parti-
cles but a smooth transition between Au- and Ag-rich regimes which is inseparable
from the contrast differences between the middle of the particle and its fringe. The
middle is both thicker and Au-rich, causing stronger scattering of the e-beam, while
the fringer is thinner and Ag-rich, causing less scattering of the e-beam and lower
image contrast accordingly.

These samples were also subject to tomographic analysis. To this end, the AgAu
particles were embedded in a Si matrix which was cosputtered with the aim of pro-
ducing a particle gradient. The sample was produced by depositing five consecu-
tive layers. Each individual layer was formed by depositing 60 s of Si and 10 s of
nanoparticles. The deposition time of the nanoparticles was reduced by two seconds
for each consecutive layer. The overview image of the analyzed area is depicted in
Figure 5.6. The homogeneous particle distribution in the X-Y plane is apparent. Due
to the inevitable trade-off during tomography acquisition, the resolution during the
investigations was severely limited by the low spatial sampling rate of the individ-
ual STEM images. The presented image has dimensions of 512 by 512 px which
equals an area of 350 by 350 nm. It was defined that a single particle must cover at
least two by two pixels in order to produce reliable results. Given that previous in-
vestigations showed that below a threshold of 1.5 nm only insignificant amounts of
particles are deposited the resolution was chosen such that a diameter of 2 px relates
to a diameter of about 1.5 nm. This image resolution was deemed sufficient for these
investigations. The determined particle size distribution from the investigations is
shown in Figure 5.6 b). Unlike previous AgAu samples (cf. Figure 5.4) or embedded
Ag particles (cf. Figure 5.3, sample with 2 · 1.5s duration), these embedded AgAu
particles show a surprisingly low mode size of only 2.5 nm.
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FIGURE 5.5: Composition of bimetallic particles produced by the
GAS. A higher pressure during sputtering correlates to a higher con-
tent of Au in the particles. Error bars of concentration represent stan-
dard deviation (XPS), uncertainty of quantification (EDX) and error in
linear approximation (UV-Vis), error bars in the pressure corresponds
to the hysteresis of flow controllers. Reproduced from Reference [63].

Different tilt schemes for tomographic analysis were evaluated for this sample. The
maximum range of tilt angles of the best tomographic analysis was from plus to mi-
nus 63◦ and was achieved by applying the Saxton tilt scheme.[76] With the Saxton
scheme images are acquired at tilt angles that are far apart at low tilt angles and

100 nm

a) b)

FIGURE 5.6: a) STEM-HAADF Overview image of the area analyzed
by tomography showing the Y-Z plane. b) Size distribution of the

deposited particles.
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closer together at high tilt angles. The angles are chosen such that the cos(ψ) of the
tilt angle ψ are roughly equidistant. While originally developed for tomographic
analysis of crystalline samples the added benefit of this tilt scheme is the effective
reduction of electron dose while still maintaining an overdetermined data set for to-
mographic reconstruction.
Figure 5.7 shows the result of the reconstruction. In the X-Z and Y-Z plane view a
pronounced particle gradient from low concentration (bottom) to high concentration
is apparent thus confirming that the deposition was successful. This also proves that
the particles are properly fixated in the matrix and no rearrangement takes place.
The reconstruction displays the particles as slightly elongated in Z direction. This
is likely an artifact due to the missing wedge problem caused by the inability of the
microscope to acquire images of the sample in range from plus to minus 90◦. All
individual images recorded at varying angles always show circular particles. Ac-
quiring a tomographic tilt range from even higher angles in an attempt to minimize
this artifact was not possible. Analogous to the AgAu particles, AgPt particles were
fabricated, the statistical evaluation of TEM results is shown in Figure 5.8. Particles
sputtered for intermediate times between 4 and 10 s show a pronounced bimodal

X-Z

Y-Z

FIGURE 5.7: Tomographic reconstruction of particles embedded in a
Si matrix. Red box is around 70 nm high and 280 nm wide and deep.
The side views onto the Y-Z and X-Z planes clearly show the particle

gradient otherwise invisible from the top view onto the X-Y plane.
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FIGURE 5.8: Particle analysis of AgPt samples. a) Size distribution of
AgPt particles sputtered for 2/4/6/8/10 and 30 s. b) Pt concentration
with respect to sputter time. c) Volume density of deposited particles

with respect to sputter time.

size distribution similar to monometallic Ag particles sputtered for 5 s with vary-
ing mode particle sizes, though. (cf. Figure 5.1) The sample sputtered for a mere 2
s mainly shows very small particles below 2 nm diameter. The sample sputter for
30 s on the other hand mainly shows extremely small particles with a monomodal
distribution. The evolution of particle size distribution up to 10 s seems plausible:
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Short sputtering times do not allow for agglomeration of particles such that mainly
small particles arrive at the substrate. At intermediate sputtering times a bimodal
size distribution evolves probably by the same mechanism as for monometallic Ag
particles. The extremely broad size distribution at 10 s implies that by this time lots
of particles merge together on the substrate surface. The size distribution at 30 s does
not fit into this picture. In order to resolve the particle composition and total volume
density have been determined. While the Pt content of particles is not expected to
vary with sputter time, the volume density should scale in a similar way as seen for
the Ag particles. Naturally, the Pt concentration varies within a range and taking
into consideration inaccuracy of the EDX system the range between 18 and 31 at%
of Pt seems reasonable. Oddly, though, the volume density should show an increas-
ing trend with increasing sputter time. The determined volume densities follow
no trend at all and the longest sputter duration seemingly resulted in the smallest
amount of deposited particles. No satisfactory explanation can be presented at the
current state of investigations. Further experiments are necessary to increase sta-
tistical significance. As the GAS deposition mechanisms are not fully understood
the non-existent trend might also be caused by outliers. A possible explanation is
also the previously discussed variation of sample position during deposition and
the region of TEM investigation. If anything, the results suggest that there is a large
variability in the produced samples such that further research has to be conducted.
In summary, TEM investigations showed that the GAS did in fact produce mono-
and bimetallic particles as desired and that the size distribution and composition
can be controlled by sputter parameters. The origin of bimodal size distributions
remains disclosed. The successful deposition of a Ag particle gradient in a Si ma-
trix was shown by electron tomography. As experiments and simulations showed,
nanoparticulate memristors based on monometallic particles were not feasible. Pro-
duction of bimetallic particles, in particular with Ag and Pt, still poses a number of
questions as the results do not allow a clear deduction of particle formation mech-
anisms. Therefore, extensive research on bimetallic nanoparticulate memritors is
ongoing.
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Chapter 6

Investigations on Memsensors

As described in the introduction, memsensors are meant to combine memristor and
sensor functionality. While theoretically applicable to all kinds of sensors where the
sensor shall adapt to a baseline input, sensors in the focus of this work are sensitive
to certain gas species as well as pressure. Other sensors, sensitive for optical inputs,
electrical or magnetic fields, or sound are not dealt with.
Sensors in this work were fabricated by Irina Plesco, Vasile Postica and Oleg Lu-
pan. All sensors are based on materials with extremely high surface-to-volume
ratios produced in the workgroup Functional Nanomaterials, specifically tetrapodal
ZnO (t-ZnO) and Aerographite, a hollow graphite structure derived from t-ZnO.
These scaffold materials were decorated with compound semiconductors, i.e. InP,
CdS and CdTe. All TEM investigations were conducted by the author of this thesis.

6.1 InP-Aerographite strain sensor

These samples were grown by hydride vapor phase epitaxy (HVPE) deposition [77]
of InP onto different scaffolds, i.e. t-ZnO, Aerographite and carbon nanotube tube
(CNTT) substrates. The latter is closely related to Aerographite, except that the walls
of the hollow structure are made up from CNTs instead of graphite planes. Details
on the fabrication of Aerographite can be found in Reference [78]. Two approaches
for synthesis were chosen, namely the HVPE deposition of InP supported by the pre-
liminary deposition of Au NP onto the scaffold and without the Au particles. The
synthesized sensors presented themselves as hollow, porous frameworks of Aero-
graphite decorated by micro- and nano-crystallites.[79]
The electrical characteristics as well as the response to an applied strain is displayed
in Figure 6.1. The non-linear I-V characteristic underlines that this device is not a
simple ohmic conductor. The electrical response in b) highlights the sensor proper-
ties.

6.1.1 InP deposition on tetrapodal ZnO

Initial attempts to synthesize InP on top of t-ZnO resulted in unintended synthesis
of different phosphates like InPO4 (cf. Figure 6.2, space group Pnma) and Zn3(PO4)2

(cf. Figure 6.3, space group C2/c). In both cases the synthesized structures were in
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FIGURE 6.1: I-V curve and electrical response to applied strain of an
InP hybrid material. a) I-V curve of an InP-Aerographite hybrid ma-
terial. The I-V curve resembles that of a bipolar, analogous memristor
as described in section 2. b) Electrical response to an external applied

strain. Measurements were conducted by Irina Plesco.

the form of needles that are between 300 and 400 nm thick and several micrometers
long. These needles have in common that they contain an In rich core, apparent
from both the high Z contrast in the STEM-HAADF images as well as the EDX sig-
nal confined to the core region (see Figure parts b)). In the case of InPO4 the same
selected area electron diffraction (SAED) pattern clearly showed a single crystalline
as well as a strongly polycrystalline content. Dark field imaging of the 311 reflection
of InPO4 showed that the single crystalline content belonged to the core of the nee-
dle while DF imaging of the polycrystalline rings showed that these belonged to the
shell of the needle. (Figure 6.2 e) and f)) Therefore, the needle apparently consists of
a single crystalline InPO4 core surrounded by a polycrystalline InPO4 enriched with
Zn. The Zn was deliberately included in the reaction as it was supposed to act as a
dopant for InP. Unsurprisingly, the needles are strongly sensitive to prolonged elec-
tron beam irradiation, such that the comparison of before (Figure 6.2 c)) and after
(Figure 6.2 d)) images shows a strong change in morphology. The needle’s core does
not lose its single crystalline character though, the morphological change apparently
is restricted to the polycrystalline shell.
In the case of the observed Zn3(PO4)2 phase no differentiation of single and poly-
crystalline regions was possible. As previously mentioned the needles generally re-
semble each other as they both contain an In enriched core. However, the diffraction
pattern (cf. Figure 6.3 a)) acquired from the entire needle shows a single crystalline
pattern assigned to Zn3(PO4)2. In conjunction with the elemental line scan shown in
Figure 6.3 b) it was concluded that the Zn rich shell contains crystalline Zn3(PO4)2.
It should be noted that the needle is several hundred nanometers in diameter and
the single crystalline SAED was recorded from one specific domain. However, no
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FIGURE 6.2: TEM analysis of InPO4 needle. a) SAED pattern of the needle (ZA 121 of sg.
Pnma). The pattern also contains several rings indicating a coexistence of the single crys-
talline InPO4 with a polycrystalline Zn3(PO4)2. b) STEM-HAADF image of the needle indi-
cating that it consists of a heavy core with a lighter shell. Inset shows the composition across
the needle proving that the core contains In while the shell does not. c) and d) Needle before
and after intense e-beam irradiation highlighting the sensitivity of the material. e) DF image
with the objective aperture placed on the rings of the pattern in a). f) DF image with the

objective aperture placed on the 311 reflection visible in a).

strongly polycrystalline regions comparable to those in shown in Figure 6.2 a) were
observed.
As no InP synthesis was successful on this scaffold and only phosphate phases were
observed, the synthesis on InP on top of t-ZnO was deemed non-conducive and de-
position onto the other scaffold materials was explored. The main reason for the
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FIGURE 6.3: TEM analysis of Zn3(PO4)2 needle. a) Diffraction of the
needle. (ZA 010 of sg. C2/c) b) STEM-HAADF image of the needle
indicating that it consists of a heavy core with a lighter shell. Inset
shows the composition across needle proving that the core contains
In while the shell does not. Speckled pattern to left of the core is
caused by intense e-beam irradiation and accompanying morpholog-

ical change.

production of phosphates is likely the interaction between the hydride vapor and
the ZnO.

6.1.2 InP deposition on carbon nanotube frameworks

Subsequent synthesis attempts were more successful as no more phosphate prod-
ucts were found. Fabrication of InP-CNTT compounds did not show any oxides or
oxygen containing phases. However, as depicted in Figure 6.4, no smooth cover-
age of the scaffold material by InP was achieved. Instead, few large particles are
scattered across the CNTT surface. The SAED pattern contains diffraction rings be-
longing to the CNTT scaffold as well as reflection with d-values of 2.85, 2.68, 1.76
and 1.19 Å which could not be assigned to any known InP-phase with the space
groups I41/amd, Fm3m, F43m or P63mc. As EDX quantification of these particles
resulted in a stoichiometry of In49P51 with no detectable amounts of oxygen or any
other element no phosphate or other tertiary compounds were considered. Besides
these smaller particles, SEM investigations also showed large micro particles within
and outside of the CNTTs. Notably, the InP within the CNTT scaffold formed in an
area where the CNTT walls were porous and thus extremely permeable whereas the
InP particle on the outside of the CNTT formed on a seemingly much more solid
wall of CNTs. These particles were much too large to analyze them by TEM. As the
aim was to achieve a uniform coverage of the scaffold by InP, this scaffold, too, was
dismissed as non-suitable.
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FIGURE 6.4: TEM analysis of InP on CNTTs. a) STEM-HAADF image
of a CNTT covered with InP particles scattered across it. b) Diffraction
pattern containing the characteristic diffraction rings of CNTTs and
additional non-assignable diffraction maxima not belonging to any

known InP phase.

6.1.3 InP deposition on Aerographite

Finally, InP deposition onto Aerographite was conducted. Interestingly, the results
showed that this synthesis approach resulted mainly in microwires of dozens of mi-
crometer in length and up to two micrometer in diameter as shown in Figure 6.5. The
initial SEM analysis shows that the produced InP microwires are of about the same
diameter as the AG scaffold, their length far exceeds that of the scaffold though.
Subsequent TEM analysis shows that wires apparently form on the inside of hollow
Aerographite tubes. The existence of InP was confirmed by diffraction experiments
which showed that InP crystallized the cubic zinc blende structure (space group
F43m). This nicely corresponds with literature, where Zn doping of InP also prohib-
ited the crystallization in the wurtzite structure and instead promoted the cubic zinc
blende system.[80]
Furthermore, EDX quantification was conducted which showed a stoichiometry of

the wires on the inside of the Aerographite tubes of about In45P55 thus being con-
gruent with the deductions about the crystal structure. Without a reference sample
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FIGURE 6.5: Electron microscopy analysis of InP-AG compounds. a) SEM image of InP mi-
crowires grown onto Aerographite. Some AG residues are visible in the foreground. b) Low-
magnification STEM-HAADF image of an InP wire grown on the inside of Aerographite
suggesting that even the wires which are dozens of micrometers long might start growing
on the inside of the AG scaffold. c) SAED pattern of InP in the zone axis 111 (space group

F43m).

for calibration the EDX accuracy is estimated to be around 5 % including the un-
certainty of peak fitting of about 2 - 3 %. EDX analysis allows quick differentiation
between InP and the occasional ZnO residue present on the inside of AG.
A more detailed analysis of the microwires, particularly those which are not sur-

rounded by AG - which would complicate their analysis - showed several interest-
ing features, as presented in Figure 6.6. The wire shown in part a) contains sev-
eral lenticular shapes with two distinct orientations in the wire which are about
120◦ apart. As these shapes appear in HAADF contrast the assumption was that
it might be a chemical segregation of some sort. However, EDX analysis uncovered
no additional elements in this wire and the EDX line scan along the wire (see inset)
confirmed a constant composition. Note that the seeming phosphorus enrichment
might very well be an artifact of improper EDX quantification and thus a system-
atic error. As no chemical segregation seems to be the reason for these features, a
structural reason was explored afterwards. The SAED pattern in Figure 6.6 b) shows
a single crystalline pattern in cubic InP of the space group F43m with no obvious
peculiarities. The commonly observed twinning InP wires therefore seems not to be
the origin.[81] Still, as the 120◦ angle between the features suggests, they are likely
still related in some form to the crystal structure. Dark field images from the diffrac-
tion spots belonging to the planes structurally equivalent 220 and 202 were acquired
and are displayed in figure parts c) and d), respectively. While the dark field image
from the 220 spot still indicates the position of these defects the strong diffraction
contrast parallel and close to the fringes of the wire cuts right through the lenticu-
lar shapes. On the other hand, the dark field image taken from the 202 spot shows
that particularly the shape more in the center of the image cuts right through the
region of strongest diffraction contrast. A slight tilt of the (202) plane within the
defects forming a low angle grain boundary might therefore be the cause of the de-
fect. High resolution micrographs taken at the apex of the defects, i.e. right at the
fringe of the wire, reveal a bump bulging around 8 nm out of the wire surface and
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exhibiting a different HR contrast than the rest of the wire. While the latter shows
the InP [111] orientation as previously shown in the diffraction pattern, the small
bulge shows lattice planes with a spacing of 2.22 Å might belonging to metallic In
which has a (110) spacing of 2.30 in its tetragonal modification. This lattice spacing
is only present in the bulge outside the wire and has not been observed anywhere
else in this sample. The Fourier Transform (FFT) (cf. Figure 6.6 f)) also contains the
reflections to these planes (see red circles) which do not seem to be crystallograph-
ically related to the InP planes thus excluding an epitaxial relation. Besides that, a
very weak triplet of reflections (white arrows) is visible in on 〈220〉∗ direction with
a periodicity of about 5.93 Å. As inverse FFT filtering proves, these reflections also
originate in the small outward bulge. Although these reflections are parallel with the
〈220〉∗ reflections of InP their distance does not coincide and is off by about 0.1 Å.
Whether these two features - the presence of InP and a set of planes of with a long
periodicity - are connected to the lenticular defect in the InP wire is uncertain but
likely, given that they appear in close proximity to it. HR imaging of the interface
between the defect and the rest of the wire (Figure 6.6 g)) shows no reorientation

(220)

(202)

2.22 Å
In (110)

InP 111

(220)

(202) 200 nm

2 nm

0.5 µm

5 nm

a) b) c)

d)

e) f) g)

FIGURE 6.6: TEM analysis of InP microwires with lenticular defects. a) STEM-HAADF im-
age of an InP wire with lenticular defects inside. Inset shows In and P composition de-
termined by EDX along the wire. The defects do not seem to correlate to any change in
composition. b) SAED pattern of the wire (ZA 111 of InP sg. F43m). Marked reflections
masked by objective aperture to acquire dark field images in c) and d). e) HR image of the
apex of one of the defects where seemingly an In nodule has formed. f) FFT of the HRTEM
micrograph in e). g) HRTEM micrograph of the boundary between a lenticular defect (top
two-thirds of the image) and the "matrix" (bottom third). A slight contrast variation from
dark (top) to bright (bottom) is visible, but no prominent structural defect is discernible in

the image.
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of the lattice at the interface. The only discernible feature is the contrast variation
between wire and defect.
Accordingly, as there is no chemical segregation, no observable difference in crystal
structure in the observed zone axis, a buried low angle grain boundary resulting in a
slight distortion in the 202 lattice plane of InP seems to be the most likely candidate
to cause these lenticular defects. Alas, they might also be connected to the bulges
observed at the apex of the defects. As grain boundaries generally offer better diffu-
sion, excess In could migrate along the grain boundaries towards the surface of the
wire where it forms the aforementioned bulges.
In summary, these samples resulted in the highest quality InP-Aerographite hybrids
in terms of phase purity and crystal quality and are also the samples on which the
previously shown I-V curves (cf. Figure 6.1) were recorded. As will be discussed be-
low, a further decoration of the Aerographite scaffold with Au nanoparticles which
were meant to catalyze the formation of InP was not necessary and indeed counter-
productive.

6.1.4 InP deposition of Aerographite decorated with Au nanoparticles

TEM investigations on Aerographite samples decorated with Au NPs (cf. Figure 6.7)
showed that microsized rods of crystalline InP in the space group F43m evolved dur-
ing synthesis. The SAED pattern shows the coexistence of two InP domains though.
As presented in the superposition of two simulated diffraction patterns of InP in the
zone axis (ZA) 110 mirroring of the pattern at the (112) plane produces a pattern
congruent to the experimentally observed one. The pattern is therefore caused by a
(112) compound twin of InP. The twinning domains could also be imaged in TEM
bright field mode, as shown in Figure 6.7 d). The individual domains are around 25
to 35 nm thick and are clearly separable by their different diffraction contrast as well
as difference in slope of the microrod surface. Twinning is commonly observed in
InP rods and wires as documented numerous times in literature.[82]–[84] Notably,
though, the twinning documented in cubic InP wires and rods is mostly (111) type I
or type II twinning. No case of (112) twins in InP was found in literature. However,
aforementioned wires were synthesized either on quartz or on (111) Si. The depo-
sition by HVPE onto Au decorated graphitic structures is therefore unprecedented
and comparison to previously reported results only superficially possible. Also doc-
umented is the coexistence and periodic arrangement of wurtzite and zinc blende
structure in InP wires.[85] This scenario was considered, but was ruled out as the
observed diffraction patterns do not match this arrangement and the wurtzite struc-
ture of InP. The very top of the wire is covered by a cap of Au and In2O3 as evident
from the EDX line scan presented in Figure 6.7 c). The presence of Au is reminis-
cent of structures grown by the vapor-liquid-solid (VLS) method.[86] The presence
of such large amounts of indium oxide is surprising. It is well known that InP forms
a native oxide layer on the surface[87], [88] but the oxide cap has an extent of at
least 100 nm thus far exceeding the typically observed of only a few nanometers.
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The origin of this oxide cap therefore is likely found during the deposition. It is hy-
pothesized that these large InP rods have residual t-ZnO as a seed and grow out of
these residues. This could explain the presence of the oxide cap, which is formed
from the residual ZnO through an exchange reaction. In order to further investigate
this, intermediate synthesis products could be analyzed to shed light on the growth
processes of these structures.
Aside the microrods, regions of Aerographite covered with finely dispersed core-

shell particles were found.(cf. Figure 6.8) These particles range in size from around
15 to 50 nm. As strongly magnified STEM-HAADF images reveal, they exhibit a
heavy core with a lighter shell, as evident from Z contrast. EDX mapping reveals
that the core and shell correspond to Au and indium oxide. Electron diffraction (Fig-
ure 6.9) was not entirely conclusive, as the polycrystalline pattern contains matches
will a wide range of potential phases. Table 6.1 lists all diffraction maxima from the
diffraction pattern in Figure 6.9. Besides matches with Au and graphite, the presence
of InP or the previously encountered InPO4 cannot be excluded. Also, no diffraction
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FIGURE 6.7: TEM analysis of InP microstructures. a) SAED pat-
tern recorded near the tip of the microrod showing cubic InP in the
zone axis 110. b) Superposition of two simulated diffraction patterns.
c) Overview image of the InP microrod and EDX linescan recorded
along the red arrow. d) Bright field image showcasing the twinning

domains of the microrod. Reproduced from Reference [79].
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FIGURE 6.8: STEM imaging of In2O3 particles with Au cores on Aerographite. a) Overview
STEM-HAADF image of an Aerographite tube decorated with particles. b) Close-up image
revealing the core-shell character of the particles. c) STEM-EDX maps taken in the area
marked by the red rectangle in b). Maps for In and O are nearly congruent, while the Au

signal originates from the center of the particles.

maxima from either of the InP phase are missing. What is more, EDX lines of Au-M
at 2.120 keV and P – Kα at 2.013 keV and P – Kβ at 2.139 keV overlap thus further
complicating a clear assignment and leaving the possibility that the particles also
contain phosphorous near their core.

In order to resolve issue HRTEM investigations on the particles were made. Fig-
ure 6.10 displays the high resolution micrograph alongside an FFT and a superpo-
sition of simulated diffraction patterns of Au and In2O3. Simulation and FFT are
essentially congruent aside from a number of additional reflections present in the
FFT. These reflections are at the position of InP 302 (coinciding with Au 110) as well

FIGURE 6.9: SAED pattern of In2O3 particles with Au cores on Aero-
graphite. Due to the plethora of diffraction maxima no unambiguous
assignment is possible. Diffraction maxima and potential matches are

listed in Table 6.1.
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TABLE 6.1: Overview table of reciprocal distances and potential
matches of the InP-Aerographite-AuNP sample. At large reciprocal
distances (i.e. small lattice spacings) the low symmetry phases of
InPO4 (Pnma) and In2O3 (Ia3) inherently contain so many tabulated
lattice spacings that a comparison with experimentally determined

values is futile.

dhkl(nm–1) Au InP F43m InP Fm3m Graphite InPO4 Pnma In2O3 Ia3

2.40 101 112

3.39 002 111 211 222

3.90 002 301 004

4.17 111 002 114

4.56 022 010 112 233

5.00 002 022 224/134/314

5.52 113 022 012 222 044

6.01 222 501 006

6.46 113 013 div. div.

7.11 022 004 div. div.

5 nm

220

111

604

040

a) b) c)

FIGURE 6.10: HRTEM investigation of an In2O3 particle with Au core a) HRTEM micrograph
of the rim of the particle with the core in the upper left corner of the image. b) FFT from the
region marked by a white square in a). c) Superposition of two simulated diffraction patterns

of Au (ZA 112) and In2O3 (ZA203) matching with the FFT in b).

as InP 030 and 010. Inverse FFT filtering proves that these reflections originate from
the region where Au core and In2O3 shell overlap.

The fact that Au particles apparently catalyze the formation of In2O3 over InP is
an unwanted result at first glance. However, as shown in literature In2O3 itself is a
promising candidate for gas sensing instead of strain sensing. As the space group
of In2O3 (Ia3) is centrosymmetric it does not show a piezoelectric effect and is thus
non-viable for strain sensing applications. Notably, In2O3 based gas sensors are sen-
sitive for CO[89], NO2[90] and ethanol.[91] The viability of such semiconducting
ultra-porous gas sensors will be explored in the next section.



82 Chapter 6. Investigations on Memsensors

Aside from particles the Au particle assisted synthesis process of InP also resulted
in wire shaped products. Figure 6.11 shows that these wires are growing out of
particles which in turn are sitting on top of the Aerographite scaffold. EDX analy-
sis proves that these wires are made from In oxide while the particle that they are
attached to have appear similar to the previously analyzed In2O3-Au core-shell par-
ticles. The diffraction pattern also suggests that the same phases are present even
though the morphology is considerably different. A faint high resolution contrast
visible in Figure 6.11 c) also proves that not only the particles are crystalline but also
the wires attached to them. The lattice spacing of 7.43 Å could not be assigned to
any In oxide or phosphate phase, though. Similar to the previously discussed SAED
pattern from an area with predominantly core-shell particles, the SAED pattern can-
not unambiguously be assigned to a phase such that the structure of the nanowires
cannot be solved.
The growth mechanism of In2O3 remains largely unknown. From literature it is
known that InP can rapidly oxidize [87], [88], [92] but this process generally takes
place above 340◦C. Furthermore, the resulting oxide is a mixture of In2O3 and P2O5,
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FIGURE 6.11: TEM investigation on In2O3 nanowires on Aerographite. a) Bright field TEM
image of an Aerographite fragment covered with nanowires and -particles. b) and c) close-
ups of wires and particles. d) STEM-EDX elemental maps of Au, In and O. Maps were
manually stitched together post acquisition as the drift correction did not work properly.
Correlation of the same particle and wire displayed in f) enables this manual drift correction.
e) SAED pattern of nanowire covered Aerographite. f) STEM-HAADF image of a region

where elemental maps in d) were acquired. Partially reproduced from Reference [79].
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the latter of which has never been observed in these samples. In fact, no P contain-
ing product was found, such that it seems plausible that no InP was formed and that
the In2O3 formed directly during the growth process. Potentially responsible for the
oxidation of In could be a leakage in the system, thus introducing the oxygen.
While the wires and monolithic InP arrow are reminiscent of VLS grown structures
it is highly questionable whether such a process actually takes place during depo-
sition. The melting point of Au at standard pressure is approximately 1064◦C but
the substrate was only heated to 650◦C. The (solid) Au particles deposited onto the
Aerographite can therefore not act as liquid catalyst for VLS growth.

6.2 CdS-aerogel pressure sensor and CdS-Aerographite gas
sensor

Similar to InP, CdS is a compound semiconductor. Instead of a typical III-V semi-
conductor, though, CdS is a II-VI compound.1 Another similarity is the piezoelectric
nature of CdS crystals. While CdS can be exploited for many different of its proper-
ties this section shall focus on a pressure sensor utilizing the piezoelectric response
of CdS. The sensor was fabricated by sputtering CdS onto a graphene aerogel and af-
terwards contacting opposite sides of the sensor with silver paste intended to form
electrical contacts. The fabrication was conducted by Irina Plesco. TEM samples
were prepared by crumbling parts of the sensor onto suitable sample grids.
In a first step the graphene aerogel scaffold material of the sensor with any CdS dec-
oration was analyzed. Unsurprisingly, the structure of the individual sheets of the
aerogel matches well with pristine graphite references as depicted in Figure 6.12.
There is a slight shortening of reciprocal distances by about 1.7% in the (120)∗ direc-
tion, though, translating to a slight increase of lattice parameters of the respective
plane of the same magnitude in real space. The slight deformation of the basal plane
of graphene is likely correlated to its aerogel nature and might be indicative of in-
ternal strain because of bending of individual graphene sheets. As the subsequent
deposition of CdS is neither intended nor expected to be influenced by this slight ex-
pansion this effect is deemed negligible. The morphology of the CdS film as visible
in the SEM images in Figure 6.13 is roughly reminiscent of the "cauliflower" structure
reported by Vemuri et al.[94]. The absence of larger cracks - in between individual
"cauliflower florets" - is likely caused by the considerably lower film thickness and
hence lower stress in the film. Figure 6.14 depicts the results of TEM investigations of
the CdS-aerogel pressure sensor. Large microsized flakes of the aerogel scaffold are
unevenly covered by polycrystalline CdS with the space group P63mc as shown by
electron diffraction experiments. The morphology of the CdS film appears rugged
and uneven probably because of an influence of the underlying aerogel. Individual
CdS grains are of high crystalline quality, though, with no obvious defects of the

1The II-VI nomenclature is helpful in that it hints towards the similarity with III-V compounds but
misleading since the II actually refers to group 12 elements.
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FIGURE 6.12: Diffraction pattern of the aerogel support. a) SAED
pattern recorded on the aerogel support without any CdS decoration.
b) simulated diffraction pattern of graphite in the zone axis 001. The
two patterns match almost perfectly except for a slight distortion of

the basal plane of the graphene aerogel.

crystal lattice. Interestingly, electron diffraction showed that the lattice is slightly
expanded with respect to the reference data. The composition was determined to be
Cd54S46 and thus slightly S depleted. As no reference sample was available to con-
firm the experimentally determined composition the margin of error can only be es-
timated. It is expected, however, that the accuracy of the EDX system and quantifica-
tion is roughly on the same order of magnitude as the determined non-stoichiometry
such that the determined composition is unfortunately not significant. In conjunc-
tion with observed lattice parameters the general trend towards Cd-enrichment is
generally believable as Cd rich CdS generally exhibits slightly larger lattice parame-
ters.[95]
As previously reported in literature, the stoichiometry of CdS is dependent on sput-
tering parameters, particularly sputtering power. Investigations on the already pre-
viously introduced "cauliflower" CdS films showed that in an intermediate range of
sputtering power the films are stoichiometric, above a certain threshold the films be-
come S deficient, though.[94] The threshold power reported in the study by Vemuri
et al. was 105 W, however, as many different sputtering parameters might govern the
resulting CdS, Table 6.2 shows a comparison of experimental parameters by Vemuri

FIGURE 6.13: SEM investigations of the CdS-aerogel pressure sensor
from low (a)) to high (c)) magnification. Reproduced from Reference

[93].
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FIGURE 6.14: TEM investigations of the CdS-aerogel pressure sensor. a) SAED pattern show-
ing the polycrystalline character of CdS. b) STEM-HAADF overview image. Several sheets
covered with CdS crystals are visible. c) True-to-scale intensity distribution of the SAED
pattern in a). Vertical tics at the top indicate the position of maxima. In comparison to
the hexagonal CdS reference (blue) the experimentally determined lattice parameters are
slightly increased. d) HRTEM micrograph and FFT (inset) of CdS covered sheet underlining
the high crystalline quality of the deposited CdS. Partially reproduced from Reference [93].

and from this study.
Aside the previously mentioned difference in film thickness - which is mainly con-

trolled by sputtering duration which is not expected to influence the stoichiometry
- the only major differences is the sputtering power. While a few factors cannot be
compared as they are not known, such as the angle between target and substrate as
well as the flow of Ar during deposition, the sputtering power used to deposit the
CdS films presented in this study, far exceeds the reported threshold power of 105 W
above which CdS films were found to be Cd enriched. Vemuri et al. do not present
a quantitative estimate, but with the reported XPS and EDX spectra it is estimated
that the deviation from the ideal stoichiometry is on the same order of magnitude
as the stoichiometry of around Cd54S46 from the CdS reported here. The theory pre-
sented by Vemuri et al., that a sputtering power beyond the critical threshold leads
to re-evaporation of S adatoms before being chemisorbed seems plausible. The the-
ory could be checked by sputtering onto a heated substrate which should further
promote re-evaporation.
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TABLE 6.2: Comparison of CdS sputtering parameters between the
study by Vemuri[94] and this one. Known fabrication parameters
are the type of deposition, sputtering power (P), distance from target
to substrate (dTS), Argon pressure during deposition(pAr), substrate

temperature (Tsubstrate) and deposited film thickness (dfilm).

Vemuri et al. This study

Type RF sputtering RF sputtering

P (W) 105 200

dTS (cm) 8 8

pAr (10–3 mbar) 9.3 7.4

Tsubstrate (◦C) RT 30

dfilm (nm) 900 250

Besides CdS deposition onto graphene aerogels, CdS was also deposited onto Aero-
graphite to the effect of producing gas sensors, the results are shown in Figures 6.15
and 6.16. The new scaffold was chosen, because previous studies showed that Aero-
graphite already possesses remarkable gas sensing abilities with a strong sensitivity
for CO2, NH3 and H2.[96] In order to tune the selectivity towards different gases,
increase the sensitivity and improve efficiency, Aerogaphite scaffolds were chosen.
Similar to the deposition onto aerogel, this deposition was done by sputtering stoi-
chiometric targets. The fabrication was conducted by Lidia Ghimpu of the Technical
University of Moldova. The exact deposition parameters and other processing steps
are a matter of confidentiality and will not be further discussed in this study.
Figure 6.15 shows the TEM analysis of the decorated Aerographite tubes. As appar-
ent from the overview image, the Aerographite scaffold remained intact during the

a) b)

500 nm

FIGURE 6.15: Overview image and SAED pattern of CdS on Aero-
graphite. a) STEM-HAADF image of an Aerographite tetrapod frag-
ment homogeneously covered with CdS. b) SAED pattern of the frag-

ment in a) showing the phase purity of produced CdS.



6.2. CdS-aerogel pressure sensor and CdS-Aerographite gas sensor 87

50 nmCd-L S-K C-K

c)

1 µm

a)

100 nm

b)

FIGURE 6.16: Edge of CdS covered Aerographite and EDX maps. a)
SEM overview image of a CdS covered Aerographite arm. b) STEM-
HAADF image of the edge of a CdS covered Aerographite fragment.
c) STEM-EDX maps of Cd, S and C acquired at the position of the
yellow square in b). CdS nucleated on the outside of Aerographite
walls. Red line in the sulfur map shows the position of the carbon

wall.

deposition and no anisotropy of the deposition process is apparent from the image.
As determined by diffraction experiments, the deposited CdS is a pure phase and
crystallized in the space group P63mc as was the case for the CdS deposited onto
aerogel. Unlike the aerogel-based samples, though, the film appears to be more uni-
form with a thickness between 20 and 30 nm.
The morphology of the CdS film is much smoother as apparent from SEM micro-
graphs. The general morphology of the underlying scaffold material is well main-
tained and discernible through the CdS film. The grain size ranges from 20 to 100 nm
and the film thickness is only around 25 nm. The STEM-EDX maps taken in proxim-
ity to the rim of the tetrapod fragment also prove that CdS is solely deposited on the
outside of the Aerographite tubes and no other elements besides Cd, S and C were
detectable, which does not exclude the presence of trace elements due to the widely
known limitations of EDX detectors. The stoichiometry was determined and found
to be around Cd50S50 with an error of around 2 at%.
The deposition of CdS therefore worked just as well on aerogels and Aerographite.

The sensing properties have been explored and select results are shown in Figure
6.17. Gas sensing properties for CdS are still a matter of investigations, prelimi-
nary experiments showed that it is possible to tune the gas sensing properties of
Aerographite by CdS deposition by utilizing synergistic effects potentially based on
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FIGURE 6.17: Sensor properties of CdS-aerogel compound. The
graph shows the I-V characteristic of the sensor at different pressures.
Inset shows the relative resistance change with respect to standard
pressure at different external pressures. Reproduced from Reference

[93].

tuneable charge transfer between CdS and the Aerographite scaffold.

6.3 CdTe-Aerographite gas sensor

As different semiconducting compounds facilitate different gas responses the sen-
sor introduced in the previous section has been produced analogously with CdTe
instead of CdS. CdTe is obviously similar in many aspects to CdS, however, as one
of the main parameters governing the gas response is the surface configuration CdTe
might be a promising candidate. The deposition of CdTe was also accomplished by
magnetron sputtering as in the CdS case.[97]
The first attempts to synthesize CdTe on Aerographite resulted in no digestible re-

sult. (cf. Figure 6.18) Depending on the sputtering time, the deposition produced
either singular CdTe particles on Aerographite or rough and uneven patches of par-
ticles. SEM investigations were futile on these samples, because of the evanescent
amount of CdTe. Furthermore, EDX quantification of the particles showed that they
contained a large amount of Cl. The composition was determined to be around
Cd32Te36Cl31. Diffraction and high resolution experiments were conducted to avail,
as no crystalline reflections or phase contrast was ever observed. Similar holds
true for samples with longer deposition time. Figure 6.18 c) and d) show Aero-
graphite fragments with patches of CdTe. However, even with this considerably
larger amount of material, only few reflections were visible in the diffraction pat-
tern, indicating a mostly amorphous sample. This comes as no surprise, given that
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FIGURE 6.18: Initial attempts of CdTe deposition. a) Aerographite
fragment with little to no discernible CdTe content. b) Singular CdTe
particle. c) Aerographite with considerable CdTe(Cl) content with
large non-uniformity. d) Close-up of particles found on fragment in

c).

EDX investigations found that the sample also consists of around 31 at% Cl. As de-
tails of deposition and post-fabrication treatment are unfortunately confidential, no
speculation on the origin of the Cl can be presented.

The next generation of CdTe-Aerographite compounds turned out much more
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FIGURE 6.19: CdTe-Aerographite micro-cactus. a) SEM micrograph
an Aerographite structure covered with CdTe with jagged crystals on
the surface. b) STEM-HAADF micrograph of a similar fragment. c)
STEM-EDX elemental maps recorded in the area marked by a red rect-

angle in b). d) SAED pattern of CdTe and CdCl2.
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promising. Figure 6.19 shows that the deposition resulted in what looks a micro-
sized "cactus" with jagged slices sticking out of the Aerographite arm. As these
slices seem to contain prominent facets they are expected to be crystalline. In or-
der to further investigate these structures they were transferred to the TEM. During
the deposition, many of the slices seem to have fallen off the substrate material, as
only few Aerographite arms were found with such morphology observed in SEM.
This hints towards a very loose attachment. Nonetheless, some regions similar to
the morphology observed in the SEM were also found in TEM (cf. Figure 6.19 b))
such that they could be analyzed in more detail. STEM-EDX mapping shows that
the main body of the sample contains Te, Cd, Cl and the C scaffold material. Te,
however, is missing from the previously described slices. In conjunction with the
subsequent diffraction analysis, both CdTe (sg. F43m zinc blende structure) and
CdCl2 (sg. R3m) were identified. This obviously implies that CdTe was indeed
successfully synthesized on Aerographite, however, the Cl contamination was not
fixed in these samples and hence the CdCl2 slices on top. Accordingly, the synthe-

1 µm

500 nm 10 nm

a) b)

c) d)

FIGURE 6.20: Various CdTe structures on Aerographite. a) STEM-
HAADF micrograph of an Aerographite fragment covered with CdTe
and CdCl2. b) SAED pattern confirming the constituent phases of
a), specifically CdTe (sg. F43m) and CdCl2 (sg. R3m). c) Needles
produced during the same synthesis process. d) HRTEM micrograph

of one of the needles in c) showing the 010 lattice spacing of Te.

sis process was adjusted again, see also Figure 6.20. While these samples did not
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show prominent morphologies such as the previously shown "cactus" they unfor-
tunately still contained a fraction of CdCl2 as evident from diffraction experiments.
Oddly, even though the deposition was done was by sputtering from a stoichiomet-
ric CdTe target, apparently metallic Te wires were found. These wires seem to be
scattered randomly across the Aerographite scaffold. Some of them were found to
amorphous while others were proven by HRTEM analysis to be essentially single
crystalline with an amorphous shell of a few nanometers. While this might at first
seem reminiscent of the previously reported phosphate wires in the InP-sensor case,
these wires did neither show any sign of oxidation nor a sign of chloride formation.
Instead, EDX analysis proves that these wires consist of around 90 at% Te and 10 at%
Cd which is also reflected in the Te (010) lattice spacing being visible in the HRTEM
micrograph.

Finally, it was possible to tune the deposition in such a way, that no Cl content
was left in the samples. A cross-section of a wall, exposed through post-deposition
fracture, reveals that the CdTe grain growth closely resembles zone T of the struc-
ture zone model proposed by Barna and Adamik[98], i.e. a higher density of grains
with seemingly random orientations near the substrate and larger columnar grains

1 µm
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FIGURE 6.21: SEM and TEM investigations of CdTe on Aerographite. a) SEM overview im-
age of the produced CdTe-Aerographite compound. b) Close-up of a fractured fragment
showing the CdTe wall thickness of around 500 nm. c) Magnified view of a tetrapod cap
highlighting the extremely smooth coverage. d) Detailed view of the grain structure reveal-
ing the lateral grain size of around 10-35 nm. Inset shows the single phase SAED pattern of

CdTe. Reproduced from Reference [97].
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closer to the top of the film. Zone T is characterized by these authors as "competitive
growth of differently oriented neighbouring crystals" with an intermediate number of
seeds for crystal growth and not enough thermal energy for grain boundary move-
ment. Accordingly, by adjusting the substrate temperature, the morphology of these
films should be tunable from the lower-temperature Zone I of this model - finely
dispersed grains with a high nucleation density - to the higher-temperature Zone
II with a lower nucleation density but enough thermal energy for grain boundary
movement, such that large columnar grains with similar orientation evolve. As pre-
viously shown in literature, the gas sensing properties strongly depend on crystal
orientation, mainly due to different surface configurations and energies, such that
this opens up a pathway for future tuning of these devices.[99], [100] As also pre-
sented in the publication by the author of this thesis [97], the I-V characteristics and
gas sensing properties of these CdTe-based devices have been explored. While the
I-V characteristic is linear in the small-signal range up to 1 V the correlation between
gas concentration, e.g. of NH3 and response was found to be non-linear. Obviously,
this does not constitute a memsensor in itself, a serial combination of this sensor with
a memristor could produce a memsensor. Alas, this does present a larger effort than
having it combined in one single device, however, building a memsensor in such a
way possibly leaves more degrees of freedom to adjust, such that the selectivity of
the sensor and the memristive characteristics could be tuned independently.
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Chapter 7

Conclusion and Outlook

In the scope of this study, several material systems have been analysed by transmis-
sion electron microscopy. All samples are related to the framework of memristive
switching and belong to one of three groups:

1. Double barrier memristors,

2. Nanoparticle-based memristor,

3. Memsensors.

The first topical area deals with double barrier memristive devices. The results con-
clusively showed that deposition of an oxide stack between two metal electrodes
can lead to unwanted side effects. Specifically, the deposition of Nb oxide by re-
active sputtering can cause oxidation of subjacent layers. A supposedly partially
oxidized Al layer turned out to be completely oxidized and even the underlying
bottom electrode showed significant oxidation reaching several nanometers into the
metal layer. The oxidation state of all oxides was determined by EELS. Identification
by structural analysis was not possible as all oxides were amorphous. The Schot-
tky barrier forming Nb oxide was determined to exhibit an oxidation state between
+4 and +5, thus forming an insulating layer. The involuntarily oxidized Nb bottom
electrode was found to have an oxidation state of +2, thus forming a conducting
layer. Thus, the oxidation of the bottom electrode does likely not impede memris-
tive switching as also apparent from electrical characterization. The Al oxide tunnel
barrier in between the two Nb oxide layers closely resembled stoichiometric Al2O3.
At least two different defects were found in the electronic structure of the Al oxide.
A small pre-peak some 6 eV before the O-K edge and in later samples a much more
intense pre-peak some 9 eV before the O-K edge. The former was associated with
oxygen vacancies in Al oxide. The origin of the latter could be not be clarified un-
equivocally. Possible explanations for the pre-peak are the presence of hydroxides
or strong local reduction of the oxide due to the intense electron irradiation of the
electron beam. As experiments in other subprojects of the overarching research unit
showed that the Schottky barrier - i.e. the Nb oxide - is responsible for memristive
switching and not the tunnel barrier - i.e. the Al oxide - the direct influence of these
defects on the electrical characteristics is deemed small. Instead, the defects might
influence the Schottky barrier by moving towards or away from the Al oxide/Nb
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oxide interface. Furthermore, they might act as a vacancy reservoir supplying or
accepting oxygen vacancies to the neighboring Nb oxide and thus enabling memris-
tive switching through modification of the Schottky barrier. The results shed light on
the inner workings of DBM devices and suggest that the tunnel barrier might play a
more important role than what was suggested by electrical characterization. Future
investigations could focus on spectroscopic investigations of the Schottky barrier ox-
ide. Nano-beam electron diffraction can uncover the local pair distribution function
of amorphous materials and could lead to further insight into the oxide materials.
The origin of electronic defects in the devices should also be investigated. Other
potential paths of investigations are valence EELS or photoluminescence investiga-
tions for band-gap determination. Both possibilities require dedicated and rarely
available equipment, though.

Secondly, memristors based on metal nanoparticles embedded in a dielectric
matrix were characterized. The deposition characteristics of a custom Haberland-
type gas aggregation source were analyzed by TEM. The investigations showed that
mono- and bimetallic particles can be produced. Their properties - size distribu-
tion, composition and number density - can be influenced by sputter parameters.
The cosputtering of particles with a dielectric matrix material such as Si or Si ox-
ide was also shown to be feasible. Tomographic analysis highlighted the successfull
deposition of a particle gradient embedded within a matrix. However, the forma-
tion mechanism of these particles is largely unknown as are the physical processes
in the source itself. Accordingly, unintuitive results have been recorded where ex-
pected parameters - such as sputter time and resulting particle density - did not
show correlation. An inherent problem is the reliability of results, as even small de-
viations in sample position during deposition or area of investigation in the micro-
scope might have a huge influence on the observed results. A standardized test pro-
cedure and the analysis of a large number of samples might alleviate this problem
and ensure statistical significance. Whether non-alloy particles - such as core-shell
or Janus particles - are feasible or might even offer advantages over alloy particles
will be analyzed by the electrical characterization of these devices. TEM investi-
gations can support these development analogous to the results presented in this
study. Furthermore, nanoparticle based memristors are predestined for ex situ in-
vestigations. In the scope of the master thesis by Ole Gronenberg[101] dedicated
TEM grids have been developed that allow the deposition of devices with horizon-
tal alignment. These grids enable pre- and post-operation analysis and thus allow
inferring the mechanism of memristive switching. Considerable advances for in situ
investigations have been made by Krishna Kanth Neelisetty at the Karlsruhe Insti-
tute of Technology within the scope of his dissertation and publications. However,
he also pointed out the inherent and essentially inevitable flaws of e-beam based in
situ electrical characterisation of such devices.
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Finally, memsensors based on several semiconductor composite materials have
been analyzed. The deposition of InP, CdS and CdTe onto various carbon scaffold
materials was hindered by different unforeseen effects, as uncovered by electron mi-
croscopy investigations. InP deposition was accomplished through an HVPE pro-
cess which, when using a ZnO substrate, resulted in the formation of at least two
different phosphate phases. As this formation was credited to the scaffold mate-
rial itself, ZnO was discarded for further HVPE deposition attempts. Instead, the
aforementioned carbon scaffold substrate was used. The deposition onto carbon-
nanotube-tubes remained just as unsuccessful, likely because the rugged surface of
the CNTTs provided no sufficient holdfast for InP formation. Only few isolated par-
ticles were observed on the outside and a number of giant InP particles on the inside
of CNTTs were found. As this thwarts all advantages that these scaffold materials
inherently have - namely high specific surface and a large surface to volume ratio
- this substrate, too, was discarded. Finally, InP was deposited onto Aerographite
substrates. Even though this did not result in a homogeneous coverage of Aero-
graphite tubes but rather in the pronounced growth of microsized wires with large
aspect ratios, these turned out to be suitable strain sensors. Various defects were
found in these wires, namely In segregation and lenticular structural defects, but
they were not expected to affect function in any way. In an effort to promote the
smooth coverage of Aerographite with an InP film or InP particles, the scaffold was
covered in Au nanodots before InP deposition. However, this did not promote a ho-
mogeneous InP coverage, and instead mainly resulted in In2O3 particles with a Au
core. While the exact formation mechanism remains a mystery small scale leaks in
the deposition chamber might be the most probable explanation.
The deposition of CdS onto Aerographite and an aerogel on the other hand worked
as intended without much fine-tuning of the deposition process. Oddly, though, the
analogous deposition of CdTe onto Aerographite resulted in the formation of vari-
ous unwanted products, mainly CdCl2. And while the deposition of CdS resulted
in smooth films which are ideal for gas and pressure sensing, CdTe sputtering lead
to various different morphologies before the deposition process could be tuned to
produce homogeneous films. The I-V characteristics and sensing properties of these
structures were explored. Indeed, InP-Aerographite hybrids show a non-linear I-V
curve much like a memristor. However, while the sensing function has been well ex-
plored, the memristive aspect is still a matter of ongoing investigations. Preliminary
investigations showed that some of the devices show a memristor-like I-V charac-
teristic, though, thus paving the way for further research.
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