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Interference between two independent multi-temporal-mode thermal fields
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We construct a general theoretical model for analyzing the intensity correlation of the field formed by mixing
two independent multi-temporal-mode thermal fields. In the model, we use the intensity correlation function g(2)

to characterize the mode property of the mixed thermal field. We find that g(2) of the mixed field is always less
than that of the individual thermal field with less average mode number unless the two thermal fields are identical
in mode property. The amount of drop in g(2) of the interference field depends on the relative overlap between the
mode structures of two thermal fields and their relative strength. We successfully derive the analytical expressions
of the upper bound and lower limit for g(2) of the interference field. Moreover, we verify the theoretical analysis
by performing a series of experiments when the mode structures of two independent thermal fields are identical,
orthogonal, and partially overlapped, respectively. The experimental results agree with theoretical predictions.
Our investigation is useful for analyzing the signals carried by the intensity correlation of thermal fields.
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I. INTRODUCTION

In nature, most light sources are of thermal feature because
of the randomness of individual emitters [1]. Therefore, what
we see often is mostly the addition of many thermal sources.
When two independent thermal fields are mixed or combined,
one usually thinks that there is no interference between them
and the result is simply the addition of the two. This is true
at intensity level. However, this is not true at higher-order
measurement such as intensity correlation.

Photon bunching effect, observed by Hanbury Brown and
Twiss (HBT) in 1956 [2], is the first observed higher-order
effect in the form of intensity correlation due to the intensity
fluctuations of a thermal optical field. The HBT effect is
the basis for the technique of ghost imaging [3–5], where
higher-order quantities such as intensity correlations of ther-
mal sources are measured and the excess intensity correlation
beyond random intensity correlation serves as the signal for
characterizing an image.

When two independent optical fields are mixed, even
though intensity shows no interference, the measurement of
high-order quantities such as intensity correlations does pro-
duce an interference pattern [6], which is known as “fourth-
order interference” or later called “two-photon interference”
[7]. So, when the signal is carried by an optical field and
extracted out by intensity measurement, the background noise
which usually possesses the thermal nature can be simply
subtracted out. But if the optical signals need to be extracted
from intensity correlation measurement, such as those in the
ghost image techniques for thermal fields, the problem of
mixing two independent thermal sources becomes prominent:
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if both the background noise and the signal fields are in
thermal states, the effect of fourth-order interference between
signal and background fields will show up. In this case, the
fourth-order interference effect is reflected by the excess in-
tensity correlation and the background noise cannot be easily
taken out. Furthermore, since the signal is extracted from the
excess correlations of thermal sources, the excess correlation
as large as possible is desired to achieve a good signal-to-noise
ratio (SNR) measurement. But the fourth-order interference
between the signal field and background noise will definitely
affect the excess intensity correlation and therefore the SNR
extracted in ghost imaging technique.

It has been shown that the visibility of fourth-order in-
terference between two independent thermal sources V is
closely related to the intensity correlation function g(2) of
each thermal source, and the maximum value of V is 1/3
[8–10]. The maximum visibility 1/3 can be obtained either
by using detectors with response time much faster than the
coherence time of thermal fields or by using thermal fields
in single mode. Since the response time of detectors used to
measure g(2) is usually much longer than the coherence time
of detected optical field, g(2) can also be viewed as a quantity
for characterizing the mode number of thermal field [1,9,10].
So far, most investigations on the interference between ther-
mal sources are based on single-mode models under the ideal
conditions which give rise to the maximum photon bunching
effect of g(2) = 2. However, the multi-mode nature of the
thermal sources will reduce the photon bunching effect, i.e.,
g(2) decreases with the increase of mode number of thermal
source. So the interference effect between two thermal sources
or the photon bunching effect of the interference field will be
certainly affected by the mode property.

On the other hand, the mode properties of optical fields are
sometimes complicated and cannot be characterized easily.
This is because the two fields participating in interference
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such as the signal field and the background noise may have
different mode structures and mode numbers. So far, quanti-
tative research on the higher-order interference between two
multi-mode thermal fields has not been fulfilled yet. In this
paper, we will study how the temporal mode structures and
relative intensity of two independent thermal fields affect
the intensity correlation function of the interference field.
Moreover, we perform experiments to verify our theoretical
prediction.

The rest of the paper is organized as follows. In Sec. II,
we theoretically study the influence of mode structure of
two thermal fields, which are in single spatial mode and
multi-temporal mode, upon the two-photon interference effect
shown in their interference field. We derive the formulas,
which describe the upper bound and lower limit of g(2),
for the interference field formed by combining two multi-
temporal-mode thermal fields. In Sec. III, we demonstrate the
experimental verification, in which the interference effect of
two multi-temporal-mode thermal fields with identical mode
structure and different mode structures are measured and
analyzed. Conclusions and discussion are presented in the
last section.

II. GENERAL THEORETICAL ANALYSIS

The mode number of a multi-mode thermal field, reflected
by its photon statistics, can be characterized by normalized
intensity correlation function. Beginning with a brief review
of the photon statistics for a thermal field, which is in single
spatial mode and multi-temporal mode, we will study the
mode property of the interference field formed by mixing
two independent thermal sources. The results indicate that
the mode property of interference field depends on the two-
photon interference between two thermal sources. More-
over, we will analyze the factors influencing the two-photon
interference.

A. Photon statistics for a thermal field in multi-temporal modes

A thermal light field is a random process with complex
Gaussian probability distribution [1]. Its description, however,
depends on the mode structure employed. For the stationary
field of continuous wave, a common approach of distinguish-
ing the modes is by frequency [11]. For nonstationary fields of
pulses, it is better to work in the time domain with orthogonal
broadband wave-packet modes, known as “temporal modes”
(TMs) [12], especially for the ultrashort pulses with pulse
durations much shorter than the response time of detectors.
Indeed, for the fields confined by the waveguide with single-
transverse mode, such as standard single mode optical fiber,
the TMs form a complete basis for representing an arbitrary
pulsed multi-mode optical field.

The photon statistic of a thermal field can be characterized
by the Hanbury Brown–Twiss interferometer [9,13], consist-
ing of a 50:50 beam splitter (BS) and two detectors (D1 and
D2), as shown in Fig. 1(a). For a nonstationary field �E(t ) with
a quasi-continuous wave (quasi-cw) train of pulses, the field
has the form of

�E(t ) = �e
∑

i

Ei (t − i�T ), (1)

BS BS

E1(t)

BS

E(t)

Correlation
D1

D2

)b()a(
D1

D2

Correlation

E t( )m

E t2 ( )

FIG. 1. Schematic of Hanbury Brown–Twiss (HBT) interferom-
eter for intensity correlation measurements of (a) a thermal field and
(b) an interference field formed by mixing two individual thermal
fields, respectively. BS, 50:50 beam splitter; D, detector.

where �e is the unit polarization vector, Ei (t ) is the ith single
pulse profile with a pulse width δt , and �T (� δt ) is the
interval between two adjacent pulses. Then the instantaneous
intensity is

I (t ) = | �E(t )|2 =
∑
i,j

E∗
i (t − i�T )Ej (t − j�T )

=
∑

i

|Ei (t − i�T )|2. (2)

We assume the detectors have the same response function
k(t ) [k(t ) = 0 for t < 0], which has a response time Tr much
smaller than the pulse interval (Tr � �T ) but much larger
than the pulse width (Tr � δt). Then the photocurrents from
the two detectors (D1 and D2) are [14]

iD1(t ) = iD2(t ) =
∫ ∞

−∞
dτ k(τ − t )I (τ )/2

= 1

2

∑
i

k(t − i�T )Ii, (3)

with the factor of 1/2 from the BS and

Ii ≡
∫ ∞

−∞
dt |Ei (t )|2 (4)

is the integrated intensity of the ith pulse. Under this condi-
tion, the average current measured by D1 and D2 for a period
T covering many pulses can be written as

〈iD1〉T = 〈iD2〉T = 1

T

∫
T

iD1,D2(t )dt = 1

2
RpQ〈Ii〉e, (5)

where Q ≡ ∫
k(t )dt is the total charge for one pulse and

Rp = 1/�T is the repetition rate of the pulses. The sub-
scripted angle bracket 〈·〉e is the ensemble average over i from
pulse to pulse over the time interval T : 〈Ii〉e = (1/N )

∑
i Ii

with N = [T/�T ] as the number of pulses in time interval
T . So, the average photocurrent is independent of time and
〈iD1〉T = 〈iD2〉T ∝ 〈Ii〉e/2, where 〈Ii〉e/2 is the average in-
tensity at D1, D2. For intensity correlation between the two
detectors D1 and D2, however, the outcome depends on the
delay �t between the detectors:

〈iD1(t )iD2(t + �t )〉T = 1

T

∫
T

iD1(t )iD2(t + �t )dt

= 1

4
RpK (�t )〈IiIi+n〉e, (6)
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where K (�t )≡∫
dt k(t )k(t+�t−n�T ) and n= [�t/�T ]

is the number of pulses during the delay �t . So, the intensity
correlation measurement gives a spiked delay dependent func-
tion K (�t ), which is spaced by the pulse interval �T but has
two different peak values. When �t = 0, the first peak value
is the autocorrelation describing pulse intensity fluctuation:

�(2)(0) ≡ 〈iD1(t )iD2(t )〉T = 1
4RpK (0)

〈
I 2
i

〉
e
, (7)

but when �t = n�T (n = 1, 2, 3, . . .), the spike at the
nonzero delay has a different peak value which is the cross-
pulse correlation describing intensity fluctuation between dif-
ferent pulses:

�(2)(�T ) ≡ 〈iD1(t )iD2(t + n�T )〉T = 1
4RpK (0)〈IiIi+n〉e.

(8)

Since the pulses are independent of each other, their fluctua-
tions are uncorrelated so that 〈IiIi+n〉e = 〈Ii〉e〈Ii+n〉e = 〈Ii〉2

e .
We then obtain the normalized intensity correlation function
for quasi-cw pulsed fields in HBT measurement [15,16]:

g(2)(0)=g(2) ≡ �(2)(0)

�(2)(∞)
= �(2)(0)

�(2)(�T )
=

〈
I 2
i

〉
e

〈Ii〉2
e

=
∫ ∞
−∞ dt

∫ ∞
−∞ dt ′〈E∗

i (t )E∗
i (t ′)Ei (t ′)Ei (t )〉e∫ ∞

−∞ dt〈E∗
i (t )Ei (t )〉e

∫ ∞
−∞ dt ′〈E∗

i (t ′)Ei (t ′)〉e
. (9)

As we will see later, the value of g(2)(0) is determined by the
mode property of the pulsed field �E(t ) [9,10]. For the sake
of brevity, we omit the lower and upper limits of the time
integrals and use g(2) to represent g(2)(0) and E(t ) for Ei (t )
hereinafter.

It is well known that, for a thermal optical field propagating
in single-mode waveguide, one-dimensional approximation
applies. Under this condition, the vector electric-field ampli-
tude in the temporal mode basis can be written as

�E(t ) = �e
∑

i

Aiφi (t ), (10)

where φi (t ) = 1√
2π

∫ ∞
−∞ fi (ω)e−iωtdω is the temporal mode

profile for mode i with continuous spectrum fi (ω) and Ai

denotes the complex amplitude of temporal mode i, which is
a random variable with Gaussian distribution. In Eq. (10), be-
cause of the phase randomness of thermal radiations, we have
〈Ai〉e = 0 and 〈A∗

i Aj 〉e = 0 (i = j ) for i, j = 1, 2, . . .. The
intensity distributed in mode φi (t ) is described by 〈|Ai |2〉e =
α2

i . For higher-order average, assuming different modes are
independent, we have

〈|Ai |2|Aj |2〉e = 〈|Ai |2〉e〈|Aj |2〉e = α2
i α

2
j for i = j. (11)

Because of the Gaussian distribution, we can use Isserlis’
theorem [17] for the higher-order moment:

〈|Ai |4〉e = 〈A∗
i A

∗
i AiAi〉e

= 〈A∗
i A

∗
i 〉e〈AiAi〉e + 〈A∗

i Ai〉e〈A∗
i Ai〉e

+〈A∗
i Ai〉e〈AiA

∗
i 〉e

= 2α4
i . (12)

Although the TMs can be fully overlapped in polarization,
space, frequency, and time, TMs are orthogonal to each other
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FIG. 2. First three Hermite-Gaussian modes of a temporal mode
basis in (a) frequency domain and (b) time domain, respectively.

with respect to a time (frequency) integral:∫ ∞

−∞
dt φ∗

i (t )φj (t ) = 1

2π

∫ ∞

−∞
dω f ∗

i (ω)fj (ω) = δi,j . (13)

In order to show how the temporal modes (TMs) look, we ex-
emplarily plot the first three members of a TM basis in which
fi (ω) represents a family of Hermite-Gaussian functions, as
shown in Fig. 2.

To investigate the temporal mode property of thermal field
�E(t ) described by Eq. (10), we substitute Eq. (10) into Eq. (9)

and use the relationship of Eq. (13) which results in the time
integral to become a δ function. As a result, the average
intensity per pulse is

〈I 〉e =
∫

dt〈 �E∗(t ) · �E(t )〉e =
∑

i

〈|Ai |2〉e =
∑

i

α2
i , (14)

and the higher-order average is

〈I 2〉e =
∫

dt dt ′〈 �E∗(t ) · �E(t ) �E∗(t ′) · �E(t ′)〉e

=
∑
i,j

〈|Ai |2|Aj |2〉e

=
∑

i

〈|Ai |4〉e +
∑
i =j

〈|Ai |2|Aj |2〉e. (15)

Substituting Eqs. (14) and (15) into Eq. (9) and using Eqs. (11)
and (12), we obtain the intensity correlation function for an
individual multi-temporal-mode thermal field:

g(2) =
[∑

i α
4
i + ( ∑

i α
2
i

)2]( ∑
i α

2
i

)2

= 1 +
∑

i α
4
i(∑

i α
2
i

)2 = 1 + 1

M
, (16)

where M ≡ (
∑

i α
2
i )2/

∑
i α

4
i is the average temporal mode

number of thermal field �E(t ). Equation (16) shows the
intensity correlation function g(2) is determined by the average
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temporal mode number M . For a single-mode field, we have
M = 1 and g(2) has the maximum value of 2. In this case,
the photon bunching effect of the thermal field is maximized.
Moreover, if we assume the intensity of the field is equally
distributed in each mode, i.e., α2

i = α2 = I0 for i = 1, . . . ,M

with M denoting the number of mode, the average intensity
measured by D1 (D2) can be calculated from Eqs. (4), (5),
and (14) as 〈ID1(t )〉 = 〈ID2(t )〉 = 1

2 〈I 〉e = 1
2MI0.

B. Photon statistics for a field formed by mixing two
multi-temporal-mode thermal fields

Now we study the property of a field formed by mixing two
independent multi-temporal-mode thermal fields. As shown in
Fig. 1(b), the mixed field �Em(t ) obtained by mixing two fields
�E1 and �E2 with a 50:50 BS is written as

�Em(t ) = [ �E1(t ) + �E2(t + τ )]/
√

2

= [�e1E1(t ) + �e2E2(t + τ )]/
√

2, (17)

with

E1(t ) =
∑

i

Aiφi (t ), (18)

E2(t + τ ) =
∑

k

Bkϕk (t + τ ), (19)

where ϕk (t ) = 1√
2π

∫ ∞
−∞ gk (ω)e−iωtdω is the temporal mode

profile for mode k with continuous spectrum gk (ω) for E2

field, �e1,2 is the unit polarization vector, and τ denotes the
relative delay between the two fields when they combined at
BS. Because Ai and Bk are independent complex Gaussian
random variables, the following relations hold:

〈Ai〉e = 〈Bk〉e = 0, 〈A∗
i Bk〉e = 〈B∗

i Ak〉e = 0,

〈A∗
i Aj 〉e = δi,jα

2
i , 〈B∗

k Bl〉e = δk,lβ
2
k ,

〈|Ai |2|Bj |2〉e = α2
i β

2
j , 〈|Ai |2|Aj |2〉e = (1 + δi,j )α2

i α
2
j ,

〈|Bk|2|Bl|2〉e = (1 + δk,l )β
2
k β

2
l . (20)

The overlap for the TMs structure of E1 and E2 is described
by the integral of their mode bases:

Kik ≡
∫ ∞

−∞
dt φ∗

i (t )ϕk (t + τ ) � 1. (21)

When the mode bases of E1 and E2 are perfectly overlapped,
i.e., φk (t ) = ϕk (t + τ ), we have Kik = δi,k .

The photon statistics of the mixed field �Em(t ) is character-
ized by using an HBT interferometer, as shown in Fig. 1(b).
The instantaneous intensity of the mixed field is

�E∗
m(t ) · �Em(t ) = [|E1(t )|2 + |E2(t + τ )|2

+ cos θ E∗
1 (t )E2(t + τ )

+ cos θ E∗
2 (t + τ )E1(t )]/2, (22)

where cos θ = �e1 · �e2 describes the overlap of the polariza-
tion modes between E1 and E2. By substituting Eq. (22)
into Eq. (4) and performing time integral and the ensemble
average, we arrive at the average intensity measured by D1

and D2

1

2
〈Im〉e = 1

2

∫
dt〈 �E∗

m(t ) · �Em(t )〉e

= 1

4

[∑
i

〈|Ai |2〉e +
∑

k

〈|Bk|2〉e
]

= 1

4

(∑
i

α2
i +

∑
k

β2
k

)
. (23)

Equation (23) clearly shows that the intensity is simply the
addition of two fields and no interference effect has shown
up. However, the intensity correlation function between the
two detectors becomes

1

4

〈
I 2
m

〉
e
= 1

4

∫
dt dt ′〈 �E∗

m(t ) · �Em(t ) �E∗
m(t ′) · �Em(t ′)〉e

= 1

16

(∑
i

α2
i +

∑
k

β2
k

)2

+ 1

16

(∑
i

α4
i +

∑
k

β4
k

+ 2 cos2 θ
∑
i,k

α2
i β

2
k |Kik|2

)
, (24)

where cos2 θ
∑

i,k α2
i β

2
k |Kik|2 is the interference term. Ac-

cordingly, we obtain the normalized intensity correlation
function of the mixed thermal field:

g(2)
m = 1 +

∑
i α

4
i + ∑

k β4
k + 2 cos2 θ

∑
i,k α2

i β
2
k |Kik|2(∑

i α
2
i + ∑

k β2
k

)2

= 1 + 1

Mm

, (25)

where

Mm = (Ī1 + Ī2)2∑
i α

4
i + ∑

k β4
k + 2 cos2 θ

∑
i,k α2

i β
2
k |Kik|2 (26)

denotes the average mode number of the mixed interference
field. From Eq. (26), one sees that, although the intensities
of the individual fields, Ī1 = ∑

i α
2
i and Ī2 = ∑

k β2
k , are in-

fluencing factors, the key determining Mm is the interference
term cos2 θ

∑
i,k α2

i β
2
k |Kik|2, in which the coefficients θ and

Kik , respectively describing the overlap of polarization and
mode structures of TMs between E1 and E2, play an important
role. To better understand the factors affecting mode property
of the interference field, we analyze the dependence of g(2)

m in
Eq. (25) in the following three cases.

In the first case, the mode structures and polarization of the
two independent fields E1 and E2 are identical, the interfer-
ence term cos2 θ

∑
i,k α2

i β
2
k |Kik|2 in Eqs. (25) and (26) takes

the maximum value, i.e., cos θ = 1 and Kik = δi,k . Under
such conditions, Eq. (25) has the simplified form

g(2)
m = 1 +

∑
i

(
α2

i + β2
i

)2[ ∑
i

(
α2

i + β2
i

)]2 . (27)

It is obvious that, for βi = 0 or αi = 0, the mixed interference
field becomes the individual field E1 or E2. Under this sit-
uation, g(2)

m = g
(2)
1 = 1 + 1

M1
or g(2)

m = g
(2)
2 = 1 + 1

M2
, which

are consistent with the photon statistics for a thermal field
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[see Eq. (16)]. Here M1 and M2 refer to the mode numbers
of fields E1 and E2, respectively. Since it is difficult to obtain
an analytical solution from the general expression in Eq. (27),
we assume M1 � M2 and the intensities for both E1 and E2

are equally distributed in each TM, i.e.,

αi = α (i = 1, . . . ,M1), βk = β (k = 1, . . . , M2). (28)

Under the assumptions in Eq. (28), Eq. (27) can be approxi-
mated as

g(2)
m = 1 + M1(α2 + β2)2 + (M2 − M1)β4

(M1α2 + M2β2)2

= 1 + R2

M1
+ 1 − R2

M2
, (29)

with the relative intensity coefficient

R = Ī1

Ī1 + Ī2
, (30)

where Ī1 = M1α
2 and Ī2 = M2β

2 are the intensity of two
independent thermal fields. Equation (29) can be viewed as
the upper bound for the two-photon interference showing up
in the interference field. When M1 = M2, the mode of the
interference filed is the same as that of the individual field and
is irrelevant to R, i.e., g(2)

m = g
(2)
1 = g

(2)
2 always holds. When

M1 < M2, however, g(2)
m decreases from g

(2)
1 to g

(2)
2 with the

decrease of R and reaches the minimum g(2)
m = g

(2)
2 at R = 0.

In the second case, the modes of two independent
fields E1 and E2 are orthogonal; the interference term
cos2 θ

∑
i,k α2

i β
2
k |Kik|2 in Eq. (25) takes the minimum value

zero. This can be realized by two approaches: (i) the po-
larization of the two fields are perpendicular to each other
(cos θ = 0) or (ii) there is no overlap between the TMs of
E1 and E2 (Kik = 0). Under such conditions, Eq. (25) is
simplified as

g(2)
m = 1 +

∑
i α

4
i + ∑

k β4
k( ∑

i α
2
i + ∑

k β2
k

)2 . (31)

Under the assumptions of M1 � M2 and Eq. (28), Eq. (31) can
be approximated as

g(2)
m =1+ M1α

4+M2β
4

(M1α2+M2β2)2
=1+R2

M1
+ (1−R)2

M2
. (32)

Equation (32) can be viewed as the lower limit for the
two-photon interference shown in the interference field. The
intensity correlation function of the interference field drops to
the minimum g

(2)
min = 1 + 1

M1+M2
when the relative intensity

coefficient of the two fields takes the value of R = M1
M1+M2

.
In particular, for M1 = M2 = M , we have the minimum g(2)

m

of g
(2)
min = 1 + 1

2M
for the two fields with equal intensity\rm

(R = 0.5).
In the third case, we have cos θ = 1 and 0 < Kik < 1.

This is the most general situation for two independent thermal
fields, because it is very easy to realize the perfect matching in
polarization, however, it is impossible to perfectly match the
TMs of two fields with M1,2 > 1 unless their emitting light

sources are identical. Under this condition, by defining

V ≡
∑

i,k α2
i β

2
k |Kik|2∑

i α
2
i β

2
i

, (33)

Eq. (25) can be rewritten as

g(2)
m = 1 +

∑
i α

4
i + ∑

k β4
k + 2V

∑
i α

2
i β

2
i(∑

i α
2
i + ∑

k β2
k

)2 . (34)

Moreover, by assuming M1 � M2 and taking the assumptions
in Eq. (28), Eq. (34) can be approximated as

g(2)
m = 1 + M1α

4 + M2β
4 + 2M1Vα2β2

(M1α2 + M2β2)2

= 1 + R2

M1
+ (1 − R)(1 − R + 2VR)

M2
, (35)

where

V = 1

M1

M1,M2∑
i=1,k=1

|Kik|2 (36)

describes the mode overlap of two thermal fields. Because
φi (t ) and ϕk (t ) are complete bases of TMs for the thermal
fields of E1 and E2, respectively, Kik in Eq. (36) is their tran-
sition matrix element which must satisfy

∑
k=all |Kik|2 = 1

so that
M2∑
k=1

|Kik|2 �
∑
k=all

|Kik|2 = 1. (37)

This leads to V � 1. For the extreme cases discussed in the
first case and second case, i.e., Kik = δi,k and Kik = 0 (i =
1, . . . ,M1; k = 1, . . . , M2), the simplified form of Eq. (35) is
exactly the upper bound and lower limit in Eqs. (29) and (32),
respectively. In general, the TMs of E1 and E2 are partially
overlapped; we have 0 < V < 1. From Eqs. (36) and (37),
one sees that the value of V depends on M1, M2, and the
details of the mode excitation through Kik quantities. Notice
that Eqs. (35)–(37) are approximations under the assumption
of Eq. (28), which is usually not the case for real thermal
fields, so the experimental results presented in Sec. III B may
only qualitatively agree with Eq. (35) when the general case
of partial mode overlapping 0 < V < 1 is verified.

III. EXPERIMENTAL VERIFICATION

We perform a few experiments to verify the theoretical
results obtained in Sec. II. The experimental setup is shown
in Fig. 3. The interference field �Em(t ) is obtained by mixing
two multi-mode thermal fields �E1(t ) and �E2(t + τ ) with a
50:50 beam splitter (BS2). The thermal fields E1 and E2 are
respectively originated from two independent thermal sources
(TSs). Each nonstationary TS is based on the radiation of
χ (3)-based nonlinear process excited in dispersion shifted
fiber (DSF) using a pulsed pump. The nonlinear process
in DSF is either spontaneous Raman scattering (SRS) or
spontaneous four wave mixing (SFWM). For the SRS, the
imaginary part of χ (3) couples the pump through thermally
populated optical-phonon modes to Raman-scattering modes
on the Stokes or anti-Stokes sides; for the SFWM, two

013838-5



SU, LI, CUI, LI, AND OU PHYSICAL REVIEW A 99, 013838 (2019)

Laser P1
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VOA1

VOA2
DL
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Em (t)

BS3

SPD1

HBT

E1 (t)

E2 (t+τ)HWP

TS1

TS2

SPD2

Counting
system

FIG. 3. Experimental setup for verifying the interference formed by mixing two multi-mode thermal fields E1 and E2. P1-P2, pump;
DSF1-DSF2, dispersion shifted fiber; F1-F2, filter; TF1-TF2, tunable filter; FPC1-FPC2, fiber polarization controller; FPBS1-FPBS2, fiber
polarization beam splitter; PBS1-PBS2, polarization beam splitter; VOA1-VOA2, variable optical attenuator; HWP, half wave plate; BS1-BS3,
50:50 beam splitter; DL, delay line; SPD1-SPD2, single photon detector. The solid lines and dotted lines in the scheme respectively denote the
optical fiber propagation and free space propagation.

pump photons scatter through the real part of χ (3) to create
a simultaneous pair of Stokes and anti-Stokes photons. The
Stokes waves originated from both SRS and SFWM are in
thermal state [10,18]. In optical fibers, SRS with a broad
gain bandwidth always occurs whenever the strong pump
is propagating along optical fibers; however, the SFWM,
which dominates over the SRS, occurs only when the phase
matching condition of SFWM is satisfied [19].

For the thermal field originated from SRS in optical fiber,
its intensity correlation function can be approximately written
as

g(2) = 1 + �τc√
�τ 2

c + �T 2
p

, (38)

while for the thermal field originated from broadband SFWM,
g(2) is given by

g(2) = 1 + �τc√
�τ 2

c + �T 2
p /2

, (39)

where �Tp is the pulse duration of pump pulses and �τc

is the coherence time of detected thermal field [10,20]. The
difference between the expressions in Eqs. (38) and (39)
comes from the different radiation mechanics. SRS can be
viewed as a three-photon process, but SFWM is a four-photon
process. According to the relation between mode number M

and intensity correlation function g(2) of a thermal field [see
Eq. (16)], M can be easily altered by passing a broadband
thermal field through a bandwidth tunable filter to change its
coherence time.

The basis of TMs [see φi (t ) and ϕk (t ) in Eqs. (18) and (19)]
for each kind of TS is determined by the specific nonlinear
process in the DSF and its pulsed pump field [21,22]. For SRS,
the mode structure is mainly determined by the pump pulse
duration, while, for SFWM, the mode structure is determined
by both the phase matching condition and pump spectrum
[23]. E1 and E2 with mode number greater than 1 and with
identical temporal mode structure can be obtained only when
the excitation conditions of TS1 and TS2 are exactly the same.
When the parameters related to exciting nonlinear process are

changed, the basis of TMs will be accordingly altered. The
two pumps of nonlinear media DSF1 and DSF2, P1 and P2,
are polarized and are achieved by dividing the output of a
mode locked fiber laser into two with a 50:50 beam splitter
(BS1). The repetition rate of the laser is about 36.88 MHz.
The central wavelengths of the two Gaussian shaped pumps
P1 and P2 are the same, but their bandwidth is respectively
determined by the filter F1 and F2. The pulse duration of
P1,2 can be adjusted to be ∼5 or ∼10 ps, which is achieved
by setting the bandwidth of F1,2 to 1 or 0.4 nm. The power
of P1 (P2) is adjustable by using the combination of fiber
polarization controller FPC1 (FPC2) and fiber polarization
beam splitter FPBS1 (FPBS2).

In order to suppress the residual pump and conveniently
change the mode number of two thermal fields, we propagate
the output of TS1,2 through a tunable filter TF1,2 to adjust
the coherence time �τc of E1,2 by varying its bandwidth.
The central wavelength of TF1,2 is the same as that of E1,2

and can be tuned within the range of 1530–1570 nm. The
pulse duration of E1,2, determined by the pump pulse width
and bandwidth of TF1,2, is within tens of picosecond. It is
well known that, when E1,2 can be viewed as in single mode
and the coherence time of E1,2 (inversely proportional to the
bandwidth of TF1,2) is much longer than the pulse duration of
TS1,2, the spectrum of TF1,2 defines the mode property of E1,2

[9]. However, in this paper, we are mainly interested in E1 and
E2 with mode number M1,2 > 1. So the tunable filter TF1,2

will has no effect on TMs basis of E1,2, but changes the weight
of each eigenmode, which corresponds to the coefficients αi

and βk of the specified TMs φi (t ) and ϕk (t ) [see Eq. (20)].
Mixing two independent thermal fields at BS2, we then ob-

tain the interference field, �Em(t ) = 1√
2
[ �E1(t ) + �E2(t + τ )].

The relative delay τ between E1 and E2 is introduced by
passing the field E2 through a delay line (DL) placed in
front of BS2. The interference effect of E(t ) is characterized
by measuring its intensity correlation function with an HBT
interferometer, consisting of a 50:50 BS (BS3) and two single
photon detectors, SPD1 and SPD2. The intensity correlation
function is measured when the path lengths from BS3 to SPD1

and SPD2, respectively, are equal. In order to conveniently
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study the factors influencing the mode property of interference
field, we change the mode number of E1,2 by varying the
FWHM of TF1,2 in the range of 0.3 and 2.5 nm and adjust
the relative intensity coefficient R [see Eq. (30)] by using
the variable optical attenuators VOA1 and VOA2 to change
the intensity of fields E1 and E2. Note that another function
provided by the two VOAs is to ensure the intensity of an
optical field incident on an SPD is far from its saturation limit.

The two SPDs (InGaAs-based) are operated in a gated
Geiger mode. The 2.5 ns gate pulses coincide with the arrival
of photons at SPDs. The response time of SPDs is about 1 ns,
which is about 100 times longer than the pulse duration of the
detected thermal fields. The electrical signals produced by the
SPDs in response to the incoming photons are reshaped and
acquired by a computer-controlled analog-to-digital (A/D)
board. So the individual count rate of two SPDs, N1 and
N2, and twofold coincidences acquired from different time
bins can be determined because the A/D card records all
counting events. The excess correlation of the thermal field
is measured by the coincidence rate originated from the same
time bin, Nc, and the normalized intensity correlation function
of the interference field is then obtained from the relation
g(2)

m = Nc/(N1N2), where N1 and N2 are proportional to
the intensity of detected fields. When the mode number of
individual thermal field M1,2 needs to be characterized, we
directly sent E1 or E2 into the HBT interferometer to measure
its intensity correlation function g

(2)
1,2. The mode number M1,2

is then deduced through the relation g
(2)
1,2 = 1 + 1/M1,2.

A. Interference field formed by mixing two thermal sources
with identical mode structure

We first verify the upper bound and lower limit of the
two-photon interference effect by using two TSs with the
same mode profiles, which means the mode bases of E1 and
E2 are perfectly overlapped. In this case, φi (t ) and ϕk (t ) in
Eqs. (18) and (19) are identical, i.e., φi (t ) = ϕi (t ). To achieve
this, the thermal sources, TS1 and TS2, are the same in every
detail. The Raman scattering process respectively occurring
in two DSFs are identical to ensure exact similarity. In the
experiments presented in this subsection, the two DSFs are
identical. The length and zero dispersion wavelengths of each
DSF are 300 m and 1552 nm. The central wavelengths of both
P1 and P2 are selected to be 1541 nm, at which the phase
matching condition of SFWM is not satisfied and only SRS
occurs in DSF. Moreover, the FWHM and average power for
both P1 and P2 are 1 nm and 1 mW, respectively.

In the experiment of verifying the upper bound of two-
photon interference in the interference field, the central wave-
lengths of both E1 and E2 are 1564 nm, and relative delay
is set to τ = 0 by carefully adjusting the DL. Moreover, the
polarizations for E1 and E2 at BS2 are adjusted to be the same.
Hence the conditions cos θ = 1 and Kik = δi,k [in Eq. (25)]
are satisfied. We conduct the measurement of g(2)

m for the
interference field E(t ) when the bandwidth of E1 is fixed
at 0.75 nm but the bandwidth of E2 is 0.75 and 2.25 nm,
respectively. In the two cases, the mode numbers of E1 and
E2 are (i) M1 = M2 = 1.25 and (ii) M1 = 1.25, M2 = 2.5.
The data of g(2)

m for cases (i) and (ii) with R = 0.75, 0.5, 0.25

1.8

2.0

1.6

1.4

1.2

(b)(a)

1 0.50.75 0.25 0
R

1 0.50.75 0.25 0
R

(2
)

mg

FIG. 4. Intensity correlation function of the interference field g(2)
m

for two thermal fields E1 and E2 with different relative intensity
coefficient R. The results in (a) and (b) are obtained by fixing the
mode number of E1 at M1 = 1.25 but setting the mode number
of E2 to M2 = 1.25 and M2 = 2.5, respectively. The error bars
of data are within the size of data points. The solid circles are
obtained for E1 and E2 with the mode profiles satisfying the upper
bound conditions, cos θ = 1 and Kik = δik , while others (squares,
diamonds, and triangles) are obtained when the mode profiles of E1

and E2 satisfy the lower limit conditions, cos θ = 0 or Kik = 0. The
thick and thin curves are the results calculated by substituting mode
numbers of E1 and E2 into upper bound and lower limit of g(2)

m in
Eqs. (29) and (32), respectively.

is represented by the solid circles in Figs. 4(a) and 4(b), re-
spectively. As a comparison, we calculate g(2)

m as a function of
R by substituting the experimental parameters into Eq. (29),
as shown by the thick solid curves in Figs. 4(a) and 4(b), re-
spectively. The results indicate that the theoretical prediction
for the upper bound fits the experimental data very well.

In the experiment of verifying the lower limit of two-
photon interference in interference field, the experimental
parameters are the same as those for verifying the upper
bound, except the polarization states of E1 and E2 in front of
the BS2 are orthogonal (�e1 ⊥ �e2) or the delay between E1 and
E2 at the BS2 is adjusted by DL so that the approximation
τ → ∞ is valid. Therefore, the condition of cos θ = 0 or
Kik = 0 in Eq. (25) is satisfied. We conduct the measurement
of g(2)

m for the interference field under the condition of �e1 ⊥ �e2

or τ → ∞ when the relative strength of the two thermal fields
is R = 0.75, 0.5, 0.25. In the measurement, the results for the
two kinds of mode number combinations for E1 and E2, the
same as cases (i) and (ii) for verifying the upper bound, are
shown in Fig. 4. The data obtained under the condition of or-
thogonal polarization (�e1 ⊥ �e2) and negligible overlap in time
domain (τ → ∞), respectively, is represented by the hollow
squares and diamonds in Figs. 4(a) and 4(b). As a comparison,
we substitute the experimental parameters into Eq. (32) to
calculate the corresponding g(2)

m by varying R, as shown by
the thin solid curves in Figs. 4(a) and 4(b), respectively. It
is obvious that the theoretical prediction of the lower limit
perfectly agrees with the experimental results. Additionally,
we also achieve Kik = 0 by adjusting the central wavelength
of E1 field from 1564 nm to 1566 nm using TF1, which
leads to the orthogonality of E1 and E2 as well. By keeping
the other parameters the same as those for testing the upper
bound, we measure g(2)

m for R = 0.75, 0.5, 0.25. The data for
the mode number the same as cases (i) and (ii) are shown as
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FIG. 5. Intensity correlation function of the interference field g(2)
m

measured by (a) varying the angle of the polarization θ between
linearly polarized E1 and E2 and by (b) varying the delay τ between
E1 and E2. In the measurement, M = M1 = M2 = 1.25 (g(2)

m =
g

(2)
1 = g

(2)
2 = 1.8) and R = 0.5. The error bars of data are within

the size of data points. The solid curves in (a) and (b) are obtained
by substituting experimental parameters in the formulas g(2)

m = 1 +
1

2M
(1 + cos2 θ ) and g(2)

m = 1 + 1
2M

{1 + exp[−τ 2σ 2(g(2) − 1)2/2]},
respectively.

the hollow triangles in Figs. 4(a) and 4(b), respectively, which
overlap with the hollow squares and diamonds and well fit the
theoretical curves for the lower limit.

We next study the influence of the mode mismatch effect on
two-photon interference by changing Kik or cos θ in Eq. (25)
from zero to 1. We achieve this by adjusting the delay or
polarization angle between the linearly polarized fields E1 and
E2, and by keeping other experimental parameters the same
as those for verifying the upper bound. In this experiment,
the intensities for both E1 and E2 are the same, and the mode
numbers for both E1 and E2 are fixed at 1.25. The solid circles
in Fig. 5(a) present measured g(2)

m as a function of the angle θ

between the polarization of E1 and E2 under the condition of
τ = 0. Moreover, we calculate g(2)

m by substituting the exper-
imental parameters, R=0.5 and M = M1 =M2 =1.25, into
the formula g(2)

m = 1 + 1
2M

(1 + cos2 θ ) [a simplified form of
Eq. (25)], which agrees well with the experimental data. The
triangles in Fig. 5(b) present the measured g(2)

m as a function
of relative delay τ under the condition of �e1 · �e2 = 1. Since
the mode profiles of E1 and E2 are the same, the effect of
delay can be calculated by using Eq. (13) in Ref. [10]. In this
way, we have g(2)

m = 1 + 1
2M

{1 + exp [−τ 2(g(2)−1)2

2τ 2
c

]}, where the
coherence time of the thermal field is determined by spectral
bandwidth σ of thermal fields through the relation τc = 1

σ
.

Substituting the experimental parameters into the formula, we
obtain the solid curve in Fig. 5(b), which is well fitted with the
experimental results.

B. Interference field formed by mixing two thermal sources
with different mode structure

The results in Figs. 4 and 5 demonstrate that our theoretical
analysis is correct for two independent thermal sources having
the same temporal mode structures. In nature, thermal fields
obtained from different kinds of sources usually have different
mode structure. In this case, 0 < Kik < 1, even for E1 and E2

with zero delay (τ =0), perfect polarization states (�e1 · �e2 =1),
and identical spectrum. In this subsection, we will perform

1.8

2.0

1.6

1.4

1.2

(b)(a)

1 0.50.75 0.25 0
R

1 0.50.75 0.25 0
R

(2
)

mg

FIG. 6. Intensity correlation function g(2)
m of the interference field

formed by mixing two thermal fields E1 and E2 varies with different
relative intensity coefficient R. The squares and diamonds are ob-
tained for E1 and E2 with mode numbers of (a) M1 = M2 = 1.67
and (b) M1 = 1.25, M2 = 1.67, respectively. The error bars of data
are within the size of data points. The dashed curves are fittings of
Eq. (35) with V = 0.62 for (a) and 0.82 for (b). The thick and thin
curves are the theoretical predictions of upper bound and lower limit,
calculated by substituting mode numbers of E1 and E2 into Eqs. (29)
and (32), respectively. In the measurement, E1 and E2 are originated
from two independent spontaneous Raman scattering processes with
different basis of temporal modes; the conditions 0 < Ki,k < 1 and
cos θ = 1, τ = 0 are satisfied.

experiments when the TMs bases of E1 and E2 are partially
overlapped. To obtain the two thermal sources with different
mode profiles, we proceed with two approaches.

The first approach still utilizes spontaneous Raman scat-
tering as two independent thermal sources, but the pulse
durations of two pumps are different. So the TMs bases of TS1

and TS2 are different. In this case, the experimental parame-
ters are the same as those for verifying the upper bound of
interference, but the pulse duration of the two pump fields, P1

and P2, are set to about 5 and 10 ps, respectively. Moreover, E1

is obtained by passing the output of DSF1 through TF1 with
FWHM of 0.75 nm or 1.3 nm, which correspond to the aver-
age mode number of M1 = 1.25 or M1 = 1.67 (g(2)

1 = 1.8 or
g

(2)
1 = 1.6). E2 is obtained by passing the output of DSF2

through TF2 with FWHM of 0.5 nm, which corresponds to
the average mode number M2 = 1.67 (g(2)

2 = 1.6). For E1 and
E2 with the two kinds of mode number combinations, we
measure g(2)

m of the interference field E(t ) when the relative
strength coefficient of E1 and E2 is R = 0.75, 0.5, 0.25, as
shown by the solid squares and diamonds in Figs. 6(a) and
6(b), respectively. We fit the data by using Eq. (35) (dashed
curves) with a best-fitting value of V = 0.62 for Fig. 5(a)
and V = 0.82 for Fig. 5(b). As a comparison, we also plot
the upper bound (thick curves) and lower limit (thin curves)
of g(2)

m as a function of R by substituting the experimental
parameters into Eqs. (29) and (32), respectively. It is clear
that the experimental data of g(2)

m is within the upper bound
and lower limit of the interference field due to the partial
mode overlap between the TMs basis of E1 and E2. The
fitting parameter V is within the range of 0 < V < 1, which
qualitatively agrees with the theoretical prediction in Eq. (35).

The second approach is to switch the thermal source TS1 to
SFWM in DSF and keep the other, TS2, the same as before. In
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FIG. 7. Intensity correlation function of interference field g(2)
m

versus the relative intensity coefficient R when the mode numbers
of thermal field E1 are fixed at M1 = 1.05 but the mode number of
thermal field E2 is (a) M2 = 1.11, (b) M2 = 1.67, and (c) M2 = 2.5,
respectively. The error bars of data are within the size of data points.
The dashed curves are obtained by fitting the data (solid circles) to
Eq. (35) (dashed curves) with the best-fit value V = 0.93 for (a),
0.62 for (b), and 0.48 for (c), respectively. The thick and thin curves,
representing the upper bound and lower limit of the interference
effect, are calculated by substituting mode numbers of E1 and E2

into Eqs. (29) and (32), respectively. In the measurement, E1 and
E2 are originated from the nonlinear processes of spontaneous four
wave mixing and spontaneous Raman scattering, respectively, and
the conditions 0 < Kik < 1 and cos θ = 1, τ = 0 are satisfied.

this case, TS1 is replaced by using another DSF having zero
dispersion wavelength at 1540 nm. With this replacement,
the phase matching condition of SFWM in DSF1 is satisfied.
Moreover, we increase the pump power P1 from 1 mW to
2 mW, so that the gain of four wave mixing is quite high and
the intensity of Raman scattering (RS) in DSF1 is negligible
[22]. As a result, up to 98% photons in thermal field E1 are
originated from the individual Stokes field of SFWM, while
the field E2 from DSF2 is still radiated by RS. So the mode
profiles of TS1 and TS2 are quite different. Moreover, E1 is
obtained by passing the output of DSF1 through TF1 with
FWHM of 0.3 nm, which corresponds to average mode num-
ber M1 = 1.05 (g(2)

1 = 1.95), while E2 is obtained by passing
the output of DSF2 through TF2 with FWHM of 0.5, 1.5, and
2.5 nm, which correspond to the mode number of M2 = 1.11,
1.67, and 2.5, respectively. For E1 and E2 with the three kinds
of mode number combinations, we then measure g(2)

m of the
interference field E(t ) when the relative strength coefficient
of E1 and E2 is R = 0.75, 0.5, 0.25, as shown by the solid
circles in Figs. 7(a), 7(b), and 7(c), respectively. The data is
fitted to Eq. (35) (dashed curves) with the best-fit value V of
0.93, 0.62, and 0.48, respectively. Additionally, according to
the three kinds of mode number combinations of M1 and M2,
we calculate the upper and lower bounds of g(2)

m as a function
of R by using Eqs. (29) and (32), as shown by the thick and

thin solid curves in Figs. 7(a), 7(b), and 7(c), respectively.
Similar to Fig. 6, the experimental results of g(2)

m in Fig. 7
are within the upper and lower bounds, which agree with the
theoretical prediction in Eq. (35). Moreover, we notice that, in
this experiment, E1 field is very close to single mode, so its
mode profile here can be approximated by the spectrum of TF1

[9,10]. In this case, it is reasonable that the fitting parameter
V , reflecting the degree of mode mismatching between E1 and
E2, decreases with the increase of M2.

IV. CONCLUSIONS AND DISCUSSION

We have developed a general theory for analyzing the
intensity correlation function g(2)

m of the interference field
formed by mixing two independent multi-temporal-mode
thermal fields. We derive the analytical expression of g(2)

m for
two thermal fields with their mode structures identical, orthog-
onal, and partially overlapped, respectively. Comparing with
g(2) for one of the individual thermal fields with less average
mode number, we find g(2)

m of the interference field always
decreases, but the amount of drop depends on the relative
overlap between the mode structures of the two thermal fields
and their relative strength. Moreover, we perform experiments
to verify the theory.

Although the analytical expression of g(2)
m is deduced

under a rough assumption of Eq. (28), the experimentally
measured g(2)

m well agrees with the theoretical predictions,
no matter the modes of two multi-temporal-mode thermal
fields involved in the interference are identical, orthogonal,
or partially overlapped, as long as the temporal mode bases
of two thermal sources are the same. On the other hand,
when the temporal mode bases of two thermal sources are
not identical but partially overlapped, the experimental results
qualitatively agree with the prediction in Eq. (35). We believe
this is because the assumptions in Eq. (28) used to deduce
Eq. (35) from Eq. (25) deviate from the thermal sources used
in experiment. In order to precisely predict the theoretical
curve of g(2)

m in this case, instead of using the general theory in
Sec. II, we need to resort to a theoretical model for describing
the specific nonlinear process [21,22,24,25], from which the
details of TMs for each thermal source can be obtained and the
accurate simulation of g(2)

m can be fulfilled [23]. We believe
our investigation is useful for analyzing the signals carried
by the intensity correlation function of thermal fields, such as
improving the SNR of ghost imaging and analyzing the mode
property of multi-mode quantum field [3,12].
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