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ZUSAMMENFASSUNG

Mit dem rasanten Wachstum des World Wide Web sind mehr und mehr
Informationen digital verfügbar geworden. Die Frequenz, mit der neue In-
halte verfügbar werden, wächst stetig. Bei der Erstellung von Webinhalten
existieren nahezu keine zentralen Kontrollmechanismen. Ferner sind die Men-
schen, die Webinhalte erstellen, sowie die Motive dieser Menschen sehr un-
terschiedlich. Diese Aspekte erschweren explorative Datenanalysen im Web
[MRS08].

Wir konzentrieren uns auf einen wichtigen Schritt von explorativen Da-
tenanalysen: der Clusteranalyse. Die Clusteranalyse beschäftigt sich mit
der Klassifizierung von Mustern (Beobachtungen, Datenelemente oder soge-
nannte Merkmalsvektoren) in Gruppen (Cluster). Die Clusteranalyse ist ein
Kernproblem in verschiedenen wissenschaftlichen Disziplinen. Lösungen dieses
Problem sind daher von besonderer Wichtigkeit.

In dieser Doktorarbeit, präsentieren wir Lösungen zum Clustern von In-
formationsentitäten basierend auf statistischen Methoden. Unser Ziel ist es
Erkenntnisse mit Bezug auf fundamentale Konzepte zu erzielen, die für eine
breite Gruppe von Wissenschaftlern und Praktikern nutzbar sind, die sich mit
dem Problem der Clusteranalyse beschäffigen.

Wir beschreiben drei wichtige Anwendungen von Clusteranalyse-Algorithmen
im Bereich Information Retrieval: (1) Ähnlichkeitsbasierte Suche nach Daten-
punkten hoher Dimensionalität mit dem Ziel Duplikate in Bilderkollektionen
(Near Duplicate Images) zu identifizieren, (2) Messung von latenten Variablen
in den Sozialwissenschaften um Charakteristiken in wissenschaftlichen Netzw-
erken zu visualisieren und (3) generative Modelle für die Analyse von Doku-
menten, die in natürlicher Sprache verfasst sind, mit dem Zweck der Ereignis-
erkennung.

Im Rahmen unserer Forschung werden wir typische Aktivitäten der Clus-
teranalyse erklären wie etwa: (1) Repräsentation von Mustern (insbesondere
auch die Extraktion und Selektion von Merkmalen), (2) Definition einer Metrik
für die Nachbarschaft von Mustern innerhalb einer Domäne von Daten, (3)
Gruppierung von Mustern und (4) Auswertung der Resultate der Clusteranal-
yse [JMF99].

Die Repräsentation von Mustern bezieht sich auf die Anzahl an Klassen/
Gruppen, die Anzahl der verfügbaren Muster sowie die Anzahl, Art und Skalierung
von Merkmalen, die einem Clusteranalyse-Algorithmus zur Verfügung gestellt
werden. Dies beinhaltet die Auswahl von Merkmalen, also den Prozess der
Identifikation der effektivsten Merkmale aus einer Menge an grundsätzlich
verfügbaren Merkmalen. Ferner umfasst die Repräsentation von Mustern auch



die Extraktion von Merkmalen, also den Gebrauch einer oder mehrerer Trans-
formationen der Eingabemerkmale um neue, hervorstechende Merkmale zu
generieren. Beide Techniken ermöglichen somit die Erkennung von geeigneten
Merkmalen für die Clusteranalyse.

Für die Nachbarschaft von Mustern wird typischerweise eine Distanzfunk-
tion angewendet, die die Ähnlichkeit zweier gegebner Muster angibt. In den
verschiedenen Forschungsdomänen werden hierzu eine Reihe verschiedener Dis-
tanzmetriken eingesetzt, die wir ebenfalls in dieser Arbeit vorstellen.

Die Gruppierung kann auf verschiedene Arten durchgeführt werden. Clus-
teranalyse - Algorithmen gruppieren in diesem Schritt eine initiale Menge
von Mustern in eine Teilmenge (Cluster). Hierbei ist das Ziel Cluster zu er-
stellen, die in sich kohärent sind aber klar unterschiedlich zu anderen Clustern
sind. Muster innerhalb eines Clusters sollen demnach so ähnlcih wie möglich
sein während ein Muster aus einem Cluster möglichst unterschiedlich zu den
Mustern aus den anderen Clustern sein soll. Je größer die Ähnlichkeit inner-
halb einer Gruppe und je größer der Unterschied zu anderen Gruppen desto
besser das Clustering.

DieAuswertung der Resultate der Clusteranalyse betrifft letztlich die Evaluierung
des Clusteranalyse - Algorithmen. Diese Auswertung bezieht sich meist auf
ein bestimmtes Kriterium für ein Optimum. Allerdings sind diese Kriterien
oftmals subjektiv, weshalb wenige sogenannte Golden Standards für die Bewer-
tung von Clusteranalyse-Algorithmen existieren. Die eigentlichen Bewertun-
gen sollen objektiv sein [Dub93] und werden durchgeführt um festzustellen,
ob die Resultate der Clusteranalyse sinnvoll sind. Im Allgemeinen wird in
dieser Phase somit die Struktur des Clustering validiert und analysiert ob das
Ergebnis statistisch signifikant ist.

In dieser Doktorarbeit führen wir eine Reihe von Evaluierungen der vorgestell-
ten Methoden durch, die teils auf Benutzerbewertungen und teils auf anderen
Datensätzen, die Informationen über die Qualität des Clustering enthalten,
basieren. Unsere Evaluierungen zeigen die hohe Qualiyät unserer Lösungen.
Abschließend geben wir Einblicke in mögliche Erweiterungen unserer Ansätze
und Alternativen für zukünftige Arbeiten.



5

SCHLAGWORTE

Information Retrieval, Clusteranalyse, statistischen Methoden



ABSTRACT

The booming growth of the World Wide Web has made more and more
information available digitally at unprecedented rates and levels of popularity.
Also, the Web itself can be considered unprecedented in the almost complete
lack of coordination in its creation and in the diversity of backgrounds and
motives of its participants. Each of these contributes in making exploratory
data analysis hard [MRS08].

In particular, we will focus on one of the steps in exploratory data analy-
sis that is the clustering phase. Clustering is the unsupervised classification
of patterns (observations, data items, or feature vectors) into groups (clus-
ters). The clustering problem has been addressed in many contexts and by
researchers in many disciplines; this reflects its broad appeal and usefulness.

In this thesis, we present approaches on Clustering Information Entities
based on Statistical Methods, with the goal of providing useful advice and
references to fundamental concepts accessible to the broad community of clus-
tering practitioners.

We describe three important applications of clustering algorithms in In-
formation Retrieval: (1) Similarity Search for High Dimensional Data Points,
with the purpose to find Near Duplicate Images; (2) Measuring Latent Vari-
able in Social Sciences, with the aim to visualize Research Communities; and
(3) Generative Model for Content Analysis of Natural Language Documents to
detect Events.

Through our research, we will deepen into typical clustering activities,
which involve all or some of the following steps: (1) pattern representation
(including feature extraction and/or selection); (2) definition of a pattern prox-
imity measure appropriate to the data domain; (3) clustering/grouping; and
(4) assessment of output (if needed) [JMF99].

In detail, pattern representation refers to the number of classes, the num-
ber of available patterns, as well as the number, the type, and the scale of
the features available to the clustering algorithm. This includes feature selec-
tion, which is the procedure of detecting a subset of the most effective features
starting from the original feature set. Furthermore, patter representation com-
prises feature extraction, which applies one or several transformations of the
input features to produce new salient features. Either one or both of these
techniques can be adopted to obtain a more appropriate set of features for
clustering.

Pattern proximity is usually measured by a distance function defined on
pairs of patterns. A variety of distance measures are in use in the various



communities and will be described when used in our research.

Grouping step can be performed in a variety of ways. In such a step,
clustering algorithms technically group an initial set of patterns into subsets or
clusters. The algorithms’ goal is to create clusters that are coherent internally,
but clearly different from each other. In other words, patterns within a cluster
should be as similar (or related) as possible; and patterns in one cluster should
be as dissimilar (or unrelated) as possible from patterns in other clusters. The
greater the similarity is within a group and greater is the difference between
groups, the better and more distinct the clustering.

Finally, assessment of output is the evaluation of a clustering procedure’s
output. Often this assessment uses a specific criterion of optimality; however,
these criteria are usually arrived at subjectively. Hence, little in the way
of gold standard exists in clustering except in well-prescribed sub-domains.
Assessments are objective [Dub93] and are performed to determine whether
the output is meaningful. In general, this phase is used to validate a clustering
structure and to investigate if it cannot reasonably have occurred by chance
or as an artifact of a clustering algorithm.

To conclude, we conduct extensive evaluations of the proposed methods
against user judgments, as well as against ground truth dataset, revealing
the high quality of our approaches. Lastly, we provide insights into possible
extensions and future work.
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FOREWORD

The algorithms presented in this thesis have been published or are under
submission at various conferences or journals, as follows.

In Chapter 2, we describe contributions included in:

• Marco Fisichella, Fan Deng, and Wolfgang Nejdl. Efficient incremental
near duplicate detection based on locality sensitive hashing. In DEXA:
Proceedings of the International Conference on Database and Expert Sys-
tems Applications, pages 152–166, 2010. [FDN10]

• Marco Fisichella, Fan Deng, and Wolfgang Nejdl. Similarity search for
high dimensional data points. In TKDE: Under Submission at IEEE
Transactions on Knowledge and Data Engineering Journal. [FDN]

Chapter 3 is built upon the work published in:

• Marco Fisichella, Eelco Herder, Ivana Marenzi, and Wolfgang Nejdl.
Who are you working with? - visualizing TEL research communities -.
In ED-MEDIA: Proceedings of the International Conference on Educa-
tional Multimedia, Hypermedia & Telecommunications, 2010. [FHMN10]

Finally, in Chapter 4 we include our research presented in:

• Marco Fisichella, Avaré Stewart, Kerstin Denecke, and Wolfgang Nejdl.
Unsupervised public health event detection for epidemic intelligence. In
CIKM: Proceedings of the International Conference on Information and
Knowledge Management, pages 1881–1884, 2010. [FSDN10]

• Marco Fisichella, Avaré Stewart, Alfredo Cuzzocrea, and Kerstin De-
necke. Detecting health events on the social web to enable epidemic
intelligence. In SPIRE: Proceedings of the International Symposium
on String Processing and Information Retrieval, pages 87–103, 2011.
[FSCD11]

• Marco Fisichella andWolfgang Nejdl. Generative model for content anal-
ysis of natural language documents. In TKDE: Under Submission at
IEEE Transactions on Knowledge and Data Engineering Journal. [FN]
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During the stages for my Ph.D. studies, I have also published a num-
ber of papers investigating different areas of Information Retrieval. Not all
researched areas are touched in this thesis due to space limitation, but the
complete list of publications follows:

• Marco Fisichella, Alessandra Pandolfi, and Valerio Targon. Risk gov-
ernment in dangerous goods transportation. In AED: Proceeding of the
Advanced Engineering Design Conference, 2006. [FPT06]

• Marco Fisichella, Alessandra Pandolfi, Valerio Targon, Luciano Raso,
and Fabio Siragusa. Dangerous goods governance. In Multidisciplinarity
and innovation, ASP Projects 1, Telesma Edizioni, Lomazzo (Co), 2007.
[FPT+07]

• Juri Luca De Coi, Marco Fisichella, and Maristella Matera. Managing
adaptivity in web collaborative processes using policies and user pro-
files. In ICWE Workshop on Semantic Web Information Manage-
ment, pages 150–162, 2010. [CFM10]

• Katja Niemann, Uta Schwertel, Marco Kalz, Alexander Mikroyannidis,
Marco Fisichella, Martin Friedrich, Michele Dicerto, Kyung-Hun Ha,
Philipp Holtkamp, and Ricardo Kawase. Skill-based scouting of open
management content. In EC-TEL: Proceedings of the European Confer-
ence on Technology Enhanced Learning, pages 632–637, 2010. [NSK+10]

• Avaré Stewart, Marco Fisichella, and Kerstin Denecke. Detecting public
health indicators from the web for epidemic intelligence. In eHealth:
Proceedings of the International ICST Conference on Electronic Health-
care, pages 10–17, 2010. [SFD10]

• Kerstin Denecke, Ernesto Diaz-Aviles, Peter Dolog, Tim Eckmanns,
Marco Fisichella, Ricardo Gomez-Lage, Jens Linge, Pavel Smrz, and
Avaré Stewart. The medical ecosystem [m-eco] project: Personalized
event-based surveillance. In IMED: International Meeting on Emerg-
ing Diseases and Surveillance, 2011. [DDAD+11]

• Alfredo Cuzzocrea and Marco Fisichella. A flexible graph-based ap-
proach for matching composite semantic web services. InEDBT/ICDT
Workshop on Linked Web Data Management, pages 30–31, 2011. [CF11b]

• Marco Fisichella and Maristella Matera. Process flexibility through cus-
tomizable activities: A mashup-based approach. In ICDE Workshop
on Data Management and Analytics for Semi-Structured Business Pro-
cesses, pages 226–231, 2011. [FM11]
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• Alfredo Cuzzocrea, Juri Luca De Coi, Marco Fisichella, and Dimitrios
Skoutas. Graph-based matching of composite owl-s services. In DAS-
FAA Workshop on Graph-structured Data Bases, pages 28–39, 2011.
[CCFS11]

• Ernesto Diaz-Aviles, Marco Fisichella, Ricardo Kawase, Wolfgang Ne-
jdl, and Avaré Stewart. Unsupervised auto-tagging for learning object
enrichment (best paper award). In EC-TEL: Proceedings of the Euro-
pean Conference on Technology Enhanced Learning, pages 83–96, 2011.
[DAFK+11]

• Alfredo Cuzzocrea and Marco Fisichella. Discovering semantic web ser-
vices via advanced graph-based matching. In SMC: Proceedings of
the International Conference on Systems, Man and Cybernetics, pages
608–615, 2011. [CF11a]

• Marco Fisichella and Alfedo Cuzzocrea. Improving flexibility of workflow
management systems via a policy-enhanced collaborative framework. In
WEBIST: Proceedings of the International Conference on Web Infor-
mation Systems and Technologies, 2012. [FC12]

• Marco Fisichella, Ricardo Kawase, Juri Luca De Coi, and Maristella
Matera. User profile based activities in flexible processes. In WIMS:
Proceedings of the International Conference on Web Intelligence, Mining
and Semantics, 2012. [FKCM12]
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1
Introduction

Clustering, also called cluster analysis, divides data into groups (clusters) that are
meaningful, useful, or both. If meaningful groups are the goal, then the clusters should
capture the natural structure of data. Clustering did not begin with the Web. In
response to various challenges of providing information access, the field of clustering
evolved to give principled approaches to gather various forms of content and more
general information. It is difficult to fix a beginning of the field.We could imagine
about clustering in biology where the system of nature is categorized through the
three kingdoms of nature, according to classes, orders, genera, and species.

Clustering is a main task of explorative data mining, and a common technique
for statistical data analysis used in many fields, including machine learning, pattern
recognition, image analysis, information retrieval, and bioinformatics.

In recent years, a principal driver of innovation has been the World Wide Web,
unleashing publication at the scale of tens of millions of content creators. This explo-
sion of published information would be moot if the information could not be found,
annotated, classified, and analyzed so that users can quickly find information that
is both relevant and comprehensive for their needs. By the late 1990s, many people
felt that continuing to index, classify, categorize, and cluster the whole Web would
rapidly become impossible, due to the Web’s exponential growth in size. But ma-
jor scientific innovations, superb engineering, the rapidly declining price of computer
hardware, and the rise of a commercial underpinning for web search have all con-
spired to power todays major search engines and cluster techniques, which are able
to provide high-quality results within fractions of second response times [MRS08].

Technically, clustering algorithms group a set of objects into subsets or clusters.
The algorithms’ goal is to create clusters that are coherent internally, but clearly
different from each other. In other words, objects within a cluster should be as
similar (or related) as possible; and objects in one cluster should be as dissimilar
(or unrelated) as possible from objects in other clusters. The greater the similarity
is within a group and greater is the difference between groups, the better and more
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Figure 1.1 An example of a data set with a clear cluster structure 1

distinct the clustering.

Clustering is the most common form of unsupervised learning. No super-vision
means that there is no human expert who has assigned items to classes. In clustering,
it is the distribution and make-up of data that will determine cluster membership. A
simple example is reported in Figure 1.1. It is visually clear that there are three dis-
tinct clusters of points. In this thesis, we propose algorithms that find such clusters in
an unsupervised fashion using statistical approaches. Unlike classification, which is a
form of supervised learning where the goal is to replicate a categorical distinction that
a human supervisor imposes on the data, in unsupervised learning, where clustering
is the most important example, we have no such teacher to guide us [MRS08].

In this thesis, we apply Flat clustering which creates a flat set of clusters without
any explicit structure that would relate clusters to each other. Opposite is the Hier-
archical clustering which creates a hierarchy of clusters and it is out of the scope of
this work.

A second important distinction can be made between Hard and Soft clustering
algorithms. Hard clustering computes a hard assignment: each object is a member
of exactly one cluster. The assignment of soft clustering algorithms is soft: the
assignment to an object is a distribution over all clusters. In a soft assignment,
an object has fractional membership in several clusters. Locality sensitive hashing,
Expectation-Maximization (or EM) algorithm, and principal component analysis, a
form of dimensionality reduction, can be reduced to Soft Clustering algorithms and
will be treated in this research.

Also, in many applications, the notion of a cluster is not well defined. The def-
inition of a cluster can be imprecise and it depends on the nature of data and on
the desired results. To better understand the difficulty of deciding what constitutes

1Image under Creative Commons License avaliable at http://www.wikipedia.org

http://www.wikipedia.org
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Figure 1.2 An example of a data set with an unclear cluster structure

a cluster, consider Figure 1.2, which shows thirty-two points in two dimensions. The
shapes of the objects indicate cluster membership. The apparent division of each of
the three larger groups in there clusters may be simply an artifact of the human visual
system. Nevertheless, in Figure can be counted five clusters highlighted by different
shapes of items. Thus, according to the definition of a cluster, we can have several
outcomes. In this work, we provide some specific examples, introducing each time
the cluster definition.

Finally, we motivate the use of clustering in information retrieval by introducing
a number of applications and define problems we are trying to solve with clustering.

1.1 Clustering in Information Retrieval

1.1.1 Similarity Search for High Dimensional Data Points

Similarity search is an important research topic which finds applications in different
areas. For example, finding all similar images of a query image in a large image
collection based on certain similarity measures and thresholds. Feature vectors can
be extracted from the images. Once this is done, the set of images can be considered
as a set of high dimensional points. In general, similarity search can refer to a variety
of related problems. The motivating application of this work is online near-duplicate
detection for multimedia content sharing websites like Flickr [Fli] and Youtube [You].
Whenever a user is uploading an image or a video, it would be desirable if near-
duplicates that are very similar (content-wise) to the one being uploaded can be
retrieved and returned to the user in real-time. In this way, the user can identify
redundant copies of the object promptly and decide if she should continue the upload.
In addition to personal users, enterprise users may also need this type of applications.
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For example, media companies such as broadcasters and newspapers may continuously
upload their images or videos to a multimedia content repository. The copy-right issue
is one of their main concerns. It would be a useful feature if near-duplicate copies
can be retrieved and reported to the users during the upload period so that the user
can identify pirated copies promptly. If the new object is illegal, the user should
immediately stop the upload process.

In summary, the problem we consider is to answer range search queries in an
incremental manner. That is, whenever a new point arrives, find all similar/close
points (based on a pre-specified similarity threshold) from the set of high dimensional
points arrived earlier, and then decide to insert the new point into the data set.

Based on a well-known indexing technique, Locality Sensitive Hashing (LSH), we
propose a new approach which clearly speeds up the running time of LSH indexing
while using only a small amount of extra space. The idea is to store a small fraction
of near-duplicate pairs within the existing set which are found when they are inserted
into the data set, and use them to prune LSH candidate sets for the newly arrived
point.

The basic idea of LSH is to use certain hash functions to map each multi-dimensional
point into different clusters, namely buckets, based on their hash values. An essential
part of LSH is the hash function family H which uses a peculiarity of the Gaussian
distribution. Finally, the nice property of the LSH is to respect the cluster hypothesis
to gather together into buckets similar points, proportionally to their similarity.

1.1.2 Measuring Latent Variables in Social Sciences

“In the social sciences, we are often trying to measure things that cannot directly
be measured (so–called latent variables)”, as Andy Field states in his book [Fie09].
The interest in different topics or research areas of different authors within the sci-
entific community cannot easily be measured. We could not measure motivation
and interest directly, but we tried to analyze a possible underlying variable (collab-
oration in the form of co-citations among the major authors), to detect different
sub-communities and possible trends. We tried to answer to the questions: “what
communities and sub-communities can be identified in technology enhanced learning
(TEL) area”, “what research topics/specialties can be identified in a field of studies”,
and “what conferences are the most relevant for what topic and for what community”.

Being aware of this fragmentation and of the various sub-communities which make
up the TEL area is an important pre-requisite towards overcoming this fragmentation,
increasing synergies between different sub-areas and researchers, and, last but not
least, providing funding agencies with evidence of new research results, innovative
applications and promising new approaches for technology-enhanced learning.

Author Co-Citation Analysis (ACA) provides a principled way of analyzing re-
search communities, based on how often authors are cited together in scientific pub-
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lications. In this work, we present results based on ACA to analyze and visualize
research communities in the area of technology-enhanced learning, focusing on pub-
licly available citations and conference information. We describe our approach to
collecting, organizing and analyzing appropriate data, as well as the problems which
have to be solved in this process.

To do so, we used the statistical Principal Component Analysis (PCA) to detect
appropriate clusters in TEL research, and then visualize and interpret these clusters.
Specifically, PCA is a technique for identifying groups or clusters of variables and
for reducing the data set to a more manageable size while retaining as much of the
original information as possible. Often, its operation can be thought of as revealing
the internal structure of the data in a way which best explains the variance in the
data.

Finally, we also provide a thorough interpretation of the obtained TEL research
clusters, which offer insights into these research communities.

1.1.3 Generative Model for Content Analysis of Natural Lan-
guage Documents

Content analysis and clustering of natural language documents/articles become cru-
cial in various domains. Clustering documents serves to extract events, where an
event is defined as a specific thing happening at a specific time and place, which may
be consecutively reported by many articles in a period under observation.

In this thesis, we introduce an approach for clustering articles in an unsupervised
manner. Unsupervised learning means no supervision, thus there is no human ex-
pert who assigned documents to classes. Clustering is the most common form of
unsupervised learning.

Also, we have chosen a probabilistic generative model for event detection, because
it has been proven to be a more unified framework for handling the multiple modalities
(i.e. time, content, and entity types) of a document and its content. The generative
modeling approach to information retrieval directly models the idea: a document
is a good match to an event definition if the document model is likely to generate
the event definition, which will in turn happen if the document contains often the
keywords defining the event.

Through our research, we will present an application scenario of our methodology
within the Retrospective Event Detection area (RED) that is part of the clustering
area algorithms which have the task to discover previously unidentified events in a
historical collection. The specific and important domain of health boosted us to apply
our approach to real needs in the medical area. In particular, the detected events
we extract are defined as Public Health Events (PHE). Actually, a PHE is intended
to be some emerging infection, symptom, or illness affecting people or animals in a
particular geographic place during a specific time period.
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We prove that applying an unsupervised algorithm to public health event detec-
tion will help epidemiologists to mitigate the impact of potential diseases-spreading
detecting the medical event as early as possible.

1.2 Contributions of this Thesis

Our various contributions to Clustering in IR are summarized as follows:

• We provide a solution to the problem of detecting near-duplicates for high
dimensional points in an incremental manner.

• We develop an approach to create clusters of near-duplicate images, considered
as high dimensional points.

• We offer a principled way of analyzing research communities, based on authors
cited together in scientific publications.

• We ease authors’ work to find collaboration between researchers within the
same scientific community, and also increasing synergies between different sub-
communities and researchers.

• We propose an approach for unsupervised event detection and we adapt that
to the domain of public health event detection (medical area).

• We help epidemiologists to mitigate the impact of potential diseases-spreading
detecting the medical event as early as possible.

1.3 Thesis Structure

We start in Chapter 2 presenting similarity search for high dimensional data points
problem. Since our approach is based on a well known indexing technique such as
Locality Sensitive Hashing (LSH), we first present some background knowledge of
LSH and related works in Section 2.2; we then introduce our SimPair LSH approach
and show the algorithm analysis in Section 2.3; also in this section, we propose an
algorithm predicting the gain of our new approach and provide some analysis. In
Section 2.4, we demonstrate the superiority of our approach over LSH via extensive
experiment results. Last, we give a conclusion over the problem and the approach to
solve that in Section 2.5.

In Chapter 3, we cope with measuring latent variables in social sciences. We
use author co-citation analysis supported by principal component analysis (PCA) to
analyze and visualize research communities in the area of technology-enhanced learn-
ing, focusing on publicly available citation information provided through CiteseerX
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[Cit] and conference information available through DBLP [DBLa]. In Section 3.2,
we present some background knowledge on PCA and related works. Thus, we intro-
duce our approach in Section 3.3. Furthermore, in Section 3.4 the results, in term
of research communities identified, are visualized based on relevant conferences and
themes for each cluster, providing a first important step to a structured overview over
researches in technology-enhanced learning and make TEL researchers aware of the
different research communities relevant for their work. Finally, we summarize and
conclude our results in Section 3.5.

Our approach with generative model for content analysis of natural language doc-
uments is presented in Chapter 4. This chapter is organized as follows: we discuss
related works and retrospective event detection in Section 4.2. In Section 4.3, we
present details of our generic approach based on a generative model for clustering
documents, while in Section 4.4, we characterize the nature of event detection in the
public health domain, namely the medical domain, to lay the foundation for describ-
ing the task-specific adaptations required in this setting. We provide experimental
results for our approach in Section 4.5. Finally, in Section 4.6, we conclude and
outline future work in this area.

Finally, we conclude the thesis in Chapter 5 with an enumeration of contribu-
tions we brought to Clustering Information Entities based on Statistical Methods in
Information Retrieval research, while giving an overview as well on possible future
research directions and open challenges associated to these topics.





2
Efficient Similar Pair Information Maintenance

based on LSH

1

In this chapter, we study the problem of detecting near-duplicates for high di-
mensional data points in an incremental manner. For example, for an image sharing
website, it would be a desirable feature if near-duplicates can be detected whenever
a user uploads a new image into the website so that the user can take some action
such as stopping the upload or reporting an illegal copy. Specifically, whenever a new
point arrives, our goal is to find all points within an existing point set that are close
to the new point based on a given distance function and a distance threshold before
the new point is inserted into the data set. Based on a well-known indexing technique
such as Locality Sensitive Hashing, we propose a new approach which clearly speeds
up the running time of LSH indexing while using only a small amount of extra space.
The idea is to store a small fraction of near-duplicate pairs within the existing point
set which are found when they are inserted into the data set, and use them to prune
LSH candidate sets for the newly arrived point. Extensive experiments based on three
real-world data sets show that our method consistently outperforms the original LSH
approach: to reach the same query response time, our method needs significantly less

1Image under Creative Commons License avaliable at http://www.flickr.com/photos/cobalt/
552941780/sizes/l/in/photostream/
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memory than the original LSH approach. Meanwhile, the LSH theoretical guarantee
on the quality of the search result is preserved by our approach. Furthermore, our
approach based on LSH is easy to implement.

2.1 Introduction

Similarity search is an important research topic which finds applications in different
areas. For example, finding all similar images of a query-image in a large image
collection based on certain similarity measures and thresholds. Feature vectors can
be extracted from the images. Once this is done, the set of images can be considered
as a set of high dimensional points. In general, similarity search can refer to a variety
of related problems. In this work, the problem we consider is to answer range search
queries in an incremental manner. That is, whenever a new point arrives, find all
similar/close points (based on a pre-specified similarity threshold) from the set of
high dimensional points arrived earlier, and then insert the new point into the data
set.

The motivating application of this work is online near-duplicate detection for
multimedia content sharing websites like Flickr [Fli] and Youtube [You]. Whenever a
user is uploading an image or a video, it would be desirable if near-duplicates that are
very similar (content-wise) to the one being uploaded can be retrieved and returned
to the user in real-time. In this way, the user can identify redundant copies of the
object promptly and decide if she should continue the upload. In addition to personal
users, enterprise users may also need this type of applications. For example, media
companies such as broadcasters and newspapers may continuously upload their images
or videos to a multimedia content repository. The copy-right issue is one of their main
concerns. It would be a useful feature if near-duplicate copies can be retrieved and
reported to the users during the upload period so that the user can identify pirated
copies promptly. If the new object is illegal, the user should immediately stop the
upload process.

Compared to the traditional similarity search problem, fast response is more im-
portant for this type of applications since similarity search is only part of the online
content upload process which must be completed within a few seconds at most. In ad-
dition to the online requirement, another characteristic of the motivating applications
is that the similarity search operations are executed together with data point inser-
tions. In other words, the data set is created incrementally where the near neighbors
of each point are known before the point is inserted into the data set.

To speed up the searching process, in-memory indexing techniques are ideal solu-
tions if the help of disk-based index are not necessary since a disk access is an order
of magnitude slower than a memory operation. For a data set with 1 million points,
an index storing all the point IDs once only needs 12MB memory assuming that each
ID takes 12 bytes; if each point is a 162-dimensional point and each dimension of a
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point takes 4 bytes, storing all the points requires 648MB, which is tolerable even for
an inexpensive PC nowadays. Although processing Web-scale data set with billions
of points may need clusters with tens or hundreds of distributed machines, indexing
an enterprise-scale data set with tens or hundreds of millions points in main-memory
is feasible using a single server with a larger memory size. Unfortunately, to give
a fast query response, the index size needed for high-dimensional points is usually
larger than the size we computed, and it can be even larger than the data set size.
Thus, in this work we focus on reducing memory consumption of in-memory index
while providing fast query response.

Although decades of research have been conducted on similarity search, the prob-
lem is still considered challenging. One important reason is the “curse of dimension-
ality”. It has been shown that exponential space in n (number of points in the data
set) is needed to speed up the similarity search process; in other words, the searching
time increases exponentially with the dimensionality [AI08]. It has also been shown
both theoretically and empirically [WSB98] that all partitioning and clustering based
indexing approaches degrade to a brute force linear scan approach when the dimen-
sionality is sufficiently high.

To our knowledge, a state-of-the-art solution to the similarity search problem in
practice, which provides fast query response time, is the Locality Sensitive Hashing
(LSH)[IM98] although it has been proposed for a decade. Meanwhile, LSH also pro-
vides theoretical guarantees on the quality of the solution. However, also suffering
from the “curse of dimensionality”, LSH needs large amount of space to achieve fast
query response.

In the rest of this chapter, we first present some background knowledge of LSH and
related work; we then introduce our SimPair LSH approach and show the algorithm
analysis; also in this section, we propose an algorithm predicting the gain of our new
approach and provide some analysis. In Section 2.4, we demonstrate the superiority
of our approach over LSH via extensive experiment results. Last, we conclude in
Section 2.5.

2.1.1 Problem statement (Incremental Range Search)

In this study, we focus on the incremental range search problem defined as follows:
Given a point q and a set P with n d-dimensional points, efficiently find out all
points in P that are similar to q based on certain similarity/distance function and a
similarity threshold τ before q is inserted into the data set. We call the points similar
to q near neighbors of q. In this problem, before evaluating the query q, the near
neighbors of all points within the data set are retrieved when they are inserted into
the data set.

Distance measure. We focus on Euclidean distance since it has been widely
used in different applications. It is not hard to extend the technique to other distance
functions such as L1 and Hamming distance, as the underlying technique, Locality
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Sensitive Hashing, can be applied in those cases.

In-memory index structure. We focus on in-memory index structure since
fast real-time response is the first priority in the applications we consider. For high
dimensional similarity search, the index size can be as large as, or even larger, than
the data set size in order to give an efficient query response time. Therefore, reducing
the memory cost while providing fast response is the main concern of this work.

2.1.2 Straightforward solution

A straightforward solution to this problem is LinearScan: compute the distance be-
tween q and each point p in P ; if the distance is above the given similarity threshold,
output this point. It is not hard to see that this approach can be very slow for large
data sets, especially when the dimensionality d is large; in the case of Euclidean
distance, LinearScan takes O(nd) time for each query.

2.1.3 Our contributions

The contributions of this work are:

• We proposed a novel approach, namely SimPair LSH, to speed up the original
LSH method; the main idea is to take advantage of a certain number of existing
similar point pairs and use them to prune LSH candidate sets relevant for a
given query.

• The correctness and effectiveness of the new approach is analyzed; an algo-
rithm predicting the gain and SimPair LSH is provided and verified by our
experiments; and details maintaining the similar pairs are described.

• Thorough experiments conducted on 3 real-world data sets show that our method
consistently outperforms LSH in terms of query time in all cases that we tried,
with a small amount of extra memory cost. To achieve the same query time
saving, we show that LSH needs significantly more space. Meanwhile, we show
that our method preserves the important theoretical guarantee on the recall of
query answers.

2.2 Related Work

2.2.1 Locality Sensitive Hashing (LSH)

Locality Sensitive Hashing (LSH) [GIM99, IM98] was proposed by Indyk and Mot-
wani and finds applications in different areas including multimedia near duplicate
detection (e.g., [CPIZ07]). LSH was first applied in indexing high-dimensional points
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for Hamming distance [GIM99], and later extended to Lp distance [DIIM04] where
L2 is Euclidean distance, which we will use in this research.

The basic idea of LSH is to use certain hash functions to map each multi-dimensional
point into a scalar; the hash functions used have the property that similar points have
higher probability to be mapped together than dissimilar points. When LSH is used
for indexing a set of points to speed up similarity search, the procedure is as follows:
first, select k hash functions uniformly at random from a LSH hash function family,
hereafter introduced, and create L hash tables (buckets); create an index (a hash ta-
ble) by hashing all points in the data set P into different buckets based on their hash
values; when the query point q arrives, use the same set of hash functions to map q
into L buckets, one from each hash table; retrieve all points from the L buckets into
a candidate set C and remove duplicate points in C; for each point in C compute its
distance to q and output those points similar to q.

An essential part of LSH is the hash function family H based on the most well
known example of a 2-stable distribution: the Gaussian distribution. Generally, sta-
ble distributions [Zol86] are defined as limits of normalized sums of independent and
identically distributed (i.i.d.) random variables. A distribution D over ℜ is called
p-stable, if there exists p ≥ 0 such that for any n real numbers v1 . . . vn and i.i.d.
variables X1 . . . Xn with distribution D, the random variable

∑
i viXi has the same

distribution as the variable (
∑

i |vi|p)1/pX, where X is a random variable with dis-
tribution D. The Gaussian (normal) distribution is 2-stable. In computer science,
stable distributions were used for “sketching” of high dimensional vectors [Ind06] and
have found use in various applications. The main property of p-stable distributions
mentioned in the definition above directly translates into a sketching technique for
high dimensional vectors. The idea is to generate a random vector a of dimension d
whose each entry is chosen independently from a p-stable distribution. Given a vector
v of dimension d, the dot product a · v is a random variable which is distributed as
(
∑

i |vi|p)1/pX (i.e. ||v||pX), where X is a random variable with p-stable distribution.
A small collection of such dot products (a·v), corresponding to different a’s, is termed
as the sketch of the vector v and can be used to estimate ||v||p (see [Ind06] for details).
It is easy to see that such a sketch is linearly composable, i.e. a · (v1v2) = a · v1a · v2.

In this work, we will use Gaussian distributions, then p = 2. Furthermore, in the
approach we will present, such a distribution is used in a slightly different manner as
so far described. Instead of using the dot products (a · v) to estimate the l2norm, we
apply them to assign a hash value to each vector v. Intuitively, for Euclidean Distance,
i.e. the l2norm, the hash function family can be constructed as follows [DIIM04]: map
a multi-dimensional point p into a scalar by using the function h(p) = ⌊a·p+b

r
⌋ where a

is a random vector whose coordinates are picked uniformly at random from a normal
distribution, and b is a random variable uniformly distributed in the range [0, r]. For
sake of clarity, h(p) constitutes the form of hash functions which belong to the hash
function family H. In this hash function, the dot product a · p is projecting each
multi-dimensional point p into a random line; the line is cut into multiple intervals
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with length r; the hash value shows which interval p is mapped to after a random
shift of length b. Intuitively, it is clear that closer points have higher chance being
mapped into the same interval than distant points under this random projection.
Last, generate a new hash function g(p) to be used in constructing a hash table by
concatenating k hi(p) (i = 1, . . . , k), each chosen uniformly at random from the hash
function family H, i.e. g(p) = (h1(p), . . . , hk(p)).

The nice property of the LSH is that the probability that two points p1 and p2 are
hashed into the same bucket is proportional to their distance c, and this probability
can be explicitly computed using the following formulas:

p(c) = Pr[h(p1) = h(p2)] =

∫ r

0

1

c
f(

t

c
)(1− t

r
))dt, (2.1)

where f(t) is the probability density function of the absolute value of the normal
distribution. Having p(c), we can further compute the collision probability under H:

P (c) = Pr[H(p1) = H(p2)] = 1− (1− p(c)k)L. (2.2)

2.2.2 Other LSH-based approaches

Since proposed, LSH has been extended in different directions. Lv et al. [LJW+07]
proposed multi-probe LSH and showed experimentally that their method significantly
reduced space cost while achieving the same search quality and similar time efficiency
compared with original LSH. The key idea of multi-probe LSH is that the algorithm
not only searches for the near neighbors in the buckets to which the query point q
is hashed, it also searches the buckets where the near neighbors have slightly less
chance to appear. The benefit of multi-probe LSH is that each hash table can be
better utilized since more than one bucket of a hash table is checked, which decreases
the number of hash tables. However, multi-probe LSH does not provide the impor-
tant search quality guarantee as LSH does. The original LSH scheme guarantees
that the true results will be returned by the search algorithm with high probability,
while multi-probe could not. This makes multi-probe LSH not applicable in those
applications where the quality of the retrieval results are required to be guaranteed.
The idea of multi-probe LSH was inspired by earlier work investigating entropy-based
LSH [Pan06]. The key idea is to guess which buckets the near neighbors of q are likely
to appear in, by randomly generating some “probing” near neighbors and checking
their hash values. Similar to multi-probe LSH, entropy-based LSH also reduces the
number of hash tables required, though it is difficult to generate proper “probing”
near neighbors in a data-independent way [LJW+07].

Another extension of LSH is LSH forest [BCG05] where multiple hash tables with
different parameter settings are constructed such that different queries can be handled
with different settings. In the theory community, a near-optimal LSH [AIP06] has
been proposed; however, currently it is mostly of theoretical interest because the
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asymptotic running time improvement is achieved only for a very large number of
input points [AI08].

Furthermore, a recent work [HMA09], inspired by the idea of Locality Sensitive
Hashing (LSH) technique, is the distributed similarity search and range query process-
ing in high dimensional data. Authors consider mappings from the multi-dimensional
LSH bucket space to the linearly ordered set of peers that jointly maintain the in-
dexed data and derive requirements to achieve high quality search results and limit
the number of network accesses. Locality preserving properties of proposed mappings
is proved.

More LSH related work can be found in a recent survey [AI08]. This survey
also observes, that despite decades of research, current solutions still suffer from
the “curse of dimensionality”, i.e. either space or query time exponential effort in the
dimensionality d is needed to guarantee an accurate result. In fact, for a large enough
dimensionality, current solutions provide little improvement over LinearScan, both in
theory and in practice [AI08]. We further note that our technique is orthogonal to
other LSH variants described above and, more important, it can be applied in those
scenarios.

2.2.3 Tree-based indexing techniques

When the dimensionality is relatively low (e.g., 10 or 20), tree-based indexing tech-
niques are known to be efficient. Examples include kd-trees [Ben75], R-tree[Gut84],
SR-tree[KS97], cover-trees [BKL06], and navigating-nets [KL04]. These methods do
not scale well with the (intrinsic) dimensionality. Weber et al. [WSB98] show that
when the dimensionality exceeds 10, all space partitioning and clustering based index-
ing techniques degrade to LinearScan. For indexing high dimensional points, B+ tree
is also used together with different techniques handling the “dimensionality curse”,
such as iDistance [YOTJ01] and LDC [KOST04]. Other tree-based approaches like
IQ-tree[BBJ+00] and A-tree [SYUK00] use a smaller vector to represent the data
points approximately which helps to reduce the complexity of the problem. Different
from the LSH based approaches where large amount of space is traded for gaining
fast response time, the tree-based approaches have less concern on index space while
they usually have faster but comparable query time as LinearScan.

A recent work based by [TYSK10] tried to combine B-trees and LSH. Authors
proposed an access method called the Locality-Sensitive B-tree (LSB-tree) to enable
fast, accurate, high-dimensional near neighbors search in relational databases. The
combination of several LSB-trees forms a LSB-forest that has strong quality guaran-
tees, but improves dramatically the efficiency of the previous LSH implementation
having the same guarantees. In practice, the LSB-tree itself is also an effective index
which consumes linear space, supports efficient updates, and provides accurate query
results. We recall that the technique in this study is orthogonal to the aforementioned
LSH variants and can be applied in this scenario.



36 Chapter 2 Efficient Similar Pair Information Maintenance based on LSH

Due to the intensive research within the past decades, there is a large body of
related literature which cannot be covered here. Samet’s book [Sam06] provides a
comprehensive survey on this topic.

2.2.4 Similarity search and duplicate detection on streaming
data

The applications we considered have certain data stream characteristics such as con-
tinuous queries and real-time response requirement, although they are still mainly
traditional Web applications. Within the past decade, data streaming processing has
been a popular topic where the applications include sensor data processing, real-time
financial data analysis, Internet traffic monitoring and so on. Gao et al. [GW05]
and Lian et al. [L08] studied the problem of efficiently finding similar time series
on streaming data, and they achieved efficiency by accurately predicting future data.
Their methods are for time series data and cannot be used for the type of applica-
tions we consider. Koudas et al. [KOT04] studied the problem of finding k nearest
neighbors over streaming data, but they were concerned about low-dimensional case.
Deng and Rafiei [DR06] studied the problem of detecting duplicates for streaming
data, where no similarity is involved.

2.3 SimPair LSH

Our approach is based on the standard LSH indexing and takes advantage of existing
similar pair information to accelerate the running time of LSH. Thus, we call it
SimPair LSH. Unless noted otherwise, LSH denotes the original LSH indexing method
in the rest of this chapter.

2.3.1 Key idea

We observe that LSH retrieves all points stored in the buckets where a query point
q was hashed. Let the set of points returned by LSH be the candidate set C. Then,
q is compared with all the points in C as in LinearScan, and the near neighbors are
found. To guarantee a low chance of missing a near neighbor in C, a large number of
hash tables has to be created which may lead to a large C depending on the query q,
and accordingly increases the running time especially when d is large.

The main idea of this work is to take advantage of a certain number of pair-wise
similar points in the data set and store them in memory; in the process of scanning
through C, the search algorithm can look up the similar pair list on-the-fly whenever
a distance computation between q and a point p in C is done; if a similar pair (p, p′)
is found in the list, it is very likely that p′ will also appear in C; based on the known
distances d(q, p) and d(p, p′) we can infer d(q, p′) by using triangle inequality and
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may skip the distance computation between q and p′. The reason why this idea
works is that LSH tends to group similar objects into the candidate set C. Thus the
points in C are very likely to be similar to each other. Checking one point p can
avoid computing distance for the points similar to p, and therefore saving distance
computations.

To help readers follow the study, we summarize the symbols used hereafter in
Table 2.1.

Table 2.1 The Symbol List

Symbols Meanings
P The set of input data points
n Number of points in the data set
d Dimensionality of the input points

d(·, ·) Distance function
SP The set of similar point pairs pre-computed
C Candidate set returned by LSH
q Query point
p A point in the candidate set C
p′ A point in SP
L Number of hash tables used
k Number of “small” hash functions

generating the real hash function being used
τ Similarity threshold for the similarity search
θ Similarity threshold for the similar

point pairs stored in SP

2.3.2 The SimPair LSH Algorithm

Our SimPair LSH algorithm works as follows: given a set of points P and all point
pairs (including their distances) whose pair-wise distances are smaller than a thresh-
old θ (let the set of all similar pairs be SP ). Also given the distance threshold τ
determining near neighbors, SimPair LSH then creates L indices as in LSH; whenever
a query point q comes, SimPair LSH retrieves all points in the buckets to which q is
hashed. Let this set of points be the candidate set C. Instead of scanning through
all the points p in C one by one and compute their distances to q as in LSH, SimPair
LSH checks the pre-computed similar pair set SP whenever a distance computation
d(q, p) is done. Based on the distance between p and q, SimPair LSH continues in 2
different ways:
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• If d(q, p) <= τ , SimPair LSH searches in SP for all points p′ which satisfies
d(p, p′) <= τ − d(q, p); check if p′ in the candidate set C or not; if yes, then
mark p′ as a near neighbor of q without the distance computation.

• If d(q, p) > τ , SimPair LSH searches in SP for all those points p′ which satisfy
d(p, p′) < d(q, p) − τ ; check if p′ in the candidate set C or not; if yes, then
remove p′ from C without the distance computation.

The detailed description is shown in Algorithm 1:

Algorithm 1: SimPair LSH

Input: A set P with n d-dimensional points; L in-memory hash tables created
by LSH; a set SP storing all similar pairs in P whose pair-wise
distances are smaller than θ; a distance threshold τ defining near
neighbors; and a query point q

Output: all near neighbors of q in P
begin

check the L buckets q hashed to and retrieve all the points in those buckets
as in LSH;
put all the points into a candidate set C;
for each point p in C do

compute the distance between q and p, i.e. d(q, p);
if d(q, p) < τ then

output p as a near neighbor of q;
search in SP for all the points p′ which satisfies d(p, p′) < τ −d(q, p);
for each point p′ found in SP do

check if p′ in C or not;
if found then

output p′ as a near neighbor of q and remove it from C;

if d(q, p) > τ then
search in SP for all the points p′ which satisfies d(p, p′) < d(q, p)− τ ;
for each point p′ found in SP do

check if p′ in C or not;
if found then

remove p′ from C;

end

The algorithm constructing the LSH indices is the original LSH algorithm, as
described in Algorithm 2.

[DIIM04] describes how to select L and gi to guarantee the success probability.
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Algorithm 2: Constructing LSH indices

Input: A set P with n d-dimensional points; a distance threshold τ defining
near neighbors; L LSH functions g1, . . . , gL; a success probability
guaranteeing the chance of including all near neighbors in the result set

Output: L hash tables
begin

initialize the L hash tables;
for each point p in P do

for i=1, . . . , L do
store the ID of p in bucket gi(p)

end

2.3.3 Algorithm Correctness

Since our algorithm is based on LSH, it is important that the theoretical guarantee
still holds for SimPair LSH.

Theorem 1 SimPair LSH has the same theoretical guarantee as LSH has in terms of
the range search problem we study. That is, near neighbors will be returned by SimPair
LSH with a user-specified probability by adjusting the parameters (hash functions k
and number of hash tables L) accordingly.

Proof 1 Since we consider points in metric space where triangle inequality holds,
SimPair LSH guarantees that the points skipped are either true near neighbors or not
near neighbors without distance computation.

2.3.4 Algorithm effectiveness

The benefit of SimPair LSH compared with LSH is that points in the candidate set
returned by LSH can be pruned by checking the similar pair list SP without distance
computations. Therefore, it is important to analyze the number of prunes SimPair
generates. Also, to obtain the benefit, SimPair LSH has to search in SP and C for
the points to be pruned, which can take time, although hash indices can be built to
speed up each search operation to O(1) time. Next, we analyze the factors affecting
the gain and cost.

Pruning analysis. To generate a prune from a point p in C, SimPair first has
to find a “close enough” point p′ of p from SP , where close enough or not depends
on |d(q, p)− τ |. If |d(q, p)− τ | is large, SimPair LSH has a higher chance to find a p′.

Another factor that can affect the chance of finding p′ from SP is the size of SP .
Clearly, maintaining a large set of SP will increase the chance of finding p′ of p.

Finding p′ of p does not necessarily lead to a prune. The condition that a prune
occurs is that p′ appears in C. According to the property of LSH hash functions,
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points close to q have higher chance appearing in C. In other words, d(q, p′) deter-
mines the chance of generating a prune. Although d(q, p′) cannot be precisely known,
a bound of this distance can be derived from d(q, p) and the “close enough” threshold
|d(q, p)− τ |.

Cost analysis. To gain the pruning, SimPair LSH has to pay certain amount of
costs including time and space costs. The time cost mainly comes from the searching
processes: find the points “close enough” to p in SP and check those points to see
if they are in C or not. By constructing hash indices for SP , searching for p in SP
only takes O(1) time; constructing hash indices for SP also takes O(1) time for each
object. When a candidate set C of points for the query q is retrieved, all points in the
dataset belonging to C are marked both in LSH and SimPair LSH; this is possible
since each point in the data set has a Boolean attribute showing if the point is in
C or not. The purpose of having this attribute is to remove duplicate points when
generating C. Duplicates can appear in C because one point can appear in multiple
LSH hash buckets. Note that when the searching is finished, the boolean attributes
need to be cleared (for both LSH and SimPair LSH) which takes O(|C|) time when
all points in C are also maintained in a linked list. For the sake of pruning, another
boolean attribute is needed for each point to indicate if the point has been pruned or
not.

With these boolean attributes, searching for p′ in C takes O(1) time. The time
cost is mainly generated by searching p′ in C since there can be multiple p′ for each
p, and therefore multiple look-ups in C.

In addition to the time cost, SimPair LSH also has some extra space cost for
storing SP compared with LSH. This cost is limited by the available memory. In our
approach, we always limit the size of SP based on two constraints: (i) the similarity
threshold θ (for the similar point pairs stored in SP ) is restricted to the range (0, τ ];
(ii) the size of SP must not exceed a constant fraction of the index size (e.g., 10%).

2.3.5 Similar pair maintenance

Since the gain from SimPair LSH lies on the fact that similar pair information SP is
stored in memory, it is important to maintain that properly.

Data structure. SP can be implemented as a two dimensional linked list. The
first dimension is a list of points; the near neighbors of each point q in the first-
dimension list are stored in another linked list (the second dimension), ordered by
the distances to q. On top of the first-dimension linked list, a hash index is build to
speed up the look-up operations.

Bounding the size of SP . Since the total number of all similar pairs for a
dataset of n objects can be O(n2), an underlying issue is how to restrict the size of
SP . To achieve this purpose we set θ (the similarity threshold for the similar point
pairs stored in SP ) to τ (the similarity threshold for the similarity search). However,
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if the dataset size is large, SP can be too big to fit in memory, thus we impose a
second bound on the size of SP : it must not go over a constant fraction of the index
size (e.g., 10%). To satisfy the latter constraint we can reduce the value of θ within
the range (0, τ ]; clearly, a bigger value of θ will generate a larger set of SP increasing
the chance of finding p′ of p in C, and thus triggering a prune.

Another possible solution is to remove certain number of similar pairs with the
largest distances when the size of SP is above the space bound. We first estimate
the number of similar pairs (say k pairs) to be removed based on the space to be
released. The k pairs to be removed should be those whose distances are the largest
since they have less chance to generate a prune. Thus, we should find the top-k
pairs with the largest distances. To obtain this top-k list, we can create a sorted
linked list with k entries, call Lk; we then take the part with the largest distances
of the first second-dimension linked list in SP and fill Lk (assuming Lk is shorter
than the first second-dimension linked list; if not, we go to the next second-dimension
linked list). Then, we scan the second second-dimension linked list and update Lk.
After scanning all the second-dimension linked lists, the top-k pairs with the largest
distances are found, and we can remove them from SP . Note that real-time updates
are not necessary for these operations, and they can be buffered and executed when
the data arrival rate is slower. Details will be discussed later.

Inserting a point. In a continuous query scenario, each point (say q) issues a
query before inserted into the database. That is, as an application requirement, all
near neighbors of each newly arrived point need to be found before the new point
updates SP . Hence, to maintain the similar pair list, we only needs to add the near
neighbors of q just found into SP and there is no similarity search involved.

To add near neighbors of q into SP , we first sort the near neighbors based on their
distances to q, and store these near neighbors in a linked list; we then insert q and
the linked list into SP , meanwhile update the hash index of SP . Besides, we need to
search for each near neighbor of q and insert q into the corresponding linked lists of its
near neighbors. Within the linked list into which q is to be inserted, we use a linear
search to find the right place q should be put based on the distance between q and
the near neighbor. Note that we could have build indices for the second-dimension
linked lists, but this will increase the space cost. Also, real-time update of SP are not
necessary unlike the query response; we can buffer the new similar pairs and insert
them into SP when the data arrival rate is lower.

Deleting a point. When a point q is to be deleted from the data set, we need
to update SP . First, we search for all the near neighbors of q in SP and remove q
from each of the second-dimension linked lists of the near neighbors; we then need to
remove the second dimension linked list of q from SP .

Buffering the SP updates. As mentioned earlier, the updates to SP (inserting
a point and size reducing) can be buffered and processed later when the processor
is overloaded since data arrival rate can be bursty: there can be a large number of
queries at one time and very few queries at another time. This buffering mechanism
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is to guarantee the real-time response to the similarity search query. Note that the
operation of deleting a point cannot be buffered since this can lead to inconsistent
results.

Creating SP for a static data set. In the case that data are static and not
created by the incremental process, one can build the similar pairs offline before query
arrives using some existing similarity join algorithms (e.g., [JS08]). Since it is out of
the scope of this work, we will not discuss this in detail.

2.3.6 Pruning prediction

Although SimPair LSH always outperforms the original LSH in all of our experiments,
the amount of improvement differs. It would be useful to provide an option for the
practitioners to predict the number of prunes in advance.

The idea. According to the pruning analysis, a lower bound of the number of
prunes given a query q can be estimated. The idea is as follows: take a few sample
points p from C and for each p compute d(q, p). Based on the sample, estimate the
distribution of different d(q, p) for all p in C. From d(q, p) we can derive an upper
bound of d(q, p′) according to the triangle inequality. Thus, we can estimate a lower
bound of the probability that p′ appears in C, and accordingly a lower bound of the
number of prunes.

Again, by using the small fraction of sample points obtained from C, SimPair
LSH can check SP and find if there is any “close enough” point p′ of p such that
d(p′, p) < |d(q, p)− τ |. Since the distance d(q, p) is known, an upper bound of d(q, p′)
can be derived according to the triangle inequality. Knowing d(q, p′), one can know
the probability that p′ appears in C, which leads to a prune.

Pruning prediction algorithm. The algorithm for predicting a lower bound of
the number of prunes is described in Algorithm 3.

First, let us consider the probability that two points p1 and p2 are hashed into the
same bucket. Such a probability, according to Equation 2.1, is proportional to their
distance c.

Second, in our algorithm, the full distance range is cut into multiple intervals.
Then, given a distance value c, function I(c) can be used to determine which interval
c falls in. Counter Count[] is a histogram for storing the number of points in a
particular interval. The interval is determined by the collision probabilities of pair-
wise distances. For a fixed parameter r in Equation 2.1 the probability of collision
P (c) decreases monotonically with c = ||p1p2||p, where p is 2 in our case where we
consider Gaussian distribution. The optimal value for r depends on the data set and
the query point, but it was suggested in [DIIM04] that r = 4 provides good results,
and, therefore, we currently use the value r = 4 in our implementation.

Under this hash function setting, there is not much difference for distances c within
the range [0, 1] in terms of hash collision probability. Thus, we use fewer intervals. In
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Algorithm 3: Predict the number of prunes

Input: A set C with |C| d-dimensional points; a distance threshold τ defining
near neighbors; a query point q; a distance interval function I(c); the
set of similar point pairs SP

Output: number of prunes
begin

Construct a sample set S by selecting s points from C uniformly at random;
for each point p in S do

Compute the distance d(q, p);
search for p′ in SP where d(p′, p) < |d(q, p)− τ |;
if found then

increment the counter Count[I(d(q, p) + |d(q, p)− τ |)] by 1;

Scale up the non-zero elements in the counter by a factor of |C|/|S| and
store them back to Count[]; PruneNumber = 0;
for each non-zero element in Count[i] do

PruneNumber += Count[i] * P (ci);
/* ci is the maximum distance of interval i, P (ci) is the probability that
2 points with distance ci are hashed to the same value by the LSH hash
function, according to Equation 2.1 */

Output PruneNumber;
end

contrast, for distances within the range [1, 2.5], the hash collision probabilities differ
significantly. We use more intervals for this distance range.

The policy we use to cut distance range into intervals is as follows. Fix the
number of intervals first (e.g., 100); assign one interval for range [0, x1] and one for
range [x2,∞], within both of which the hash collision probabilities are similar; assign
the rest of intervals to range [x1, x2] by cutting the range evenly. Since the function
I(c) is only determined by the hash function, the intervals cutting can be done off-line
before processing the data set.

Sampling accuracy. SimPair LSH only takes a small fraction (e.g., 10%) of
points from C; scaling up the number of points in the sample whose distances to q
are within an interval and estimating the value in C will generate some errors.

Lemma 1 A uniform random sample gives an unbiased estimate for the number of
points with certain property, and the relative accuracy is inversely proportional to
the number of points, and proportional to the sample size and the true number being
estimated. The standard deviation of the ratio between the estimate and the true

value is
√

n
R
( 1
x
− 1

n
), where n is the total number of points to be sampled, R is the

sample size and x is the true value to be estimated, i.e. the number of points with the
property.
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Proof 2 Assume R different points are randomly taken into the sample, and each
point with the property has a probability x

n
to stay in the sample. Let Xi be an indicator

random variable indicating if the ith point being sampled is with the property or not.
That is,

Xi =

{
1, the sampled point has the property,

0, otherwise.

It is not hard to see that:
Pr(Xi = 1) =

x

n
;

and
Pr(Xi = 0) = 1− x

n

Let

Y =
n

R

R∑
i=1

Xi

then Y is the observed value. Since

E[Y ] =
n

R

R∑
i=1

E[Xi] = x

Y is an unbiased estimate. Thus:

V AR[Y ] =
n2

R2
V AR

[
R∑
i=1

Xi

]
=

n

R
x
(
1− x

n

)

2.4 Experiments and Evaluations

In this section, we demonstrate the practical performance of our approach on three
real-world data sets, testing the pruning effectiveness, pruning costs, real running time
and memory saving, pruning prediction and quality of results from SimPair LSH.

2.4.1 Performance metric

The following paragraphs describe the metric we use to evaluate the performance of
our approach: number of prunes (distance computations saved), number of operations
to achieve the saving, real running time and memory consumption.

Number of prunes. To measure the effectiveness of our approach, we use the
number of pruned points (number of prunes in short) as one of the main metrics. The
number of prunes is a metrics independent of the specific implementation.
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Number of operations to achieve the pruning. To measure the cost for
obtaining the pruning, we monitor the number of operations including all CPU oper-
ations (e.g., addition, multiplication, comparison) and memory accesses in searching
for p in SP and looking up p′ from C. These operations may not cost exactly the same
amount of time, but they can be considered as a performance indicator independent
of the specific implementation.

Real query response time saved. We also give the results of real running time
to show the performance gain in clock time. Because the time spent on generating
hash values and retrieving the candidate set C is always the same for both SimPair
LSH and the original LSH, and the time percentage of this portion within the overall
running time varies significantly with the parameter setting of L and the size of C
(the latter depends on the queries), we only consider the time spent on finding near
neighbors from C, which is O(d ∗ |C|) for LSH.

Note that since our algorithm with the pruning process reduces the number of
points in C, the gain in running time cannot exceed 100% because it is related to the
percentage of the pruned points. For example, having 30% of prunes, we expect a
gain in time at most of 30%, but in reality it will be less, due to the costs SimPair
LSH has to pay for gaining the pruning.

Memory consumption. Since memory size is the main constraint for LSH-based
similarity search, we compare the memory costs of different approaches to reach the
same response time. In addition to the space used for storing LSH indices as in the
original LSH approach, we use a small amount of extra space for SP storing the
similar point pairs taking at most 10% of the index size.

2.4.2 Data sets

We use three real-world image data sets in our experiments: one directly downloaded
from a public website and two generated by crawling commercial multimedia websites.

Flickr images. We sent 26 random queries to Flickr [Fli] and retrieved all the
images within the result set. After removing all the images with less than 150 pixels,
we obtained approximately 55, 000 images.

Tiny images. We downloaded a publicly available data set with 1 million tiny
images [TFF07]. The images were collected from online search tools by sending words
as queries, and the first 30 returned images for each query are stored. Due to the
high memory cost of LSH for large data sets, we picked 50, 000 images uniformly at
random from this 1 million tiny image data set. This random selection operation also
reduced the chance that similar pairs appear in the data set since the images retrieved
from the result set of one query have higher chance to be similar to each other.

The reason why we used this smaller data set rather than only considering the
full set was that we could vary the number of hash tables within a larger range
and observe the behavior of the algorithms under different number of hash tables.
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For example, the largest number of hash tables we used was about 1, 000; indexing
1 million data points takes 12GB memory under this setting which was above the
memory limit of our machine. (Note that this is an extreme case for experimental
purpose and may not be necessary in practice.) If we used 10 hash tables, then the
memory consumption will drop to 120MB. We also conducted experiments on the
whole 1 million data set setting the number of hash tables to smaller values, so as
to see how the algorithms behave with a larger data set size. The results from the 1
million data set will be also reported.

Video key-frames. We sent 10 random queries to Youtube [You] and obtained
around 200 video clips from each result set, approximately 2, 100 short videos in
total. Then, we extracted all the frames of the videos and their HSV histograms
with dimensionality 162. HSV is the common cylindrical-coordinate representation
of points in an RGB color model. After that, we extracted key frames of the videos in
the following way: sequentially scan the HSV histogram of each frame in a video; if the
euclidean distance between the current histogram and the previous one in the video
is above 0.1 , keep this histogram; otherwise skip it. We set the distance threshold
to 0.1 because two images with this distance are similar but one can clearly see their
difference based on our observation. In the end, we obtained 165, 000 key-frame
images.

For all the image data sets described above, we removed duplicates and converted
each image within a data set into a d-dimensional vector (d = 162, 512) by using the
standard HSV histogram methods [GW07]. Each entry of the vector represents the
percentage of pixels in a given HSV interval.

Pair-wise distance distribution. Since the pair-wise distance distribution of
data set may affect the result of our experiments, we show them here to understand
the data set better.

We cut the distance range into multiple intervals and count the number of points
within each interval. The histograms are shown in Figures 2.1a, 2.1b, 2.1c respec-
tively for the Flickr image, Tiny image and Video key-frame data sets. It might be
interesting to see that the distributions of these data sets look similar.

2.4.3 Experimental setup

All experiments were ran on a machine with an Intel T2500 2GHz processor, 2GB
memory under OS Fedora 9. The algorithms were all implemented in C compiled by
gcc 4.3.0.

The data points and the LSH indices are both loaded into the main memory.
Each index entry for a point takes 12 bytes memory. To test the performance of
our approach, we randomly selected a certain number of objects from the data set
as query objects, and measure metrics as discussed before. We took the average
number of pruned points of all queries, the average percentage of pruned points, and
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Figure 2.1 Number of point pairs vs. distance intervals
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Figure 2.2 Percentage of prunes and number of operations to gain the prun-
ing vs. number of queries

the average number of operations spent on achieving the pruning per point (average
number of cost operations per query/average size of candidate sets C of all queries).

2.4.4 Experiments testing pruning effectiveness and costs

In this set of experiments, we tested the number of distance computations saved by
our approach, the time and space cost to obtain the saving. We used the Flickr data
set, and the results from other data sets are also consistent in general.

Varying the number of queries. First, we randomly selected a certain number
of queries, and varied this number from 100 to 1000 to see if the pruning gain and
costs are sensitive to the number of queries. Note that we only consider the queries
which generate a candidate set C with more than T points, as described in the next
experiment, because there is not much necessity to start the pruning process if |C| is
small. The parameter settings are as follows: distance threshold for near neighbors
τ = 0.1, the dimensionality of the data set d = 162, the distance threshold maintained
by the similar pair list SP θ = 0.1, the number of hash tables L = 136, and the success
probability P = 95%. The parameters will be the same in the following experiments
unless explicitly specified.

The results are shown in Figure 2.2. x-axis indicates the number of queries; the left
y-axis shows the average number of pruned points in C of all queries; the right y-axis
shows the average number of operations per point spent on achieving the pruning.
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Figure 2.3 Number of prunes and costs vs. candidate set size cut-off thresh-
old T

From the figure we can see that the algorithm performance is not sensitive to the
number of queries, therefore we fixed the number of queries to 100 in the rest of the
experiments.

Varying the candidate set size cut–off threshold T . Since candidate set
size |C| for some queries is quite small (e.g., < 50), and there is no need to start
the pruning process, we set a cut–off threshold T for |C|. When |C| > T , SimPair
LSH starts the pruning process; otherwise, SimPair LSH does not start the pruning
process and degrades to the original LSH. We varied the threshold T to see if it has
significant impact on the pruning and cost (i.e. average number of operations per
point). The number of queries is set to 100 and other parameters are the same as the
previous experiment. The results are shown in Figure 2.3. The left y-axis shows the
percentage of pruned points; the right y-axis shows the number of cost operations
per point to gain the pruning.

From the figure we can see that the algorithm performance is not sensitive to T in
terms of both the percentage of pruned points and the average number of operations
cost per point. In the rest of the experiments, we fixed T to 200.

Varying the distance threshold of near neighbors τ . We varied the value
of τ to see how τ affects the pruning and costs. Other parameters are the same as
the previous experiment. The results are shown in Figure 2.4. Y-axises are similar
to the previous figures while x-axis is τ .

From the figure we can see that τ has no significant impact on the pruning effec-
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Figure 2.4 Number of prunes and costs vs. τ

tiveness either. The high percentage of pruned points when τ = 0.05 is because the
size of the candidate set is small, and the variance of the percentage is higher. As
previously presented, we fixed τ = 0.1 in the rest of the experiments.

Varying the dimensionality d. We tried two different dimensionalities d: 162
and 512 to see how d affects the pruning and costs. Other parameters are the same
as the previous experiments. The results are shown in Figure 2.5. The left y-axis
shows the percentage of pruned points as in the previous experiments. The numbers
on top of the bars in the figure show the average cost operations per point. From the
figure we can see that the cost operations is larger when the dimensionality is higher.
This is partially because the number of similar pairs in SP is relatively larger when
d is large, which has a similar effect as increasing θ (when d is large, there are more
similar pairs although the similarity threshold does not change).

To see the real query time saved, we have another figure in the next sub-section.

2.4.5 Experiments testing the query response time

In this set of experiments, we report the query response time of the original LSH
indexing and our approach. The LSH code were obtained from Andoni [AI05], and
we conducted the experiments for LSH without changing the original source code.

Hash function time costs. Note that during query time, generating the hash
values of each query also takes time where the amount depends on the number of hash
functions or hash tables used. In the case that the candidate set size is relatively small
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Figure 2.5 Number of prunes and costs vs. data dimensionality d

and the number of hash functions is large, the hashing process can take as long as
the time spent on scanning the candidate set. Since the time spent on generating the
hash values is exactly the same for both SimPair LSH and the original LSH, and the
percentage of this portion with respect to the overall time varies significantly with
the parameter setting of L and the size of C which depends on the queries, we only
report the time spent on finding near neighbors from C to see the difference between
our approach and LSH better. When the size of C is relatively large, the fraction
of hash function time cost is relatively small. But in the worst case where hashing
queries take the same amount of time as scanning C, the time difference between two
approaches will be half of the numbers reported hereafter .

Varying k and L. We varied the hash function parameter k and the number
of hash tables L to see how these parameters affect the query time. τ was set to
0.1, success probability P was set to 95%. Note that once k was fixed, the number
of hash tables L was also fixed to guarantee the required success probability. Other
parameters are the same as in the previous experiments. The results on the 3 data
sets are shown in Figure 2.6. Y-axis is the response time saved by SimPair LSH
computed as follows: (LSH Time - SimPair LSH Time)/(LSH time).

From the figure we can see that SimPair LSH consistently outperforms LSH under
different settings of k and L. The extra memory consumptions of the full similar pair
set SP when θ = 0.1 are 73.7MB, 12.5MB, and 3.7MB respectively for the video key
frame, Tiny image and Flickr image data sets. Recall that SP size is bound to the
10% of the index size, thus when L is small, we use a smaller θ. Since LSH can also
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Figure 2.6 Running time vs. LSH parameters (k, L)
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Figure 2.7 Overall running time vs. LSH parameters (k, L)
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save running time by increasing the number of hash tables (varying k and L), we
tested how much additional memory LSH needs to gain the same amount of time in
the next experiments.

For completeness in Figure 2.7 we report the response time saved by SimPair LSH
considering the overall running time.

Extra space cost comparison showing the significance of our time gain.
To achieve the response time gain, in addition to the memory cost of the LSH indices,
the extra cost SimPair LSH takes is the memory spent on the similar pair list that
we restricted at most to a constant fraction of the LSH indices (10% in our experi-
ments). To achieve approximately the same running time gain, LSH can also increase
the memory consumption by increasing k and L without resorting to our approach.
Therefore, we compared the memory consumption of the two approaches to achieve
roughly the same query time improvement. In fact, the memory cost of LSH can be
computed from L: each hash table stores the identifiers of all n points, and each iden-
tifier takes 12 bytes as implemented by Andoni and Indyk [AI05]; therefore, the LSH
space cost is 12 ∗ n ∗ L while the LSH’s time gain is computed from 12 ∗ n ∗ (Li+1Li)
where i represents the i-th setting.

Hence, to see the size of extra space LSH needs to achieve roughly the same
SimPair LSH’s query time improvement, it suffices to check the value of L. Since the
size of C dominates the time LSH scans through the candidate set, the running time
being saved can be represented by the reduction of |C|. Recall that bigger values of
L correspond to the decrease in size of C.
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The Figure 2.8 is based on the Flickr image data set. The x-axis presents the
memory consumption of hash tables needed to index all the points in the dataset for
diverse settings of k and L; for Flickr image data set n = 55, 000. Since SimPair LSH
uses the indices of LSH, this memory utilization is common for both algorithms. The
y-axis shows the percentage gain in time. The numbers on top of the bars show the
extra memory cost required to reach the gain in time reported. It is important to note
that the extra memory cost for SimPair LSH remains constant to 3.7MB (i.e. the
similar pair list size) for all the diverse setting of L, while LSH needs significantly more
extra memory, with increasing L, to achieve similar response time as our method. We
can conclude that LSH needs significantly more memory to achieve even less response
time saving as SimPair LSH does.

For example, to have a gain in running time of 17% when L = 78, LSH needs
38MB extra memory (12 ∗ 55, 000 ∗ (136− 78)). In contrast, SimPair LSH only needs
3.7MB storing the similar pair set to gain more than 17% response time; that makes
our algorithm save 10 times the space cost used from LSH. Note that when the number
of hash tables is increased, the time spent on computing the L hash values will also
increase proportionally, which means the real running time saving from Original LSH
is actually smaller than 17%. When L is large, even more extra memory is needed
to gain the same amount of running time. For example, when the hash table size
increased by around 225MB, the time cost decreases only about 10%; in this case
our method saves roughly 60 times the space cost used from LSH.

Comparing with the figure shown in the previous experiment, by using the same
amount of extra memory (3.7MB), SimPair LSH gains slightly more percentage for
different settings of k and L. Clearly, SimPair LSH is more space efficient in terms
of saving running time.

Varying the success probability P . We varied P from 90% to 99%, and set
k = 14 and L changes accordingly to see how P affects the real running time. Other
parameters are the same as the previous experiment. The results are shown in Figure
2.9. Again from the figure, we can see that SimPair LSH outperforms LSH in terms
of running time consistently. For different data sets, P has different impact on the
saving time. However, the general trends seem to indicate that the impact is not
significant.

For completeness in Figure 2.10 we report the response time saved by SimPair
LSH considering the overall running time.

Varying the dimensionality d. We ran experiments on Flickr image data set
with different dimensionality d: 162 and 512, and set P = 95% to see how d affects
real running time saved. Other parameters are the same as the previous experiments.
The results are shown in Figure 2.11. The y-axis shows the percentage of running
time saved as in the previous experiments.

From this figure, we can see that for a higher dimensionality, the percentage of
real time saved is higher in general, which we were not able to see from Figure 2.5.
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Figure 2.9 Running time vs. success probability P
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This is because the gain in time each prune brings is relatively higher compared with
the cost of each prune when the dimensionality is higher.

For completeness in Figure 2.12 we report the response time saved by SimPair
LSH considering the overall running time.

2.4.6 Experiments on larger data sets

As mentioned earlier, we also ran experiments on the full 1 million tiny image data
set. Due to the memory size constraint on our machine (2GB), we set the number of
hash tables to smaller values. The results were consistent with those shown before,
and they showed that data set size is not a dominant factor affecting the difference
between SimPair LSH and LSH. For example, referring to Table 2.2 when the number
of hash tables is set to 45, SimPair LSH outperforms LSH by around 11% on the larger
data set in terms of real running time, which is similar to what Fig. 2.6 showed.

Table 2.2 Running Time saved for 1 million tiny image data set

k L Partial Time saved Overall Time saved
8 45 11 % 9 %
10 78 14 % 12 %

2.4.7 Experiments testing the pruning prediction

In this subsection, we test the prediction of the number of prunes and the number of
operations to achieve the pruning.

We vary the similar pair threshold θ. The predicted lower bound of pruned points
with different θ is shown in Figure 2.13. The parameter settings are as follows:
distance threshold for near neighbors τ = 0.1, the dimensionality of the data set
d = 162, k = 20, L = 595, and the success probability P = 90%. Y-axis shows the
average number of points pruned per query; x-axis shows the values of θ based on τ .

From the figure we can see that the pruning prediction is relatively accurate. The
difference between the predicted lower bound is in the worst case at most 50% of the
number of real pruned points under different settings of θ.

2.4.8 Quality of results

In this set of experiments, we tested the recall or false negatives of both methods.
If a user sets P at 90%, it means that she can tolerate missing at most 10% near
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neighbors. The results in Fig. 2.14 show that the real recall value is clearly higher
than the user specified probability.

2.5 Conclusions

In this chapter, we studied the problem of range search in an incremental manner
based on a well-known technique, Locality Sensitive Hashing. We proposed a new
approach to improve the running time of LSH. The idea is to take advantage of certain
number of existing similar point pairs, and checking this similar pair set on-the-fly
during query time. Since the look-up time cost is much cheaper than the distance
computation, especially when the dimensionality is high, our SimPair LSH approach
consistently outperformed the original LSH method, with the cost of a small amount
of extra space. To gain the same amount of running time, LSH required significantly
more space than SimPair LSH (e.g., 10 to 100 times more). The superiority of SimPair
LSH over the original LSH was confirmed by our thorough experiments conducted
on 3 real-world image data sets. Furthermore, SimPair LSH preserves the theoretical
guarantee on the recall of the search results. Last, SimPair LSH is easy to implement
based on LSH.





3
Visualizing Technology Enhanced Learning Research

Communities

1

Author Co-Citation Analysis (ACA) provides a principled way of analyzing re-
search communities, based on how often authors are cited together in scientific pub-
lications. In this work, we present preliminary results based on ACA to analyze and
visualize research communities in the area of technology-enhanced learning (TEL),
focusing on publicly available citation and conference information provided through
CiteseerX [Cit] and DBLP [DBLa]. We describe our approach to collecting, orga-
nizing, and analyzing appropriate data, as well as the problems which have to be
solved in this process. We also provide a thorough interpretation of the TEL research
clusters obtained, which provide insights into these research communities. We used
principal component analysis to detect appropriate clusters in TEL research, and
then visualize and interpret these clusters. The results are promising, and show the
method’s potential as regards mapping and visualizing TEL research communities,
making researchers aware of the different research communities relevant for technology
enhanced learning, and thus better able to bridge communities wherever needed.

1Image under Creative Commons License avaliable at http://www.flickr.com/photos/unisgeneva/
4887296251/sizes/l/in/photostream/
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3.1 Introduction

Technology-enhanced learning is a fascinating field, with lots of different research
questions and aspects to focus on. Researchers in TEL can focus on learning in-
frastructure to support the re-use of learning objects or personalization, on intel-
ligent tutoring systems, on mobile learning, or on collaborative learning in teams.
They can also focus on professional learning and knowledge management infrastruc-
tures, learning in universities (e.g., computer science, engineering, or other disci-
plines) and on learning in schools, with a lot of interesting research questions and
results. Many different conferences and journals are devoted to different aspects of
technology-enhanced learning, providing a variety of forums through which to publish
TEL research results.

The downside of this variety is, however, that TEL is a much more fragmented
area than most other research areas, making it difficult to gain an overview of recent
advances in the field. Even for experienced TEL researchers answering the questions:
“What communities and sub-communities can be identified in TEL”, “what research
topics/specialties can be identified in a field of studies” and “what conferences are
the most relevant for what topic and for what community” is a difficult task, and for
beginners it is obviously an impossible one.

Being aware of this fragmentation and of the various sub-communities, which make
up the TEL area, is an important pre-requisite towards overcoming this fragmenta-
tion, increasing synergies between different sub-areas and researchers, and, last but
not least, providing funding agencies with evidence of new research results, innovative
applications, and promising new approaches for technology enhanced learning.

In this chapter, we provide a first step towards this goal, by employing the tech-
nique of Author Co–citation Analysis (ACA) on the large subset of TEL conferences
related to computer science as indexed by DBLP [DBLa] and CiteseerX [Cit] - the
latter provides citation information for each indexed paper. ACA relies on the insight
that, if two authors are cited together very often in scientific articles, their work must
be related to the same research field.

The remainder of this chapter is organized as follows: in Section 3.2 we discuss
about related works. Then, we will describe our methodology for data collection,
solutions for problems that we encountered, and the techniques of author-co-citation
and factor analysis for detecting communities in a given research area in Section 3.3.
We will further describe and discuss our results which provide an interesting insight
into some important TEL research clusters in Section 3.4, and close with a summary
and discussion of next steps and future work in Section 3.5.

3.1.1 Our contributions

The contributions of this work are:
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• We offer a principled way of analyzing research communities based on authors
cited together in scientific publications.

• We ease authors’ work to find collaboration between researchers within the
same scientific community, and also increasing synergies between different sub-
communities and researchers. Thus, we make researchers aware of the different
research communities relevant for technology enhanced learning, and then better
able to bridge communities wherever needed.

3.2 Related Work

3.2.1 Principal Component Analysis (PCA)

The goal of PCA is to find a new set of dimensions that better captures the variabil-
ity of the data. For instance, it is useful when researchers have obtained data on a
number of variables (possibly a large number of variables), and believe that there is
some redundancy in those variables. In this case, redundancy means that some of the
variables are correlated with one another, possibly because they are measuring the
same construct. Because of this redundancy, it could be possible to reduce the ob-
served variables into a smaller number of principal components (artificial dimensions)
that will account for most of the variance in the observed variables [Jol02].

More specifically, the first dimension is chosen to capture as much of the variability
as possible. The second dimension is orthogonal to the first, and, subject to that
constraint, it captures as much of the remaining variability as possible, and so on.

PCA has several appealing characteristics. First, it tends to identify the strongest
patterns in the data. Hence, PCA can be used as a pattern-finding technique. Second,
often most of the variability of the data can be captured by a small fraction of the
total set of dimensions. Consequentially, dimensionality reduction using PCA can
result in relatively low-dimensional data and might be possible to apply techniques
that do not work well with high-dimensional data. Third, since the noise in the data is
(hopefully) weaker than the patterns, dimensionality reduction can eliminate much of
the noise. This is beneficial both for data mining and other data analysis algorithms
[TSK05].

We briefly describe the mathematical basis of PCA. For more details, please refer
to [Jol02].

Mathematical Details. Given an m by n data matrix D, whose m rows are
data objects and whose n columns are attributes, the covariance matrix of D is the
matrix S, which has entries sij defined as

sij = covariance(di, dj)
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In other words, sij is the covariance of the i-th and j-th attributes (columns) of
the data.

The covariance of two attributes is a measure of how strongly the attributes vary
together. If i = j, i.e. the attributes are the same, then the covariance is the
attribute’s variance. If the data matrix D is preprocessed so that the mean of each
attribute is 0, then S = DTD.

A goal of PCA is to find a transformation of data that satisfies the following
properties:

• Each pair of new attributes has 0 covariance (for distinct attributes).

• The attributes are ordered with respect to how much of the variance of the data
each attribute captures.

• The first attribute captures as much of the variance of the data as possible.

• Subject to the orthogonality requirement, each successive attribute captures as
much of the remaining variance as possible.

A transformation of the data that has these properties can be obtained by using
eigenvalue analysis of the covariance matrix. Let λ1, . . . , λn be the eigenvalues of
S. The eigenvalues are all non-negative and can be ordered such that λ1 ≥ λ2 ≥
. . . λn−1 ≥ λn. Let U = [u1, . . . , un] be the matrix of eigenvectors of S. These
eigenvectors are ordered so that the i-th eigenvector corresponds to the i-th largest
eigenvalue. Finally, assume that data matrix D has been preprocessed so that the
mean of each attribute (column) is 0. We can make the following statements:

• The data matrix D′ = DU is the set of transformed data that satisfies the
condition posed above.

• Each new attribute is a linear combination of the original attributes. Specifi-
cally, the weights of the linear combination for the i-th attribute are the com-
ponents of the i-th eigenvector. This follows from the fact that the j-th column
of D′ is given by Duj.

• The variance of the i-th new attribute is λi.

• The sum of the variance of the original attributes is equal to the sum of the
variance of the new attributes.

• The new attributes are called principal components, i.e. the first new attribute
is the first principal component, the second new attribute is the second principal
component, and so on.
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The eigenvector associated with the largest eigenvalue indicates the direction in
which the data have the most variance. In other words, if all of the data vectors are
projected onto the line defined by this vector, the resulting values would have the
maximum variance with respect to all possible directions. The eigenvector associated
with the second largest eigenvalue is the direction (orthogonal to the first eigenvector’s
direction ) in which the data have the largest remaining variance.

In conclusion, the eigenvectors of S define a new set of axes. Indeed, PCA can
be viewed as a rotation of the original coordinates axes to a new set of axes that are
aligned with the variability in the data. The total variability of data is preserved,
but the new attributes are now uncorrelated.

3.2.2 Co–author Analysis and Citation Analysis

Co–author analysis and citation analysis are important methods when analyzing sci-
entific communities. In [OMD09], Ochoa et al. provide a very nice example of how
such analysis can help to provide greater insight into TEL research communities
and collaborations, through visualizing and intuitively describing research community
structure, focusing on TEL publications presented at recent ED-Media conferences.
They focus on co-author analysis and visualization of these relations and provide in-
teresting insights into collaboration networks in the TEL area. Wild et al. [WM98]
used the same data corpus for a trend analysis in the ED-Media conferences. By
applying clustering techniques to the paper titles, they showed how certain technolo-
gies and approaches gained importance – including, among others, mobile learning,
blended learning, portfolios, podcasts, game-based learning and assessment.

Similar introspectives have been applied to other research fields in the past. Henry
et al. [HGEF] provide an analysis of the area of human computer interaction, based
on the four major HCI conferences, focusing on citation analysis that use data re-
lating to these conferences (between conferences, articles, and authors), word cloud
visualizations to characterize the four conferences, and other visualizations that char-
acterize collaboration and other networks. This research does not rely on sophisti-
cated mathematical network analysis models but is a very good example of the power
of visualization to make the structure of these networks explicit.

The approach we build upon in this work, author co-citation analysis, has not
yet been used widely, despite its potential, for detecting and clustering scientific
communities based on the mathematical notion of factor analysis. One of the best
papers and a good introduction to this approach is the paper by White et al. [WM98].
This study presents an extensive domain analysis of a discipline – information science
– in terms of 120 top-cited authors, based on their papers from 1972 to 1995, with
citations retrieved from Social Scisearch via DIALOG 2. Tables and graphics reveal the
specialist nature of the discipline over 24 years, based on author co-citation analysis.

2http://library.dialog.com/bluesheets/

http://library.dialog.com/bluesheets/
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The results show an interesting split of the field into two main specialties which barely
overlap, namely experimental retrieval/information retrieval and citation analysis.
Included is also a dynamic analysis of the field, based on three 8–year–periods, which
shows changes of authors and areas. The analysis is based on journal citations,
but neglects important conferences such as the ACM SIGIR conference, the most
relevant conference for the IR community. In contrast, the citation database used
in our research, CiteseerX, includes all important computer science conferences and
workshops, providing a broad overview of computer science as it relates to TEL.

Using similar techniques, Chaomei Chen and Les Carr [CC99] present an analysis
of hypertext research based on the ACM Hypertext conference series, with papers
included from 9 conferences over 10 years. About half of the citations in this series
refer to papers from the same series which points to a very homogeneous research
community. Again, dynamic analysis using three time periods is included. Only
citations within these conference series were considered, while we include citations
from all conferences. Due to their restricted focus, the factors discovered represent a
finely grained view of the hypertext research area (including sub-areas such as design
models, hypertext writing, open hypermedia and information visualization), while
our factors represent broader research communities, centered around one or a few
community-centered conferences such as Adaptive Hypermedia or AIED.

3.3 Collecting Co-Citation Data

Following White et al. [WM98], we assume that citing practices in a research commu-
nity reflect the judgments as to which works by which authors are the most influential
– for the field in general and for specific sub-themes. Aggregated over time, a definite
structure emerges that can be considered the current state of the field. Co–citation is
a very good way of establishing relations between authors that correspond to specific
sub-themes and research areas in a research community – even though they do not
directly reference each other. We consider author A and B to be co–cited, if they are
both cited by an author C – that is, both names appear at least once in the reference
section of C’s paper. The more co-citations, the stronger the relationship is.

Our data sets were obtained from CiteSeerX and DBLP. CiteSeerX is a digital
library focusing on the literature in computer and information science, being fairly
complete. The articles are crawled automatically from the Web and then metadata
and citations are extracted from these articles, again automatically. The CiteSeerX
dataset contains more than 1.4 million paper records correlated with about 28 million
citations. Due to the automatic data collection process, metadata in CiteSeerX are
not always prefect, which leads to considerable problems that have to be solved before
the analysis starts. We will describe these problems and our solutions in the follow-
ing subsections. In addition, DBLP is a computer science bibliography database,
which relies more on human input (the maintainer of DBLP is Michael Ley, from the
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University of Trier), which covers about the same field as CiteSeerX, and currently
contains about 1.3 million bibliographical records. DBLP metadata do not include
citations, but has been used in our project to contribute high-quality metadata, to
cope with ambiguous author names and to provide reliable conference statistics.

3.3.1 Data collection

While it was not the goal of our research to determine the most relevant authors in
TEL – such a goal would involve a more elaborate discussion on how “most relevant
authors” should be defined – a good sample of highly cited authors in TEL covering as
many areas of TEL as possible was obviously necessary. Obtaining such a sample for
a diverse area such as TEL is no trivial matter. The following paragraphs discuss our
approach and the steps needed to gather such a sample. Our data collection focused
on data available through the CiteseerX and the DBLP databases, both covering all
computer science related researches, and will extend this through additional databases
covering educational and psychological research for TEL in the future.

Obtaining a first sample. To obtain a first sample of TEL conferences, we
collected the lists of TEL conferences and journals to which a small sample of 13
well–known researchers submitted their papers (i.e. Duval, Scott, Brusilovsky, Koper,
Kieslinger, Klamma, Nejdl, Balacheff, Sharples, Davis, Zimmermann, Wolpers, Suther-
land). From these conferences and journals (as identified in DBLP), we extracted the
100 most prolific researchers. In a second iteration, we collected the list of top–100
conferences and journals to which these 100 most prolific authors submit their pa-
pers. Our final sample of authors represents the most prolific authors from the 20
conferences and journals in the latter list that have a specific focus on TEL 3. These
conferences and journals cover 13, 557 publications in total.

For these authors we created a co–citation matrix. This first step resulted in a
rather sparse matrix (with some authors not co-cited with any other authors) and
consequently a set of clusters extracted through our SPSS factor analysis which was
difficult to interpret. Thus, subsequent iterations were designed to extend and refine
the set of authors, as discussed in what follows; in addition they included other
conferences such as Adaptive Hypermedia, User Modeling or Artificial Intelligence,
which provide techniques for TEL infrastructures and algorithms.

Adding more authors, increasing co-citations. As regards extending and
refining the set of authors, in the second iteration we first included more authors: the
50 most prolific authors from ED-Media [EM] and EC-TEL [ECT], 15 new authors
from the IEEE TLT Board and Steering Committee [BC], and 5 more authors from
the Telearn archive [Arc]. We also included the top-15 cited papers or books from
ED-Media 2005 – 2008 [OMD09]. Second, after merging these sets, we selected the
authors with at least 20 publications in CiteseerX DB and with at least 10 co-citations

3Other topics are computer science (27 venues), artificial intelligence (26), human-computer in-
teraction (22) and databases (5).
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in our co-citation matrix. We also experimented with a threshold of 20 and 30 co–
citations, but finally kept the 10 co–citation threshold, as the clusters obtained were
of similar quality.

Disambiguating authors. At this point, we realized there was a problem of
disambiguation for some names, so we decided to check the name occurrences in
DBLP (where author names are manually disambiguated by the DBLP maintainer,
Michael Ley) and to keep only the author strings, that unambiguously identified the
TEL authors we wanted to include). For example, we deleted John Cook because we
found 269 occurrences of his surname in DBLP but, when queried by his full name
we found only 12 publications in DBLP and 8 publications in CiteseerX. We deleted
John Black as well, because the occurrences both in DBLP and CiteseerX were too
ambiguous to correctly attribute publications or citations (e.g., John Black, John A.
Black, John B. Black, John D. Black, John E. Black, John R. Black, John A. Black
Jr). Based on this disambiguation, we kept the full name of each author, and the
initials when this did not result in duplicates or ambiguity in DBLP. This left us with
77 authors for our analysis.

Adding and checking more conferences. To better characterize the clusters
found through component analysis, we checked the top 4 venues for each author. This
had to be done using DBLP, as CiteseerX does not contain complete references for
all papers, but sometimes only refers to them as technical reports. We then used
DBLPVis [DBLb], to check for the five most prolific authors in all these TEL con-
ferences covered by DBLP and CiteseerX (AIED, CSCW , EC-TEL, Edutainment,
ICALT, ICCE, ICWL, ITiCSE, ITS (Intelligent Tutoring Systems), SIGCSE, Wis-
sensmanagement, WMTE), to make our final co-citation matrix more complete, in
total 55 authors. Using a threshold of 50 DBLP publications, we kept 30 of them. 25
of them were already in our matrix, which was an encouraging sign that our previous
iterations had already produced a good sample for these TEL conferences. We added
5 new authors to our matrix, for a final matrix of 82 highly cited and co–cited TEL
authors.

3.3.2 Data processing – Problems and Solutions

We conducted our analysis on CiteseerX dataset. The following paragraphs discuss
our approach and give an overview about the relevant tables considered from the
database, as well as the problems encountered during data processing and our solu-
tions for these problems.

Tables. CiteseerX is organized in terms of three main tables: Papers, Authors,
and Citations. The Papers table contains all the papers, unequivocally retrieved
through an identifier. Every paper can be a different version of the same publication,
each associated to a single value of the attribute cluster, e.g., one cluster ID is coupled
with several paper IDs. In addition, the papers are connected with their authors. A
single author can have multiple occurrences in the Authors table, one for each paper
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she wrote. Thus, the data set contains duplicated author identifiers, a common
problem when dealing with publication data. Finally, the references for each paper
are stored in the table Citations with the following information: paper identifier
cited–paperID of the paper which the reference is cited by, citation title, venue, year
and authors of the cited paper (a string field, with all authors concatenated).

Processing. To compute the co-citation matrix, we collected the subset of the
paper citations corresponding to the references to papers written by the relevant
authors, selected for our analysis. The lack of a paper identifier of the citation made
our mining task more complex: to retrieve the cited papers of our author list, we had
to search for our authors within the value of the attribute authors in the Citations
table. This was possible after processing the dataset in three steps: 1) drop all
the foreign keys inside the Citations table; 2) change dataset engine from InnoDB
to MyISAM to enable efficient full-text search; 3) create a full-text index for the
attribute authors. All the results were stored within a new citations–TopAuthors
table so as to provide reasonable processing time for our queries (the size of the new
table is about 50, 000 records compared to the 28 million in the original Citations
table. Finally, to further increase processing time, we built another full-text index on
authors.

Multiple author aliases. Since a single author can have multiple occurrences
in the Authors table, we had to cope with the problem that author names may be
misspelled or use initials instead of full first names; authors may also change their
names or use different combinations of formal and informal names and initials in
different papers, producing multiple identifiers we call aliases for a single person. The
author “Wolfgang Nejdl” appears more than two hundreds time with his complete
name, for example, and about ten times as “W. Nejdl”.

Unique author identifier. We then collected all the paper citations which had
at least one previously computed alias in the authors attribute. For each of these,
circa fifty thousand records, we added one firstAuthor attribute in the new table
to describe a single author with aliases with one identifier, e.g., we put “Nejdl” as
identifier of “Wolfgang Nejdl” and “W. Nejdl”. Thanks to the fact that firstAuthor
contains only one identifier, we were able to solve the problem of keeping information
about the identifiers of a possible second or third author who wrote the same cited
paper. We therefore duplicated, for each author of interest, the corresponding citation
in the new table citations–TopAuthors with the identifier for a second and subsequent
author.

Paper multi versioning. Another issue we encountered was paper multi–
versioning. Because the same paper can have several versions, each of which has
been crawled from the Web and given that each of these publications keep informa-
tion about their references in the Citations table, we had to remove from our table
the duplicate citations related to different editions of the same paper. To achieve this
goal, we exploited the attribute cluster, as described before, of the table Papers.
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3.3.3 Matrix creation

For subsequent analysis, we then created a quadratic, symmetric matrix containing
the listing of our selected authors as rows and columns, to be filled by co-citation
data: for the j-th row and the i-th column, the retrieved value in this cell refers to
the number of times the j-th author was co-cited with the i-th one and vice-versa.

For i equal to j we included a null value because it corresponds to the cell repre-
senting the number of co-citations of one author with herself.

Our matrix construction process includes three main steps:

1. Select the identifiers of all cited papers we collected in our table citations–
TopAuthors.

2. For each of these identifiers, gather distinct authors, i.e. the values of the
attribute firstAuthor.

3. Whenever this previously computed result set carried more than one author,
for each possible author pair, we incremented the corresponding values < i, j >
and < j, i > in the matrix.

These steps lead to the following algorithm, described in pseudo-code and relevant
SQL statements in Algorithm 4.

Algorithm 4: Pseudo code for the matrix computation

begin
Select distinct cited− paperID from citations− TopAuthors;
for each cited− paperID do

Select distinct firstAuthor from citations− TopAuthors where
cited− paperID = currentcited− paperID;
if more than one firstAuthor then

Compute all possible author pairs;
for each author pair < i, j > do

Update matrix cell < i, j > and < j, i >;

end

3.4 Experiments and Evaluations

We then proceeded to analyze our data, using Principal Component Analysis, to
detect appropriate clusters/areas in TEL research, and then visualize and interpret
these clusters.
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3.4.1 Using Principal Component Analysis to Detect TEL
Research Areas

Principal Component Analysis. “In the social sciences we are often trying to
measure things that cannot directly be measured (so–called latent variables)”, as
Andy Field states in his book [Fie09]. In our case, the interest in different topics or
research areas of different authors in TEL cannot easily be measured. We could not
measure motivation and interest directly, but we tried to analyze a possible underlying
variable (collaboration in the form of co-citations among the major authors), to detect
different sub-communities and possible trends. To do so, we used the statistical
application SPSS [Fie09] to perform the Principal Component Analysis (PCA): a
technique for identifying groups or clusters of variables and reduce the data set to a
more manageable size while retaining as much of the original information as possible.
Often, its operation can be thought of as revealing the internal structure of the data
in a way which best explains the variance in the data.

PCA vs. FA. Principal Component Analysis is similar to Factor Analysis, but
merely has the goal of finding linear components within the data and how a variable
might contribute to these components (which basically means, finding some meaning-
ful clusters within the data). Factor Analysis uses the same techniques, but the aim is
to build a sound mathematical model from which factors are estimated. Factor Analy-
sis assumes that the covariation in the observed variables is due to the presence of one
or more latent variables (factors) that exert causal influence on observed variables.
Researchers use Factor Analysis when they believe that certain latent factors exist
boosting causal influence on the observed variables they are studying. Exploratory
Factor Analysis helps researchers identify the number and nature of these latent fac-
tors. In contrast, Principal Component Analysis makes no assumption about an
underlying causal model. PCA is simply a variable reduction procedure that (typ-
ically) results in a relatively small number of components that account for most of
the variance in a set of observed variables. The choice of PCA vs. FA depends on
what we hope to do with the analysis: whether we want to generalize the findings
from our sample to a population, or whether we want to explore our data or test
specific hypotheses [Jol02]. In our specific research, we used PCA because we wanted
to explore the data with a descriptive method and apply our findings to the collected
sample.

Correlation determinant. When we measure several variables with PCA, the
correlation between each pair of variables can be arranged in what is known as an
R-matrix: a table of correlation coefficients between variables. The existence of
clusters of large correlation coefficients between subsets of variables, suggests that
those variables could be measuring aspects of the same underlying dimensions. These
underlying dimensions are known as factors (or latent variables). In Factor Analysis
we strive to reduce this R–matrix to its underlying dimensions by looking at which
variables seem to cluster together in a meaningful way. This data reduction is achieved
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by looking for variables that correlate highly with a group of other variables, but do
not correlate with variables outside that group. Because our main aim is PCA, we
did not have to worry about the correlation matrix determinant. Strictly speaking,
the determinant or correlation matrix should be checked only in Factor Analysis: in
pure Principal Component Analysis it is not relevant [Fie09], so that we could leave
all our authors in the sample.

Defining factors. Not all factors are retained in an analysis, but only the most
relevant and meaningful ones for the research. In our case, we used Varimax or-
thogonal rotation 4 to discriminate between factors (to rotate the factor axes such
that variables are loaded maximally to only one factor and we could better calculate
the loading of the variable on each factor). We sorted the variables by size ordering
them by their factor loadings, to display all the variables which load highly onto the
same factor together. As a result we obtained a Rotated Component Matrix which
shows the variables listed in order of size of their factor loadings. For interpretation
purposes, we also suppressed absolute values which were less than 0,4.

We obtained 15 factors in total, which explain 78% of the variance; in our work,
we focus on the first six factors, explaining 59%. Compared to White and McCain’s
research [WM98], where the first eight factors alone explain 78% of the variance, our
lower value reflects the different disciplines that come together in TEL, producing
many more sub-communities, while Information Science has some well-established
communities that focus on a particular topic. To describe the meaning of each factor
more precisely, we also added information regarding the conferences where our sample
authors usually publish. For this research, we included the top 4 venues for each
author, as well as the number of papers published. Figure 3.1 shows the first two
clusters, with a (small) subset of conferences displayed and Table 3.1 clusters 3–6.

3.4.2 Visualizing TEL research clusters

Visualization based on conferences. Based on this analysis, the following figures
provide a visualization of the TEL research clusters obtained based on pie charts
relating to the most relevant conferences for each cluster (Figure 3.2). To produce
the conference-based charts, for each author we collected her four most frequented
conferences according to DBLP (names of conferences as well as number of papers
published by this author), added the number of papers for each conference and clus-
ter, and then produced the following pie-charts including the most representative
conferences for each cluster. For Clusters 1 and 2, conferences were selected if they
included more than 20 publications (for Cluster 1) and 15 publications (for Cluster
2) from the cluster authors; for Clusters 3–6, we used a threshold of 5–7 publications
to select the representative conferences.

4The Varimax rotation attempts to maximize the dispersion of loadings within factors. It tries
to load a smaller number of variables highly onto each factor resulting in more interpretable clusters
of factors.
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Figure 3.1 Factor loadings, authors, overall CiteseerX publications, and top
4 venues for each author, for the first two clusters
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Value Author CiteseerX

Cluster 3

.923 Stefanie N. Lindstaedt 20

.919 Mark Guzdial 37

.718 Mike Sharples 38

.679 W. Lewis Johnson 67

.594 Ron Oliver 39

.571 Erkki Sutinen 46

Cluster 4

.929 Daniel Olmedilla 45

.781 Peter Brusilovsky 93

.747 Marek Hatale 30

.735 Ralf Steinmetz 134

Cluster 5

.911 Mordechai Ben-Ari 23

.823 Guido Roessling 32

.555 Susan H. Rodger 21

Cluster 6

.667 Jose Luis Sierra 48

.585 Colin Tattersall 33

.583 Sabine Graf 23

.577 Rob Koper 91

.570 Baltasar Fernandez-Manjon 46

Table 3.1 Factor loadings, authors, and CiteseerX publications for cluster
3–6
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(a) Cluster 1 (b) Cluster 2

(c) Cluster 3 (d) Cluster 4

(e) Cluster 5 (f) Cluster 6

Figure 3.2 A visualization of the TEL research clusters based on relevant
conferences
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Visualization based on Tag Clouds. Based on the clusters we retrieved, we
selected within the CiteseerX dataset all the paper titles whose authors were in the
cluster of interest. From the extracted paper titles we removed the words with less
than 2 characters and the words consisting of numbers because these were not useful
when determining the topic of a paper; for those words containing punctuation marks
such as – ? % and /, we removed them and combined the remaining parts. We also
removed stop words and applied stemming, as well as duplicate words inside a papers
title. We then assigned a counter to each distinct word, counting the number of
occurrences of the word inside the titles. Last, we sorted all words in increasing order
based on the counters and visualized, in the largest case, the first 150 words (Figure
3.3).

3.4.3 Discussion

The combined information from the clusters of researchers, the main conferences and
journals that they address, and the most often used keywords in their publications
clearly show the differences in focus in the community – in terms of research as well
as in terms of publications and connections. In this section, we discuss the main
findings from the visualizations presented before.

The main publication venues (Figure 3.2) of the first cluster of researchers (Fig-
ure 3.1) include – besides main TEL conferences such as ITS and ICALT and the
general journal JUCS – Adaptive Hypermedia, Hypertext, and EC-TEL. From the
word cloud (Figure 3.3) of this cluster – with “Adapt”, “Model”, and “Hypermedia”
as distinctive words – a clear focus on adaptive hypermedia systems can be observed.
This cluster contains authors such as Paul de Bra (his four most frequent confer-
ences are Hypertext, WebNet, AH, and EC–TEL), Marcus Specht (EC-TEL, AH,
and WebNet), Hugh Davis (ICALT, Hypertext), and Wolfgang Nejdl (AH and many
non-TEL conferences focusing on the Web and Information Systems). The cluster
also includes personalization as represented in other relevant conferences listed (Judy
Kay, for example, publishes most in ITS, AH, and AIED).

Most authors in the second cluster have their roots in the field of artificial intelli-
gence – as shown from the main publication venues AAAI and AIED. The conference
on Intelligent Tutoring Systems is, in terms of quantity, the most important confer-
ence of this cluster. Authors in this cluster include Carolyn Penstein Rose (ITS and
AIED), Bruce McLaren (ITS, AIED, and EC-TEL) and Kurt Van Lehn (ITS and
AIED). Jim Greer is included in the first two clusters, publishing most in ITS and
AIED, but also in EC-TEL and UM conferences, which are closer to the first cluster.
Whereas the focus of the first cluster is on personalization and adaptation, the second
cluster mainly focuses on understanding learners needs, by applying reasoning tech-
niques to the models of the learner – this can also be observed from the word clouds:
“Learn(-er/-ing)”, “Student”, “Model”, and “Cogni(tion)” are the most significant
words for this cluster.
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The differences in terms of background and focus between the first two clusters
are striking, given the similarity in research goals. Learner or user modeling is the
first step in the process of adapting a system to the learner [PW05]. It is to be ex-
pected that these clusters will become more related with one another, as the targeted
conferences AH (first cluster) and UM (second cluster) have merged into the UMAP
conference in 2009.

Terms that show up in the third cluster are “Environment”, “Mobile”, “Peda-
gogy”, “Agent”, and “Design”. Researchers in this cluster have more diverse back-
grounds than in the first two clusters, but with the common denominator that they
focus on the application of specific technologies to learning. These focuses include
mobile technologies (Mike Sharples, Erkki Sukinen – WMTE), computer science ed-
ucation (SIGCSE, Mark Guzdial), and knowledge management.

The fourth cluster is an interesting cluster, related to Cluster 1 (“Personaliza-
tion”), with Peter Brusilovsky as most prominent author. However, this cluster is
more focused on learning objects than the first cluster, as witnessed by Erik Duval, as
another prominent author. Apart from “Adaptation” and “Hypermedia”, the word
clouds of this cluster include “Object”, “Semantic”, “Repository”, and “Metadata”.
As the first cluster, it also includes authors publishing not only in TEL, but in other
areas (Ralf Steinmetz and Matthias Jarke). Because of the smaller cluster size, with
respect to Cluster 1, several non-TEL related conferences have a bigger impact on
the pie chart. That can be considered as an explicit hint as to how other computer
science related areas often influence TEL research.

The fifth cluster is a very application oriented cluster, with two TEL conferences
mostly relating to computer science education (SIGCSE, ITiCSE, Mordechai Ben–Ari
as prominent author), and an interesting non–TEL conference on Theoretical Com-
puter Science showing the background of Guido Rling (ENTCS, otherwise publishing
mainly in ITiCSE and DeLFI, the German eLearning conference).

In terms of number of publications, Rob Koper is the most prominent researcher
in the sixth cluster. An online search on these researchers shows that all of them have
contributed to the theory of Learning Design [KT05] and related technologies and
standards, such as SCORM [SCO] – as exemplified by Baltasar Fernández-Manjón.
Not surprisingly, “Learning Design” is the leading term of this cluster’s word cloud.

It is apparent that the lists of most popular conferences and journals for each clus-
ter do not only contain TEL-specific conferences: they also contain conferences with
a focus on artificial intelligence (AAAI) and human-computer interaction (AH, UM).
On the one hand, this shows the importance of these areas to TEL – which matches
the numbers of non-TEL venues that we identified during our data collection, as ex-
plained earlier in this chapter – but also shows that TEL–related work is presented at
other venues. This can be interpreted as evidence for the multidisciplinary character
of TEL research. From these six clusters, the building blocks of the computer-science
related research in TEL can be observed as:
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(a) Cluster 1 (b) Cluster 2

(c) Cluster 3 (d) Cluster 4

(e) Cluster 5 (f) Cluster 6

Figure 3.3 A visualization of the TEL research clusters based on paper titles
(created using Wordle.net)

• Human–computer interaction, most prominently (adaptive) hypermedia sys-
tems (cluster 1);

• Artificial intelligence and (reasoning techniques for) user modeling (cluster 2);

• Semantics, repositories, and metadata (cluster 4).

Cluster 3 and 6 represent the more TEL-specific innovative areas. The terms in
their word clouds overlap to a large extent with the “new terms” in ED-MEDIA, as
identified by Wild et al. [WVSss]. Finally, cluster 5 presents concrete applications in
computer science education.
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3.5 Conclusions

In this work, we used author co-citation analysis to analyze and visualize research
communities in the area of technology-enhanced learning, focusing on publicly avail-
able citation information provided through CiteseerX and conference information
available through DBLP. The results are visualized based on relevant conferences
and themes for each cluster, providing a first important step to offer a structured
overview over research in technology-enhanced learning and make TEL researchers
aware of the different research communities relevant for their work.

As an important next step, we will extend our dataset with additional publication
and citation data relevant for TEL, most importantly education and psychology, as
relevant, for example, for computer supported collaborative learning 5. These steps
are currently performed, together with other project partners, in the context of the
STELLAR Network of Excellence.

We hope, that this work as well as future work building on it, will help overcome
TEL research fragmentation, by making TEL researchers aware of the different re-
search communities relevant for technology-enhanced learning, and thus more able to
bridge communities wherever needed.

5The CSCL conference, for example, is not indexed in DBLP and therefore missing in our analysis.





4
Retrospective Event Detection in an Unsupervised

Manner

1

Content analysis and clustering of natural language documents/articles become
crucial in various domains. The goal of this research is to introduce an approach to
cluster articles in an unsupervised manner. Clustering documents serves to extract
events, where an event is defined as a specific thing happening at a specific time
and place, which may be consecutively reported by many articles in a period under
observation. Our method is part of the Retrospective Event Detection area (RED).
RED is defined as the discovery of previously happened events in historical corpus.
The methodology we present can be used as a baseline for seeking any anomalies and
for creating a predictive model for the near future in several application domains.

We prove the goodness of our theoretical study adapting our unsupervised learner
to the medical domain and in doing that, we suggest a technique which combines
aspects from different feature-based event detection methods. We evaluate our ap-
proach with two real world datasets with respect to the quality of article clusters.
Our results show that we are able to achieve a precision of 60% and a recall of 71%
analyzed using manually annotated real-world data.

1Image under Creative Commons License avaliable at http://www.flickr.com/photos/digital
dreams/3917888272/sizes/m/in/photostream/
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4.1 Introduction

Retrospective Event Detection (RED) is part of the clustering algorithms which have
the task to discover previously unidentified events in historical collection. Although
RED has been studied for many years, it is yet an open problem.

In this research, we propose a new retrospective event detection algorithm in order
to build a predictive model of events for the near future. Our intuition comes from the
observation that articles contain two kinds of information: contents and timestamps.
The usefulness of time information is often ignored, or at least time information
is used in unsatisfied manners. According to these observations, we explore RED
and consider the better representations of news articles and events, which should
effectively model both the contents and the time information. Also, we notice that
previous works consider little on modeling events in probabilistic manners. As a result,
in this study we propose a probabilistic model for RED, in which both contents and
time information are utilized.

Through this chapter, we will present an application scenario of our methodology.
The specific and important domain of health boosted us to apply our approach to real
needs in the medical area. In particular, the detected events we extract are defined
as Public Health Event (PHE). Actually, a PHE is intended to be some emerging
infection, symptom, or illness affecting people or animals in a particular geographic
place during a specific time period.

The strategy for epidemiologists to mitigate the impact of potential diseases-
spreading is to detect the medical event as early as possible. The body of work devoted
to this effort is known as event-based Epidemic Intelligence (EI) [PCKC06]. In order
to provide information as timely as possible, by now all the stages of event-based EI
system, including document collection, filtering and processing, are done with little
or no human intervention. Unstructured and informal text of Web documents are
used as data source to detect facts about current infectious disease activity within
a population [ea09]. Existing event-based EI systems rely upon the enumeration of
possible types of medical reporting patterns (e.g., Medisys [Yan06]). This presents
a huge limitation, since given the variety of natural language, many patterns may
be required, and the recall for identifying relevant events can be low. Other systems
rely on pre-defined keywords for identifying relevant information about public health
events. In both cases, the algorithms are not robust enough for the task of detecting
emerging public health events, since the only threat indicators (e.g., keywords) they
can detect are those that are explicitly under surveillance.

One way to overcome the aforementioned limitations is to cast a new light on
the task of public health event detection - so that it is done in an unsupervised and
retrospective manner. In this area, there are two major approaches: those based on
predictive event detection which mine representative features, given an event [YPC98,
LWLM05]; and those that detect an event from a list of highly correlated feature-
bursts [FYYL05, HCL07]. The advantages of the former are that they are based on



4.1 Introduction 83

a generative model and they have been shown to provide a more unified framework.
They are capable of incorporating multiple modalities such as timestamps as well as
explicit representations for various types of entities (e.g., locations, persons, etc.). A
drawback is, however, that no prior burst analysis is done on these representations.
In contrast, approaches based on the correlation of feature-bursts can filter out a
vast number of potentially irrelevant features, yet many types of features relevant for
public health event detection (i.e., symptoms, victims, or medical conditions) are not
modeled.

We hypothesize that applying an unsupervised algorithm to public health event
detection will help to overcome the limitations of existing EI systems. To justify
this hypothesis, we propose a new unsupervised approach for event detection. Then,
we adapt that to the medical domain in a way that events can be detected that are
rare (aperiodic), reoccurring (periodic), and domain or task-specific. In more detail,
we combine burst function spectral analysis with entity-centric feature representation
of documents in a generative model for predictive event detection. Going beyond a
random initialization of the probabilities in this generative process, we instead exploit
a known distribution of the features that are obtained directly from the burst function.
Additionally, in our burst analysis, we refine the approach to feature representation by
incorporating a Cauchy-Lorentz distribution to more closely model the true behavior
of periodic, non-burst (trough) activity of features.

4.1.1 Our contributions

The contributions of this work are:

• Use of an approach to unsupervised event detection and adaption of its feature
set to the domain of public health event detection.

• Presentation of a general model which, in contrast to previous approaches, in-
corporates two main techniques: the burst function spectral analysis and the
entity-centric feature representation of documents in a generative model. With
respect to existing solutions, that results in a more efficient and accurate method
to predict public health events.

• Refining the model for representing periodic, non-burst features with the Cauchy-
Lorentz distribution. The better sampling reached by such distribution, is
shown to be more efficient with respect to the previous representation done
by Gaussian distribution [HCL07].

The remainder of this chapter is organized as follows: we discuss about related
works in Section 4.2. In Section 4.3, we present details of our generic approach,
while in Section 4.4 we characterize the nature of event detection in the public health
domain, to lay the foundation for describing the task-specific adaptations required in
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this setting. Then, in Section 4.5 we expose the experimental results for our approach.
Finally, we provide our conclusions in Section 4.6.

4.2 Related Work

The problem of event detection has been examined using news articles as part of a
broader initiative named topic detection and tracking [APL98]. The holy grail in
this body of work has been to automatically acquire a landscape view of a document
collection, which answers in a compact manner the questions of: “What Happened?”
and “What is New?”. The governing motivation behind such research was to provide
a core technology for a system that would monitor broadcast news and alert an
analyst to new and interesting events happening around the world. In Section 4.2.1,
we present related works in the area.

Also, the event detection task can be divided into two categories: retrospective
event detection (RED) and new event detection (NED), also called “First Story De-
tection”, in either on-line or off-line mode [YPC98]. Retrospective event detection
refers to the detection of previously unidentified events from an accumulated histori-
cal collection. New event detection refers to the discovery of the onset of new events,
either from live feeds in real-time (online model) or under a closed-world assumption.
In particular, the new event detection task is defined to be the task of identifying
new events in a set of stories. Each story is processed in sequence, and a decision is
made whether or not a new event is discussed. A decision is made after each story
is processed [APL98, All02, BCF03, ZZW07]. In this work, we choose to apply a
retrospective event detection algorithm using data historical collection, in order to
build a predictive model of events for the near future. In Section 4.2.2, we report
works in the state of the art.

In general, two main approaches have been considered to solve the problem of
event detection, namely: document-based [APL98, YPC98, LWLM05] or feature-
based [FYYL05, HCL07]. In document-based approaches, event detection is done
by clustering documents (also named articles) based on semantics and timestamps
using a generative model of documents. In Section 4.2.2, we show recent works in
this direction. In feature-based approaches the temporal and document distributions
of words are first studied and events are discovered using distributions of the features
over the time, namely trajectory. In Section 4.2.3, we report studies on feature-based
approaches focusing also on their temporal behavior.

In contrast to feature trajectory, generative modeling has been shown to provide
a more unified framework incorporating multiple modalities such as timestamp of
an article and its content. In the generative model, events are latent variables and
articles are observations. Latent variables, as opposed to observable variables, are not
directly observed, but are rather inferred through the model from some representation
of the article’s content that is observable and directly measured.
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Through this chapter, we will present an application scenario of our methodology
devoted to the public health event detection (i.e. a specific infection, disease, or
death happening at a specific time and place) using medical articles. The body
of work dedicated to this effort is known as event-based Epidemic Intelligence. In
order to address the requirements of Epidemic Intelligence, we incorporate aspects
from both the trajectory and generative model approaches. We refine the generative
model for features described in [LWLM05] by modeling the features using trajectory
distributions that have been computed from the dataset [HCL07]. In Section 4.2.4,
we present the major works and systems in the Epidemic Intelligence area.

4.2.1 Topic Detection and Tracking

The Topic Detection and Tracking (TDT) research has provided a standard platform
for addressing event-based organization of broadcast news and evaluating such sys-
tems [All02]. The governing motivation behind such research was to provide a core
technology for a system that would monitor broadcast news and alert an analyst to
new and interesting events happening around the world. The research program of
TDT focuses on five tasks: story segmentation, first story detection, cluster detec-
tion, tracking, and story link detection [LAD+02]. Each is viewed as a component
technology whose solution will help address the broader problem of event-based news
organization. The details of each of these tasks are beyond the scope of this work.
We instead want to focus on the general characteristics of TDT.

To appreciate the unique nature of TDT, it is important to understand the notion
of a topic. In TDT, a topic is defined to be a set of news stories/articles that are
strongly related by some seminal real-world event. For instance, when an outbreak
of enterohemorrhagic Escherichia coli (EHEC) occurred in northern Germany in May
and June 2011, it became the seminal event that triggered a new topic. The stories
that discussed the origin of this epidemic disease, the consequences on people health,
the economical repercussions on the market, etc. were all parts of the original topic.
Stories on another epidemic disease (occurring in the same region or time) could make
up another topic.

This shows an important contrast with typical Information Retrieval (IR). Along
with EHEC in northern Germany, a query “EHEC” will bring up the articles also
about other “EHEC” related events. On the other hand, for the query “EHEC in
northern Germany”, some of the articles that followed the original event in the late
spring 2011 might not be considered as about EHEC in northern Germany by the
traditional IR measures and would be ranked very low in the retrieval set.

This contrast indicates that the notion of an event-based topic is narrower than
a subject–based topic; it is built upon its triggering event. Hereafter, we focus on
dealing with an event-based topic rather than a subject-based. A typical topic, namely
also event, would have a start time and it would fade off from the articles at some
point in time. Since it is a specific event, it happened not only at some particular
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time, but in a specific location, and usually with an identifiable set of participants.
In other words, a topic is well defined in scope and possibly in time. In this chapter,
we will present experiments on Publich Health Event, paying particular attention to
the outbreak of EHEC in northern Germany (see Section 4.5.8).

4.2.2 Retrospective Event Detection

Retrospective Event Detection (RED) is defined as the discovery of previously uniden-
tified events in historical news corpus. It is important to note that some researchers
use very similar algorithms to perform both New Event Detection (NED) and Retro-
spective Event Detection. Thus, some previous work hereafter listed can be catego-
rized into NED as well.

RED was firstly presented and defined by Yang et al. [YPC98], and an agglomera-
tive clustering algorithm (augmented Group Average Clustering, GAC) was proposed;
in that paper, articles are represented using their content. From the aspect of utilizing
the contents, TF-IDF is still the dominant technique for document representation,
and cosine similarity is the generally used similarity metric. However, many modifica-
tions have been proposed in recent years. Some works focus on finding new distance
metrics, such as the Hellinger distance metric [BCF03]. But more works focus on
finding better representations of documents, i.e. feature selection. In [YZCJ02],
the authors classified documents into different categories, and then removed stop
words with respect to the statistics within each category. Significant improvements
were reported by them. The usage of named entities have been studied, such as in
[LMWY01, YZCJ02]. In [YZCJ02], the authors proposed to re-weight both named
entities and non-named terms with respect to statistics within each category. Fur-
thermore, the work presented in [KA04] reports a summarization of the works in this
direction and proposed some extensions. They leveraged on using both text classifi-
cation and named entities to improve the performance. In their work, stop words are
removed conditioned on categories, similar with the method in [YZCJ02], but they
relaxed the constraint on document comparison. Each document was represented by
three vectors: the whole terms, named entities and non-named entity terms. But
there are no consistently best representations of documents for all categories.

From the aspect of utilizing time information, generally, there are two kinds of
usages. Some approaches, such as the on-line nearest neighbor approach, only use
the chronological order of documents. The other approaches, such as [YPC98] and
[BCF03], use decaying functions to modify the similarity metrics of the contents.

More recent works such as [LWLM05] and [FSDN10] apply RED using two kinds
of information contained within articles: contents, as previously, and timestamps.
Authors of both papers prove the importance and usefulness of them in detecting
events, going beyond the focus of previous works on finding only better utilizations
of contents. In conclusion, the authors propose and improve a probabilistic model for
RED, in which both contents and time information are used.
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In this thesis, we improve the probabilistic model for RED described in the two
aforementioned papers [LWLM05, FSDN10] by combining the model with a deep
analysis on the contents using burst function spectral analysis.

4.2.3 Feature based Approaches for Event Detection

In this section, we report researches on feature-based approaches.

One of the latest work on that is paper [FIT11]. It describes a machine learning-
based methodology for building an application that is capable of identifying and
disseminating healthcare information using as features generic noun-phrases, verb-
phrases, biomedical concepts, and bag of words representative techniques. The method
extracts sentences from published medical papers that mention diseases and treat-
ments, and identifies semantic relations that exist between diseases and treatments.
In detail, the authors work with sentences which they apply different entity extraction
techniques and tools to, such as UMLS Metamap as we do (refer to Section 4.5.2),
with the purpose to extract highly medical domain-specific concepts.The paper fo-
cuses on two main tasks: the first is to identify and classify with a two-class classifier
if a sentence is informative or not; the second task is to automatically identify which
sentences contain information for three pre-defined semantic relations: Cure, Prevent,
and Side Effect.

Previous works focus also on the feautures’ temporal behavior. The work in
[HCL07] considers the problem of analyzing word trajectories in both time and fre-
quency domains, with the specific goal of identifying important and less-reported,
periodic and a-periodic words. The problem of analyzing feature trajectories for
event detection uses a well known technique in signal processing to identify distribu-
tion of all features by spectral analysis. A set of words with identical trends can be
grouped together to reconstruct an event in a completely unsupervised manner. In
Section 4.3.2, we go deeper presenting the details of such analysis.

Moreover, referring to the previous Section, so far most TDT research has been
concerned with clustering/classifying documents into topic types, identifying novel
sentences [AWB03] for new events, etc. without much regard to analyzing the word
trajectory with respect to time. In [SA00], the authors attempted to construct an
event using co-occurring terms. However, they only considered named entities and
noun phrase pairs, without considering their periodicities. On the contrary, our re-
search considers all of the above.

Recently, there has been significant interest in modeling an event in text streams
as a “burst of activities” by incorporating temporal information. Kleinberg’s seminal
work described how bursts for features can be extracted from text streams using
an infinite automaton model [Kle02], which inspired a whole series of applications
such summarization of evolutionary themes in text streams [MZ05], clustering of
text streams using features [HCLZ07], etc. Nevertheless, none of the existing works
specifically identified features for events, except for [FYYL05], where relevant features
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are clustered together to identify events.

Finally, spectral analysis techniques have previously been used in [Vla04] to iden-
tify periodicities and bursts from query logs. The authors’ focus was on detecting
multiple periodicities from the power spectrum graph, which were then used to index
words for “query-by-burst” search. In our study, we use spectral analysis to classify
word features along two dimensions, namely periodicity and power spectrum (for de-
tails see Section 4.3.2). These features with their dimensions are later input to the
generative model for detecting event, as shown in Figure 4.1.

4.2.4 Event-based Epidemic Intelligence

Numerous systems exist to detect public health events, notably, PULS [SFvdG+08]
uses information extraction technology to identify the disease and the location of a
reported event. PULS is integrated into the Medical Information System, Medisys
[SFvdG+08, LSF+10], which is a fully automatic public health surveillance system
to monitor reporting infectious diseases, chemical, biological, radiological and nuclear
threats, food and feed contaminations, and plant health. Medisys automatically gath-
ers reports concerning Public Health in various languages from many Internet sources
world-wide, classifies them according to hundreds of categories, detects trends across
categories and languages, and notifies users. Furthermore, the system categorizes all
incoming articles according to pre-defined multilingual categories, identifies entities
(e.g., diseases and locations), clusters news articles, and calculates statistics to detect
emerging threats, called Alerts. We report a description about how Medisys computes
and detects alerts in Section 4.5.9. Furthermore, users can screen the categorized ar-
ticles which can be further filtered by language, news source, and country. Articles
are classified in a category, if they satisfy the category definition.

Proteus-BIO [GHY02] automatically extracts infectious disease outbreak informa-
tion from several sources including ProMed-mail [Mad04], the World Health Orga-
nization (WHO) [Org], and medical news web sites. EpiSpider [KBTea09] extracts
publication dates, locations, and topics from ProMed-mail reports and news, con-
verting them to a semantic interchange format suitable for storage in a relational
database.

BioCaster [CDK+08] is an ontology-based system which uses a domain-specific
event ontology to perform named entity recognition on outbreak reports. The sys-
tem analyzes documents reported from over 1,700 RSS web feeds2, classifies them
for topical relevance, and plots them onto a Google map using geo-code informa-
tion. BioCaster’s Text Mining process is based on rules that are capable of matching
a number of elements including entity classes, skip-words, entity types, or regular
expression patterns.

In general, the advantages of event extraction based on text mining process and

2http://en.wikipedia.org/wiki/RSS

http://en.wikipedia.org/wiki/RSS
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information extraction are that they are: deterministic, produce clear granularity
results (sentence level), produce explicit and well structured unit of information, and
the outputs are easily interpretable. Further, event extraction allows a system to
specifically tune learners to detect specific type of information and capture linguistics
and semantic relations.

In contrast to these systems, we propose an approach that exploits unsupervised
machine learning technology. None of the existing methodologies consider the use of
such approach. We believe that an unsupervised approach can complement existing
systems since it allows to identify public health events (PHE), even if no matching
keywords or linguistic patterns can be found. To corroborate our idea, we show
comparison results between Medisys and our approach UPHED in Section 4.5.8 and
in Section 4.5.9.

4.3 Unsupervised Event Detection

An event is defined as a specific episode happening at a specific time and place [Dp],
which may be consecutively reported by many articles in a period.

The goal of this work is to introduce an approach to detect events in an unsuper-
vised manner. The model can also be used as a baseline for detecting any anomalies
and for building a predictive model for the near future.

We consider a three stages process for detecting events (Figure 4.1):

1. In the first stage, Named Entity Feature Representation, we build entity-
centric document surrogates. The manner in which we extract features and
represent documents is outlined in Section 4.3.1.

2. We then perform Feature Analysis on the extracted set of features to prune
the less relevant ones. Details are reported in Section 4.3.2.

3. The resulting set of features is then used as input for theUnsupervised Event
Detection stage. Section 4.3.3 spells out how the detection is conducted.

Finally, a fourth future step can be identifying relations between detected events
which later can be aggregated.

4.3.1 Named Entity Feature Representation

As first step, we process raw text to build an entity-centric feature representation of
each document. Given a collection of text documents, we define a finite set of articles
A, as well as an Event Template T . The template T represents a set of feature
types, which are important for describing events. More specifically, we can describe
an event by several attributes that provide information, e.g., on who is involved by
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Named Entity 
Feature Representation

Feature Analysis

Unsupervised Event 
Detection

Figure 4.1 Overview of Unsupervised Event Detection

what, where (locations), and when (time, defined as the period between the first
relevant article and the last relevant one reporting the event). Thus, the template is
instantiated as:

T =< Entity∗, T ime > .

Instances of the template elements are represented as < entity∗, t >, where entity∗

refers to several entity types like persons (who is involved) and locations (where event
is happening). With t we refer to time (when event is happening). With such a
template, we focus on the utilization of the contents and time information of articles
and we model them with different models. On the one hand, articles are always
aroused by events; on the other hand, similar articles reporting the same event often
redundantly appear on many sources. The former hints a generative model of news
articles, and the latter provides data enriched environments to perform event detection
[LWLM05]. With consideration of these characteristics, we propose a probabilistic
model to incorporate both content and time information in a unified framework. This
model gives new representations of both articles and events as specified hereafter.

Content: The content of each article is represented by a bag-of-words whose type
is given by the event template. For each document, a vector is created for each of
the feature types; each entry in the vector corresponds to the frequency with which
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Figure 4.2 Graphical model representation

a feature, i.e. an entity of a given type, appears in the bag-of-words representation.

Time: Each event corresponds to a peak on an article count versus time distribu-
tion. In other words, the distribution is a mixture of many distributions of events. A
peak is usually modeled by a Gaussian function, where the mean is the position of the
peak and the variance is the event’s duration. As a result, a GaussianMixtureModel
is chosen to model times.

An article also can be represented by entity∗ and time (represented by a discrete
value, i.e. the timestamp). As a result, we describe an Event and an Article using
the following tuples:

Event =< {entity}∗, time(Period) >

Article =< {entity}∗, time(Timestamp) >

Figure 4.2 is a graphical representation of this model, where F is the term space
size of all kinds of entities (e.g., in Figure 4.2 the count of all kinds of entities is
f). Furthermore, within the figure the concept/node Event E is on top of the other
nodes, since in the unsupervised event detection an Event is a latent variable, whose
value is defined with respect to the observed content of articles, i.e. Entities and
Time, by a generative process. A indicates the article set.

In order to simplify our model, we assume that all kinds of information of the
i-th article, given an event ej, are conditional independent. Thus, the probability of
an article i to be associated to an event ej is given by the product of the following
individual probabilities:

p(articlei|ej) =

(
F∏

f=1

p(entityfi|ej)

)
∗ p(timei|ej)

Where f represents the kind of entity, e.g., location type, person type, etc.
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4.3.2 Feature Analysis

In our work, we posit that event detection involves a dual task: the detection of
periodic as well as aperiodic events. With respect to a window of one year, for
example, aperiodic events are also important, since they can represent an event that
is annual, e.g., season flu, or quite severe and life threatening, such as a sudden
outbreak of EHEC.

Detection of periodic as well as aperiodic events is based on identification of peri-
odic and aperiodic features as described in [HCL07] using a common technique such
as the spectral analysis. In this approach, features are classified with respect to their
periodicity (Pw) and their dominant power spectrum (Sw).

The periodicity of a feature refers to its frequency of appearances. If the feature
is aperiodic, then it occurs once within the period P , and its Pw has a value equal
to the period itself. If the feature is periodic, then it happens regularly with a fixed
periodicity, i.e. Pw ≤ ⌈P/2⌉. The periodicity is a function of the dominant power
spectrum which is computed via the discrete Fourier transform applied to the feature
distributions, for more details refer to the following paragraphs.

Representative Features

Intuitively, an event can be described very concisely by a few discriminative and
representative word features and vice-versa, e.g., “ehec” and “northern Germany”
could be representative features of an outbreak of enterohemorrhagic Escherichia coli
(EHEC) occurred in northern Germany.

Let P be the duration/period (in days) of a collection of articles, and F represents
the complete word feature space. The representation vector of a word feature is
defined as follows:

Definition 1 Feature Trajectory: The trajectory of a word feature w can be writ-
ten as the sequence

yw = [yw(1), yw(2), . . . , yw(P )]

where each element yw(t) is a measure of feature w at time t, which could be defined
using the normalized DF − IDF score

yw(t) =
DFw(t)

N(t)
∗ log

(
N

DFw

)

Spectral Analysis for Dominant Period

Given a feature w, we decompose its feature trajectory yw = [yw(1), yw(2), . . . , yw(P )]
into the sequence of P complex numbers [X1, . . . , XP ] via the discrete Fourier trans-
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form DFT :

Xk =
P∑
t=1

yw(t) ∗ e−
2πi
P

(k−1)t, k = 1, 2, . . . , P

DFT can represent the original time series as a linear combination of complex
sinusoids, which is illustrated by the inverse discrete Fourier transform IDFT :

yw(t) =
1

P

P∑
k=1

Xk ∗ e−
2πi
P

(k−1)t, k = 1, 2, . . . , P

where the Fourier coefficient Xk denotes the amplitude of the sinusoid with fre-
quency k/P .

The original trajectory can be reconstructed with just the dominant frequencies,
which can be determined from the power spectrum using the popular periodogram
estimator. The periodogram is a sequence of the squared magnitude of the Fourier
coefficients, ||Xk||2, k = 1, 2, . . . , P/2, which indicates the signal power at frequency
k/P in the spectrum.

From the power spectrum, the dominant period is chosen as the inverse of the
frequency with respect to the highest power spectrum, as follows.

Definition 2 Dominant Period: The dominant period of a given feature w is

Pw =
P

argmaxk ||Xk||2

Accordingly, we have

Definition 3 Dominant Power Spectrum: The dominant power spectrum of a
given feature w is

Sw = ||Xk||2, with||Xk||2 ≥ ||Xj||2, ∀j ̸= k

In conclusion, the dominant power spectrum, Sw, of a feature w is a strong indi-
cator of its activeness at the specified frequency; the higher is the Sw, the more likely
the feature is to be relevant within the dataset. Thus, Sw can be considered to filter
out irrelevant features, i.e. features with a dominant power spectrum less than a pre-
fixed threshold chosen according to the domain. After filtering out irrelevant fea-
tures, the remaining features are meaningful and could potentially be representative
for some events [HCL07].

Identifying Burst for Aperiodic Features

Let yw(t) be the distribution of the feature w over the time t under observation;
further, let yw(t) be computed as exposed in Definition 1 (refer also to [HCL07]).
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Then, for each aperiodic feature, we keep only the bursty period which is modeled
by a Gaussian distribution.

fap(yw(t)) =
1√
2πσ2

w

∗ e−
1

2σ2
w
(yw(t)−µw)2

(4.1)

The well known Expectation Maximization (EM) algorithm is used to compute the
Gaussian density parameters µk and σk [DLR77].

Identifying Bursts for Periodic Features

To model the periodic features we chose a mixture ofK Cauchy-Lorentz distributions,
where K = ⌊P/Pw⌋. Such a distribution is similar to the Gaussian, but differs in the
thickness of its tails. This property, as observed from the computed yw(t), reflects
better the distribution of periodic features, since, even for t far from the peak of the
burst (non burst or trough activity), generally the feature distribution yw(t) reports
a value that is important to be considered. The mixture is described as follows:

fp(yw(t)) =
K∑
k=1

αk ∗
1

π

[
γ

(yw(t)− µw) + γ2

]
(4.2)

for the mixture proportions αk of assigning yw into the kth Cauchy-Lorentz distribu-
tion.

0 ≤ αk ≤ 1 where
K∑
k=1

αk = 1, ∀k ∈ [1, K] ⊂ N (4.3)

Furthermore, µw is the location parameter, specifying where is the peak of the distri-
bution, and γ is the scale parameter which specifies the half-width at half-maximum.
µ, γ and α are computed using the EM algorithm [DLR77].

Feature burst distributions algorithm

In this section, we present the algorithm for computing the feature burst distribu-
tions. Algorithm 5 wraps together the concepts and the approaches explained so
far. The novelty of this approach is to represent periodic features with the Cauchy-
Lorentz distribution. Finally, using the feature burst distributions for having a more
representative model has been proved to be successful in Section 4.5.

4.3.3 Detecting Events

A core step, in the unsupervised detection of events is the clustering of articles and
generation of events. Formally, from this stage we get the following sets of conditional
probabilities that are shown in Table 4.1. We use these probabilities, as a basis for
determining that an event has occurred.
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Algorithm 5: Feature Analysis using feature burst distributions

Input: A set of extracted features W ; a set of articles A; a fixed threshold τ
Output: all the feature burst distributions
begin

N := count the number of articles within A;
D := count the number of distinct date t, according to articles’
timestamps, in A;
P [|W |] := array storing the dominant period Pw for each feature w;
S[|W |] := array storing the dominant power spectrum Sw for each feature
w;
FeatureDistributions[|W |][D] := Matrix storing the vectors of feature
distributions yw for each feature w over the dates t;
FourierFeatureDistributions[|W |][D] := Matrix storing the
decomposition of the vectors of feature distributions yw into the sequence of
complex vectors via the discrete Fourier transform DFT ;
for each distinct date t in A do

N(t) := count the number of documents at date t;

for each feature w in W do
DFw := count the total number of documents containing entity w;
for each distinct date t in A do

DFw(t) := count the number of documents containing feature w at
date t;

DF-IDF := DFw(t)
N(t)

∗ log
(

N
DFw

)
;

Store DF-IDF into FeatureDistributions[w][t];

Compute FourierFeatureDistributions using DFT on
FeatureDistributions;
for each feature w in W do

P [w] := compute the dominant period Pw of the corresponding feature;
S[w] := compute the dominant power spectrum Sw of the corresponding
feature;
if S[w] ≥ τ then

if P [w] >
⌈
P
2

⌉
then

model the feature burst by a Gaussian distribution (aperiodic
feature);

else
model the feature burst by a mixture of K = ⌊P/Pw⌋
Cauchy-Lorentz distributions (periodic feature);

end
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Probability Description

P (a|e) : Set of conditional probabilities for an article
a, given an event e

P (w|e) : Set of conditional probabilities for a feature
w, given an event e

P (e) : Set of probabilities for an event e

Table 4.1 Probabilities obtained from unsupervised event detection

Approach

Numerous techniques exist for detecting events in an unsupervised way (see Section
4.2). As previously mentioned, in this work we choose to apply a retrospective event
detection algorithm using data historical collection, in order to build a predictive
model of events for the near future. Additionally, we choose a probabilistic generative
model for event detection, because it has been proven to be a more unified framework
for handling the multiple modalities (i.e. time, content, entity types) of an article
and its content.

Our unsupervised event detection algorithm is based on the Retrospective Event
Detection (RED) algorithm presented by Li et al. [LWLM05]. It relies on a generative
model where the articles are produced using multinomial distributions over the feature
types. These articles are used later as starting points for a clustering relying on
the iterative EM algorithm [DLR77]. In addition, in their work, the multinomial
distributions are initialized with random probabilities. Thus, the generated articles
are randomly picked.

As part of our approach, we refine the RED algorithm by going beyond this
random initialization of probabilities – exploiting the feature distributions from our
Feature Analysis stage (Section 4.3.2). The underlying intuition for our approach
is based on proven results, which show that an initial starting point estimated in
a better-than-random way can, in fact, be expected to speed up the iterative EM
algorithm converging closer to the optimum log-lokelihood (introduced later in this
sub-section) of a collection of articles, than an initial point that is picked at random.
For more details refer to [ZZH+09]. In our approach, we aggregate the computed
feature distributions over the articles, and use this information into the multinomial
distributions of the generative model. Thus, the generated articles, used as starting
points by the EM algorithm, are not totally randomly picked.

Although it has been proven that retrieved events are not influenced by the start-
ing points [Hof99, SG07], the EM algorithm needs to be restarted several times with
several different random starting points in order to get a good approximation of
events. Supported by the analysis in [ZZH+09], we do not need multiple restarts
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of the EM algorithm, since an initial starting point estimated in this way can be
expected to be closer to the optimum than a randomly picked initial point.

For sake of clarity, here we highlight what introduced in Section 4.3.1. Events
in the unsupervised event detection are latent variables, whose value is defined with
respect to the observed content of articles by a generative process. An event is defined
by a pattern of entity-centric features that co-occur with some saliency and probability
from the observable content of the articles which contain mentions of these features.
Since the set of articles that describe the same event contain similar sets of feature
co-occurances, the articles themselves cluster and are described by the conditional
probability of an article, given an event p(ai|ej).

Generative Model for Events

Our generative model is described in Algorithm 6.

Algorithm 6: Detection of Public Health Events: the generative model

begin
Choose an event ej ∼ Multinomial(θj);
Generate an article ai ∼ p(ai|ej);
Draw a time stamp timei ∼ N(µj, σj);
for each feature of ai, according to the type k of current feature do

Choose an entityfi ∼ Multinomial(θjf |timei);

end

In the algorithm, the vector θj represents event probabilities initially instantiated ran-
domly (here the definition of event is according to the formalization of the multinomial
distribution); µj and σj are parameters of the conditional Gaussian distribution given
event ej; θ

j
f is a vector of probabilities computed by aggregating the feature burst

distributions over the timei of a given event ej.

Learning Generative Model Parameters

The model parameters can be estimated by Maximum Likelihood method following
the approach described in [LWLM05]. By introducing latent variable, i.e. events, we
can write the log-likelihood of the joint distribution as:

l(X; θ) ∝ log(p(X|θ)) = log

(
A∏
i=1

p(ai|θ)

)
=

A∑
i=1

log

(
K∑
j=1

p(ej)p(ai|ej, θ)

)
(4.4)

where X represents the corpus of articles; A and K are the number of articles and
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the number of events respectively. As presented in Section 4.3.1, given an event ej,
all kinds of information of the i-th article are conditional independent:

p(ai|ej) =

(
F∏

f=1

p(entityfi|ej)

)
∗ p(timei|ej) (4.5)

where f represents the kind of entity, e.g., location type, person type, etc.

Expectation Maximization (EM) algorithm is generally applied to maximize log-
likelihood. The parameters could be estimated by running E-step and M-step alter-
natively.

In E-step, we compute the posteriors, p(ej|ai), by:

P (ej|ai)(t+1) =
p(ej)

(t)p(ai|ej)(t)

p(ai)(t)
∝ p(ej)

(t)p(ai|ej)(t) (4.6)

where the upper script (t) indicates the t-th iteration. In M-step, we update the
parameters of each mixture model. Since entities, in the space F with reference to
Figure 4.2, are modeled with independent mixture of unigram models, so their update
equations are the same, and we use token fn to represent the entityfn.

For the mixture of unigram models, parameters are updated by:

P (fn|ej)(t+1) =
1 +

∑A
i=1 p(ej|ai)(t+1) ∗ tf(i, n)

N +
∑A

i=1

(
p(ej|ai)(t+1) ∗

∑N
s=1 tf(i, s)

) (4.7)

where tf(i, n) is the count of entity fn in ai andN is the vocabulary size. For each type
of entities, N is the size of corresponding term space. Since the co-occurrence matrix
is very sparse, we apply Laplace smoothing [NMTM00] to prevent zero probabilities
for infrequently occurring entities in Equation 4.7.

The parameters of the Gaussian Mixture Model are updated by:

µ
(t+1)
j =

∑A
i=1 p(ej|ai)(t+1) ∗ timei∑A

i=1 p(ej|ai)(t+1)
(4.8)

and

σ
(t+1)
j =

∑A
i=1 p(ej|ai)(t+1) ∗ (timei − µ

(t+1)
j )2∑A

i=1 p(ej|ai)(t+1)
(4.9)

It is important to note that because both the means and variances of the Gaussian
functions change consistently with the whole model, the Gaussian functions work like
sliding windows on a time line. In this way, we overcome the shortcomings caused by
the fixed windows or the fixed decaying function parameters used in traditional news
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event detection algorithms [BCF03]. At last, the mixture proportions are updated
by:

P (ej)
(t+1) =

∑A
i=1 p(ej|ai)(t+1)

A
(4.10)

The EM algorithm increases the log-likelihood consistently, while it will stop at a
local maximum.

4.4 Application Scenario: Public Health Event

Content analysis and clustering of natural language documents become crucial in pub-
lic health. Recent pandemics such as Swine Flu have caused concern for public health
officials. Given the ever increasing pace at which infectious diseases can spread glob-
ally, officials must be prepared to react sooner and with greater epidemic intelligence
gathering capabilities than before. Events such as emerging infectious diseases, are
those considered to be either completely new or reoccurring. An important strategy
used by officials to mitigate the impact of potential threats, is to find ways to detect
the signs of a public health event as early as possible.

To address that, in this section, we propose to apply our approach to detect public
health events (PHE) in an unsupervised manner. We address the problems associated
with adapting our method of an unsupervised learner to the medical domain and in
doing so, hereafter we propose an approach which combines aspects from different
feature-based event detection methods. Later in Section 4.5, we evaluate our approach
with two real world datasets with respect to the quality of article-clusters.

Formally, a public health event is defined as a specific infection, disease, or death
that happens at a specific time and place, which may be consecutively reported by
many medical articles in a period.

In a typical epidemic investigation task, public health officials must detect anoma-
lous behaviors. They periodically compute statistics about disease reporting events,
using the recent past, in order to build a predictive model for the near future. The
model is used as a baseline for detecting any anomalies. These statistics are based
on aggregated information which, in our case, is derived from detecting events in an
unsupervised manner from documents.

We consider a five stages process for detecting unsupervised public health events,
adapting what discussed in Section 4.3 and presented in Figure 4.1 to this scenario:

1. In the first stage, Named Entity Feature Representation, we build entity-
centric document surrogates that are suitable for the medical domain. The
manner in which we extract features and represent documents is outlined in
Section 4.4.1.
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Named Entity 
Feature Representation

Feature Analysis

Unsupervised Publich Health 
Event Detection

Related Publich Health Event 
Aggregation

Epidemic Investigation

Figure 4.3 Overview of Unsupervised Public Health Event Detection

2. We then perform Feature Analysis on the extracted set of features to prune
the less relevant ones. Details are reported in Section 4.4.2.

3. The resulting set of features is then used as input for theUnsupervised Public
Health Event Detection stage. Section 4.4.3 spells out how the detection is
conducted.

Finally, to perform at the end an Epidemic Investigation where officials de-
tect anomalous behaviors, relations between detected events need to be aggregated
within the Related PHE Aggregation phase. The latter task will be considered
in future work, while the previous ones can be already applied letting epidemiologists
investigate the public health events extracted.
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Figure 4.4 Graphical model representation for the medical case

4.4.1 Named Entity Feature Representation

According to Section 4.3.1, here we discuss how to represent named entity features
for our medical scenario.

Given a collection of text documents, we define a finite set of medical articles A,
as well as a Health Event Template T . The template T represents a set of feature
types which are important for describing public health events. More specifically, we
describe a public health event by four attributes that provide information on who
(victims) was infected by what (diseases), where (locations), and when (as before,
time is defined as the period between the first relevant article and the last relevant
one in this domain). Thus, the template is instantiated as:

T =< V ictim,Disease, Location, T ime > .

Instances of the template elements are represented as < v, d, l, t > for victim, disease,
location, and time, respectively. Content and time are modeled according to our
approach presented in Section 4.3.1.

As a result, we describe a PHE and a medical article using the following tuples:

PHE = {victims, diseases, locations, time(Period)}

article = {victims, diseases, locations, time(Timestamp)}

Figure 4.4 is a graphical representation of this model for the medical case, where
F is the term space size of the three kinds of entities (i.e. Victim, Disease, and
Location). A indicates the article set.

In order to simplify our model, we assume the four kinds of information of the i-th
medical article, given a PHE ej, are conditional independent. Thus, the probability
of an article articlei to be associated to an event ej is given by the product of the
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Probability Description

P (a|e) : Set of conditional probabilities for a medical
article a, given an event e

P (v|e) : Set of conditional probabilities for a victim
v, given an event e

P (d|e) : Set of conditional probabilities for a disease
d, given an event e

P (l|e) : Set of conditional probabilities for a location
l, given an event e

P (e) : Set of probabilities for an event e

Table 4.2 Probabilities obtained from unsupervised PHE detection

following individual probabilities:

p(articlei|ej) =p(victimsi|ej)p(diseasesi|ej)p(locationsi|ej)
p(timei|ej)

4.4.2 Feature Analysis

Epidemic Intelligence focuses on the detection of periodic as well as aperiodic events.
In our domain, periodic events need to be determined in order to build statistical
models for reoccurring infectious diseases, or to track the changes in the prevalence
level for an outbreak once it has occurred. Aperiodic events as well show new out-
breaks and are important since they can give epidemiologists information about new
trends in diseases-spreading. Given the nature of public health event detection, it is
important to be able to model both types of events for EI.

This stage uses Spectral analysis as a common technique for identifying periodic
and aperiodic features, as described in Section 4.3.2.

4.4.3 Detecting Public Health Events

For sake of clarity, applying to the medical case what treated in Section 4.3.3, in this
stage we get the following sets of conditional probabilities that are shown in Table
4.2.

Approach

In this work, we choose to apply a retrospective event detection algorithm since it is
important in EI to use a collection of historical data, in order to build a predictive
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model of public health events for the near future. The same idea is adopted in
statistical methods used in public health to analyze event data from indicator-based
systems, such as the Farrington Algorithm [CNAM96]. This algorithm compares the
current number of cases to a threshold computed from historical data. Farringtons
approach is used when the pathogen incidence varies over months/seasons, but is also
quite stable between years.

Additionally, we have chosen a probabilistic generative model for public health
event detection, as introduced in Section 4.3.3.

Generative Model for Public Health Events

Our generative model is described in Algorithm 7 and it is a domain adaptation of
Algorithm 6.

Algorithm 7: Detection of Public Health Events: the generative model

begin
Choose an event ej ∼ Multinomial(θj);
Generate a medical article ai ∼ p(ai|ej);
Draw a time stamp timei ∼ N(µj, σj);
for each feature of ai, according to the type of current feature do

Choose a victimiv ∼ Multinomial(θjv|timei);
Choose a diseaseid ∼ Multinomial(θjd|timei);
Choose a locationil ∼ Multinomial(θjl |timei);

end

With respect to Algorithm 6, here we introduce an observation on θjv, θ
j
d, θ

j
l which

are vectors of probabilities computed by aggregating the feature burst distributions
for victims, diseases, and locations over the timei of a given event ej. In other words,
for example, let victimiv be the v-th instance of Victim for the generated article ai;
let ej be an event; thus, we initialize the probability P (victimiv|ej) according to the
previously computed distribution of the v-th instance of Victim over the time.

4.5 Experiments and Evaluations

In order to analyze the results of the introduced method, namely the Unsupervised
Public Health Event Detection (UPHED), we ran several experiments. For the
specific task considered here, which is public health event detection, no annotated
data set is available. Anyway, we performed some analysis on a real-world data set.
In this section, the data set used for the experiments is introduced together with the
experimental settings and results.
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Finally, in section 4.5.8, we run our method on a different data set than the one
presented in section 4.5.1, proving its effectiveness detecting a recent outbreak of
enterohemorrhagic Escherichia coli (EHEC) occurred in northern Germany starting
in May 2011.

4.5.1 Dataset

To build our data set, we collected source documents from the url column of the PULS
online fact base [SFvdG+08], a state-of-the-art event-based system for Epidemic In-
telligence which provides public health event summarization and search capabilities.
The data were collected for a four months period, from September 1 to December
31, 2009, by crawling the website. In total 1, 397 documents were collected. The
data were processed by stripping all boilerplate and markup codes using the method
introduced by Kohlschütter et al. [KFN10].

The reduced data set size is due to the unavailability of standard evaluation data
sets for public health event detection, thus a ground truth was manually built as
explained in Section 4.5.5. Nevertheless, our data set size is comparable with other
data sets reported in relevant works [Kaw10, LWLM05, MWC10, NAXC08].

4.5.2 Feature Set

In the experiments, the algorithm is run on a feature set consisting of named entities.
Table 4.3 presents the main categories of features collected and their counts. The
entities have been extracted using two different named entity recognition tools: UMLS
MetaMap [Met] and OpenCalais [Ope].

OpenCalais was used to recognize medical conditions and all variants of loca-
tion. MetaMap was used to identify the victim features. MetaMap has originally
been developed for indexing biomedical literature and relies upon the Unified Med-
ical Language System (UMLS) Metathesaurus, a very rich biomedical vocabulary
designed and mantained by the US National Library of Medicine. Thus, it allows
extracting highly domain-specific concepts, but leads when applied to social media or
news articles to false positives. For our feature set we are only interested in disease
names and symptoms which are more reliable detected by OpenCalais. In contrast,
the more detailed information on victims provided by MetaMap is very useful for our
algorithm. For these reasons, we decided to exploit these two different named entity
recognition tools.

Through manual inspection, we further found that noise introduced into the al-
gorithm due to multi-word expressions causes an explosion of the number of features.
This is particularly acute for a feature-centric approach such as ours in the medical
domain, in which features, consisting of many multi-word expressions, quite com-
monly exacerbate the problem of producing irrelevant events. For this reason, we
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Feature Feature norm unnorm
Types Categories

Victims

Population Group

28 4100
Age Group
Family Group
Animal

Diseases
Medical

917 2754
Condition

Locations

City

955 982
ProvinceOrState
Country
Continent

Table 4.3 Overview on the collected features. norm is the number of normal-
ized features; unnorm is the total number features before the normalization
process

normalized the features by the use of a taxonomy. More specifically, the numerous
and more specific concepts that are lower in the taxonomy are re-represented by a
parent concept. Because of that, we rely upon the taxonomy underlying the UMLS se-
mantic network. As an example, the terms boy, girl, baby, child, kid were normalized
to the single feature, child.

4.5.3 Experiment I: Feature Pruning

Objectives: The features described before were analyzed by computing for each
feature the periodicity Pw, and their dominant power spectrum Sw. The objective of
this analysis was to prune the less important features, i.e. those that are potentially
not representative to some event. The pruning was driven by looking at the Sw since
it represents the relevance of features within the dataset.

As claimed in [HCL07], setting a threshold over Sw, to identify which features to
discard, is more of an art than science and it is domain specific. We further provide
some examples of periodic and aperiodic features either pruned or kept.

Results: In Figure 4.5, we report the values of the dominant periods Pw, over
the dominant power spectrums Sw, for each feature extracted (indicated as a point
in the diagram). In the graph one can notice an empty area between Pw = 62 and
Pw = 123. According to the definition of periodicity, the bounds of this empty area
correspond respectively to ⌈P/2⌉ and P , where P is the period under observation.
Looking at the distributions of all the feature points over the graph, we chose to set
the threshold τ over Sw to 0.5 (τ is specified in Algorithm 5). In Figure 4.5, the
pruned features are those points to the left of the vertical line set at Sw = 0.5.

Finally, in Table 4.4, we present some selected features, categorized by periodicity
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Figure 4.5 Dominant periodPw and dominant power spectrum Sw of all
extracted features

Features Pruned NOT pruned

Aperiodic Kuru epidemic,
Kashan, filariasis,
leprosy, light disease,
Minnesota, Notting-
ham, Slovenia, Yangon,
etc.

cholera, Japan, lep-
tospirosis, Manila,
SARS, spanish flu,
Surrey, syndrome
CFS, Ukraine, United
Kingdom, etc.

Periodic Arizona, autumn dis-
ease, season disease,
coughing, Karachi,
laugh disease, Mali,
Nevada, pneumonia,
travel infection, weekly
infection, etc.

Africa, disorder, fever,
flu, infection, HIV,
H1N1 (influenza),
parkinson, rabies,
tetanus, etc.

Table 4.4 Features categorized by periodicity and relevance
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k 10 15 20 25 50 100
F1-measure 0.35 0.68 0.33 0.34 0.33 0.41

Table 4.5 F1-measure over different number of events k

and relevance. The features on the first column are not relevant since they have a
value of Sw less than τ and are pruned, while the second column collects the relevant
features.

On the surface, the pruned terms seem quite relevant, but manual inspection re-
vealed that they actually represent single instance terms within the dataset. Further,
since terms that did not conform to the Health Event Template remain unconsidered,
all features (both pruned and non-pruned) express some domain-specific association.

4.5.4 Experiment II: Selection of k

Objectives: A key consideration in a retrospective event detection is the determi-
nation of the number of events k to be used as input for the generative model. The
choice of the number of events can affect the interpretability of the results. For ex-
ample, a solution with too few events will generally result in very broad events. A
solution with too many events will result in un-interpretable events that pick out
idiosyncratic feature combinations. We used a hill-climbing approach to discover the
number of events as done in [LWLM05]. This method detects all peaks on the arti-
cles count-time distribution, and then computes salient scores for each of them. A
proportion of the number of salient peaks is then used as an initial estimation of
the number of events; such a proportion is an experimentally determined parameter.
The objective of this experiment is to determine the value of k which the algorithm
performs best for.

Results: We ran our method ten times, each time setting a different input value
for the number of events k. Table 4.5 presents the F1-measure values computed for
different number of events. It can be seen that the best response from our approach
was achieved with k = 15, which corresponds to the 50% of all peaks on the arti-
cles count-time distribution. Based on this result, we chose k = 15 for the manual
assessment presented in the Experiments III and IV.

4.5.5 Experiment III: Cluster Quality

Objectives: An underlying intuition in our approach is that an unsupervised event
detection algorithm, which is tuned to detect public health events, would produce
better quality clusters with respect to the Epidemic Intelligence task, than either a
public health event extraction system based on information extraction, or a generic
event detection algorithm.
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In order to verify this assumption, we evaluated the quality of three clustering
techniques. For the first clustering, PULS was used standing for a public health event
extraction system based on information extraction. For the second clustering, the
approach described in [LWLM05] was adopted as a generic event detection algorithm.
The latter clustering considers time, locations, persons, as well as general keywords as
features in the algorithms; we use RED to identify it. Finally, the third clustering was
created using our approach, namely the Unsupervised Public Health Event Detection
(UPHED).

Due to the unavailability of standard evaluation data sets for public health event
detection, a ground truth was manually built. To construct the ground truth, each
document was manually examined by three subjects, who were instructed to assign
each document to one of the 15 clusters. Each document examined contained only
a subset of the sentences - specifically, those containing at least one of the relevant
named entities of medical condition, location, and person. Each named entity was
highlighted in the sentence. Discrepancies among the subjects were resolved by a
fourth subject, based on mutual agreement. The manually built clusters were then
used as ground truth to evaluate the precision, recall, and f1-measure for the set of
clusters that were created by the event detection algorithm.

Results: Table 4.6 shows the results for precision (P ), recall (R), and f1-measure
(F ). As it can be seen, UPHED performs better than the other two ones; thus,
incorporating the medical conditions as entity type in fact and integrating the burst
function analysis in the generative model, it helps to improve the clustering perfor-
mance with respect to RED. Moreover, it has to be noticed that the RED technique
drops with reference to the results shown in [LWLM05]; this can be justified stating
that the RED works well in general domain, but worse when adopting a particular
domain as the Epidemic Intelligence.

P R F

PULS 40% 31% 34.9%
RED 40.6% 51.5% 45.4%

UPHED 59.7% 70.6% 64.7%

Table 4.6 Results for three clustering approaches

Regarding the clustering from PULS, although the achieved results seem rela-
tively low, an important difference should be noted. There is a difference in vocab-
ulary (feature set) due to the named entity extraction process used in PULS and
our work. Although we sought to use the same number of features – as presented in
the PULS fact base – the distributions we obtained for the features still differ. For
example, the locations used in PULS are exclusively at the granularity of the country,
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whereas those extracted from the corresponding raw PULS text (for our work), con-
tain multiple geographical levels, such as cities, providences, states, etc. Second, for
the medical conditions we encountered a similar context: terms caught by UPHED
(e.g., coughing, vomiting, disorder, etc.) were not present in the PULS fact base,
since they focused on actual disease mentions.

We believe that accounting for the difference in the feature set would improve
PULS results. However, it is important to remind that we propose an approach
that exploits unsupervised machine learning technology, and PULS does not consider
the use of such approach, but it is based only on matching keywords or predefined
linguistic patterns. Furthermore, PULS can be complemented by our method since
our algorithm allows to identify public health events (PHE) even if no matching
keywords or linguistic patterns can be found.

Additionally, a standardized data set for the field would also allow for a stronger
comparison of the approaches.

Finally, we noticed that the magnitude of our results does not exceed a value of
71% for recall. An explanation is that manually assigning documents to clusters is
a very difficult task. Other sources of data containing labels to validate clustering
results will be considered in the future. Possibly, one source could be the WHO’s
update headings which are entries that group related outbreak reports together.

4.5.6 Experiment IV: Detected Public Health Events

Objectives: In another experiment, we manually analyzed the clusters together with
the documents assigned to them; thus, we tried to describe the underlying events
using natural language terms or even finding an official information source reporting
the event. Furthermore, we separated periodic from aperiodic events. The objective
of this analysis was to provide a human interpretation of the clusters and to have
a critical analysis on them. The separation between aperiodic and periodic events
provides information about the earlier re-occurring of some medical event within our
time window.

Results: Table 4.7 shows the characterizing cluster terms resulted from our clus-
tering for a value of k of 15. The Event Terms shown in this table were presented to
the testers in the manual assessment described in the section before. For each feature
type, the two most probable features have been selected for being shown. For each
article we evaluated its conditional probability given an event, i.e. P (a|e) presented in
Table 4.1. We imposed a threshold τp = 5% for each P (a|e); whereas the conditional
probability under observation was upper than τp, then the document was associated
to the event (cluster), otherwise it was discarded. The number of articles assigned
to the single clusters is shown in Table 4.7. For sake of clarity, according to the
constraint introduced with the threshold τp, the total number of articles associated to
events is 1254, lower than the number of all documents within the dataset, i.e. 1397.
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Event Event Terms No. Event
Id Docs Description

E1 wales, united kingdom,
swine flu, flu, people,
children

43 In November 2009, there were a couple of new swine flu cases
occurring in Wales.

E2 china, beijing, flu, swine
flu, people, female

93 In October 2009, China had an increased number of swine
flu cases. Further, the population was vaccinated to a large
extent.

E3 New York, united states,
flu, swine flu, children,
people

144 In November 2009, the flu death toll increased significantly in
U.S.

E4 bangalore, india, flu, infec-
tion, people, children

60 In September 2009, the swine flu toll in Bangalore increased.

E5 japan, tokyo, disease,
swine flu, people, children

65 In October 2009, Japan started with swine flu vaccinations.

E6 france, europe, disorder,
flu, people, female

58 In September 2009, an increased number of swine flu cases
were reported in France.

E7 surrey, london, e.coli, diar-
rhea, children, animals

79 In September 2009, there was an outbreak of E. coli in Eng-
land. Mainly children were concerned who visited the same
farm in Surrey.

E8 manila, malaysia, disease,
infection, people, father

117 In October 2009 there was an outbreak of leptospirosis in
Manila, the capital of Philippines. Further, there was a ty-
phoon which led to an increase of several infectious diseases
which interested also the close Malaysia.

E9 africa, Kenya, cholera, di-
arrhea, female, people

98 In December 2009 a deadly outbreak of cholera in north-
western Kenya took place.

E10 delhi, united states, flu,
dengue, children, people

93 In November 2009 there was an outbreak of Dengue in Delhi.
Contemporaneously, in United States several outbreaks of
swine flu happened.

E11 china, asia, disease, rabies,
animals, people

54 In September 2009, China’s health officials became aware that
rabies had become one of the biggest public health risks facing
China.

E12 united states, finland, can-
cer, chronic fatigue syn-
drome, people, animals

49 An american researcher found out that a virus linked to
prostate cancer may also be linked to Chronic Fatigue Syn-
drome. The same research was conducted by a finnish study
(October 2009).

E13 nigeria, south africa, dis-
ease, infection, children,
people

81 Several studies found out that babies and children in Africa
die from infections (September 2009). Further, there was a
measles campaign in South Africa (October 2009). Period:
every 7 days.

E14 united states, canada,
vomiting, swine flu, peo-
ple, children

132 President Obama stated the fight against swine flu (October
2009). Also, several outbreaks of swine flu in U.S. and Canada
happened (October and November 2009). Period: every 4
days.

E15 united states, russia, swine
flu, disease, people, female

88 Several news articles provide comparison of swine flu statistics
for various countries, comparing mainly cases happening in
Russia and U.S. Period: every 4 days.

Table 4.7 Detected aperiodic (E1 - E12) and periodic events (E13 - E15).
Columns respectively show extracted terms, number of documents, and brief
description of the real events

In addition, the table presents a manually created description of the occurred
event that is reflected by most of the documents in the cluster. Evidently, most of
them are very relevant events that express, of course, the global event happening in
2009 which is swine flu. For the events reporting such a disease, an outbreak was also
detected by Google Flu Trends3. Nevertheless, some of the discovered events refer to

3http://www.google.org/flutrends/
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some other diseases.

It can be seen that sometimes one extracted medical entity, used to describe the
cluster, is the general term disease. This mainly happens when different diseases are
described in the single documents. In documents, the disease itself is often mentioned
only a few times and often replaced by the more general term disease. For this reason,
the calculated probability of the term disease became higher than other more specific
medical conditions; in conclusion, our algorithm chose disease as cluster describing
term.

Some cluster labels reflect the content of the documents quite well - the terms
seem to be consistent with the reported event (e.g., cluster E1). For other clusters,
one might get the impression that two different events are described when looking
at the terms. For example, cluster E10, where a subset of the documents assigned
to this cluster deals with dengue in Delhi and another subset of documents refers to
swine flu cases in United States. It can also be seen that the clusters are somehow
overlapping. For example, the event related to swine flu in U.S. is reflected by at
least two clusters, i.e. E3 and E14.

For some of the detected events we could even find official press releases from
health organizations through manual assessment. For example, the event described
by cluster E7, which refers to an outbreak of E.coli in England, can be confirmed by
a press release of the Health Protection Agency on September 13, 20094. The terms
selected for describing the cluster reflect very well this event: children were infected by
E.coli after a visit in a farm in Surrey. Further, we separated and reported aperiodic
(E1 - E12) from periodic events (E13 - E15).

In summary, from this manual assessment we learned that documents reporting
a similar or the same event are clustered together by the algorithm. The event
terms that are selected based on their probability to describe the content of the
clusters reflect the content of the documents quite well; they even reflect the case
when different events are assigned to the same cluster.

4.5.7 Experiment V: Efficiency Comparison

Objectives: In this section, we compare three strategies for detecting events:

1. The baseline of our method, which initializes the EM algorithm with random
points, as done in [LWLM05], and adapted to the medical domain. We use Rdm
to represent it.

2. An approximation of our method identifying bursts for periodic features using a
mixture of K = ⌊P/Pw⌋ Gaussians, as suggested in [HCL07]. We use GaussApp
to identify it.

4http://www.hpa.org.uk/NewsCentre/NationalPress Releases/2009 PressReleases/
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3. Our proposed method, namely the UPHED.

The intention of this analysis is to show that the selection of a good starting point can
boost the EM algorithm to converge quickly to the optimum and that it is unnecessary
to restart the EM algorithm multiple times with different random starting points, as
done previously.

Rdm GaussApp UPHED

Optimum (log-likelihood) -3648 -3543 -3497

Best Starting Point (log-likelihood) -3929 -3704 -3665

Average running time (seconds) 18.40 12.91 11.32

Average number of iterations for
EM

10 7 5

Best trial: number of iterations for
EM

7 4 4

Worst Trial: number of iterations for
EM

14 10 8

Average number of restart of EM to
get the optimum

5-6 1-2 1-2

Table 4.8 Efficiency comparison of three different strategies

Results: All methods, from the three compared strategies, were ran on a ma-
chine with an Intel T2500 2GHz processor, 2GB memory under OS Fedora 9. The
algorithms were all implemented in Java compiled by JDK 6.0.

The experimental results are shown in Table 4.8. Here, we report the log-likelihood
both for the optimum and for the best starting points of the three strategies. The
log-likelihood indicates how likely the documents are generated by models, so it is
the bigger the better. Then, we relate the average running time and, since this can
be affected by implementation preferences, we describe the number of iterations of
the EM algorithm to converge to the optimum in the best case, in the worst case,
and on average. Finally, we show the number of restarts the EM algorithm needs
for converging to the optimum, since the presence of local maxima can mislead the
algorithm to reach the global maximum.

From the results, we can conclude that in all the reported measures, our proposed
method UPHED performs more efficiently than the other two ones. This also assists
the conclusion that UPHED is much easier to get to the optimum than starting from
a random point, thus needs less time and fewer iterations to converge.

4.5.8 Experiment VI: Effectiveness

Objectives: In this experiment, we study the large outbreak of enterohemorrhagic
Escherichia coli (EHEC) occurred in northern Germany in the period from May till
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June 2011. Several thousand people denounced symptoms of haemolytic uremic syn-
drome (HUS) and gastroenteritis. In this section, we illustrate how our approach
effectively detected this medical event. Also, our clustering method allowed identi-
fying different aspects within the unfolding medical events, analyzing general media
and official sites gathered using Medisys [FWC+11]. Beside the outbreak under con-
sideration, our algorithm detected other medical events occurred during the selected
time window, hereafter specified.

To build our data set, we collected source documents from Medisys feed 5, which
we applied entities extraction procedure on, as outlined in Section 4.5.2. The data
were gathered for a 2 months period, from beginning of May till the end of June 2011.
In total 13, 076 sources were stored. For sake of clarity, the same feature set as in
Section 4.5.2 was considered with respect to Diseases and Locations.

Event Event Terms No. Event
Id Docs Description

E1 Germany, LowerSaxony,
EHEC, HUS, gastroenteri-
tis

1,723 Outbreak of enterohemorrhagic Escherichia coli (EHEC) oc-
curred in northern Germany.

E2 Spain, EHEC, haemolityc 957 The contagion was caused by contaminated Spanish vegeta-
bles.

E3 Russia, EHEC 450 Russia applied trade restriction for European vegetable prod-
ucts.

E4 France, EHEC, gastroen-
teritis, vomiting

387 Many cases of EHEC contagion in France.

E5 Sweden, Germany, EHEC,
diarrhea, HUS

801 First Swedish tourist group visiting northern Germany de-
nounced EHEC infection.

E6 Brussels, Luxembourg,
EHEC, HUS

439 Documents treating the economical repercussion on the Euro-
pean market of the entire EHEC outbreak.

Table 4.9 Detected EHEC outbreaks during May and June 2011. Columns
respectively show extracted terms, number of documents, and brief descrip-
tion of the real events

Results: We run our method on 13, 076 resources. Out of those, 4, 757 were
categorized in six medical events regarding EHEC outbreak, as shown in Table 4.9,
and 4, 639 were clustered in further six medical events occurred during the beginning
of the second quarter 2011, as reported in Table 4.10.

Both tables show the characterizing cluster terms resulted from our clustering.
As in Section 4.5.6, for each article we evaluated its conditional probability given
an event, i.e. P (a|e) presented in Table 4.1, imposing a threshold τp = 5% for each
P (a|e). In addition, the number of documents assigned to single cluster is shown,
as well as a manually created description of the occurred event that is reflected by
most of the documents in the cluster. For sake of clarity, according to the constraint
introduced with the threshold τp, the total number of articles associated to events is
9, 396, lower than the number of all documents, i.e. 13, 076. The explanation has to
be found in the following two reasons. The first one is that not classified documents

5http://medusa.jrc.it/m-eco?language=en
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Figure 4.6 Documents distributions for each extracted medical event rele-
vant to EHEC outbreak

are news about celebrities in a context where a disease is mentioned and should be
considered unwanted noise. The second one is simply that our algorithm considered
such documents irrelevant (e.g., about sports, films, etc.) according to the imposed
threshold τp. Differently from the experiment in section 4.5.6, the Event Terms shown
were collected selecting for each feature type (i.e. Diseases and Locations) the most
probable features exceeding the probability threshold τf of 40% to be successfully
associated to such medical event.

All medical events reported in Table 4.9 are relevant to the EHEC outbreak during
May and June 2011 and show how the media attention changed geographical focus
over time, following the developing situation. Instead, medical events presented in
Table 4.10, are related to other public health events detected during the same period.

To better emphasize EHEC scenario, in Figure 4.6 we clearly identify key aspects
of each extracted event over time. In details:

1. E1 presents an outbreak of enterohemorrhagic Escherichia coli (EHEC) occurred
in northern Germany, with a sudden rise on articles first detected at the end of
May; later, another rise was observed between June 5 and June 11 according to
German authorities announcing that bean sprouts were the source of infection.
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Figure 4.7 Cumulative documents distributions of all events (from E1 to
E6) for EHEC over time

2. E2 reports that the contagion was caused by contaminated Spanish vegetables.
This statement was alleged at the end of May, as can be seen in the graph with
an increasing trend of the curve, while there was another rise on June 1 when
Spanish farmers announced that Spanish cucumbers had been tested negative
for EHEC.

3. E3 cites when Russia applied trade restriction for European vegetable products
with a peak of documents on June 3.

4. E4 refers to many cases of EHEC contagion in southern France observed between
June 3 and June 7.

5. E5 reports an increasing trend with articles on May 27, on the first Swedish
tourist group visiting northern Germany who denounced EHEC infection.

6. E6 clusters together all articles mentioning the European Commission during
the discussion on the alleged contaminations of Spanish cucumbers and veg-
etables, with a peak on sources during June 1 and June 3; furthermore, the
European Commission and Parliament were involved on themes about the risk
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Event Event Terms No. Event
Id Docs Description

E7 Italy, measles, epidemic 322 Outbreak of measles occurred in northern Italy.
E8 France, measles, rubella,

fever
448 The majority of measles cases in Europe arose in France,

around 72% of all measles occurrences.
E9 Europe, measles 2,574 The second quarter 2011 registered a peak of measles cases in

all Europe.
E10 India, New Delhi, malaria 571 India’s scientific community is all set to launch a research

programme on how to better combat vector-borne diseases,
after many cases of malaria in the country.

E11 China, Beijing, , tubercu-
losis, malaria

407 China has been sustaining efforts that have progressively
achieved coverage of the country’s vast population by tuber-
culosis treatment and surveillance.

E12 Australia, Melbourne,
malaria

317 “UT Southwestern Research Team’s Anti-Malarial Work”
wins the “International Project Of The Year Award”.

Table 4.10 Further detected medical events during May and June 2011

assessment in terms of public health at EU level, with a rise between June 6
and June 9.

For sake of transparency, in Figure 4.7 we show the distribution of articles of all
six medical events about EHEC computed over time. As can been noticed, a peak
was observed on June 3.

Results on medical events related to the EHEC outbreak in Europe were also
caught and presented by the Medisys Report [LMF+11]. Our method complements
what presented in the report, since we captured the latent factor in Medisys docu-
ments without a manual analysis document by document, as was done in [LMF+11]
to reach similar outcomes presented here. Thus, we speed up the process to detect
outbreaks, since we can point out directly users or investigators to documents con-
taining important information about potential medical outbreak, better focusing their
attention on health needs. Surely, human inspection is always needed in this scenario
and cannot be left out, but we can provide a mechanism to use better and better
epidemic inspectors efforts.

We continue our analysis describing the details of further 6 events detected by our
UPHED technique and reported in Table 4.10 as follows:

1. E7, E8, and E9 refer to a big occurrence of measles cases, around ten thousand
reported cases in Europe. Of the total, 72% were detected in France, almost
with an incidence of ten times more than measles cases occurred in the same
period one year before (2010).

2. E10 reports that India’s scientific community is ready to launch a research pro-
gramme which will bring to vaccinate millions of people and save another 6.4
million lives over the current decade.

3. E11 clusters together articles mentioning medical improvements in China during
the past 20 years through better infectious disease surveillance systems which
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Figure 4.8 Documents distributions for each extracted medical event NOT
relevant to EHEC outbreak; from E7 to E12

have led to decrease the mortality for tuberculosis of 8-6% per year. The success
in China has been based on sustained efforts that have progressively achieved
coverage of the country’s vast population by tuberculosis treatment and surveil-
lance.

4. E12 cites when the Australian research team anti-malarial, which began in 2002
under the direction of Dr. Margaret Phillips, identified a promising inhibitor of
a specific enzyme that the malaria parasite requires for survival. For that, her
research team won the International Project Of The Year Award.

As last analysis, in Figure 4.8 we identify key aspects of each detected event over
time.

4.5.9 Experiment VII: UPHED in comparison with Medisys

Objectives: The experiment conducted hereafter extends Section 4.5.8 since lever-
ages on the dataset and medical events previously extracted. In summary, we provide
an extensive comparison of our UPHED algorithm with Medisys, which is a fully
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automatic public health surveillance system run by the Health Threats Unit at Direc-
torate General Health and Consumer Affairs of the European Commission, in collabo-
ration with the Joint Research Centre in Ispra, Italy. More details about Medisys were
presented in Related Work (Section 4.2) and are available in [SFvdG+08, LSF+10].

The comparison was evaluated analyzing the alerts generated by Medisys versus
the events detected by our UPHED method.

Preliminaries: Medisys allows the selection of articles about any subject via
Boolean combinations of search words or lists of search words, organized into classes
such as Countries, Communicable Diseases, Animal Diseases, Organizations, etc. All
the search words are multilingual. Each subject definition is called alert, which,
according to the nature of the search words, is multilingual [LSF+10].

Due to the high number of independent news sources, Medisys captures many
reports that readers of one or a few news sources would miss. The drawback of having
multiple resources consists in reporting the same or near duplicate documents to users
and triggering much more alerts as in reality. To cope with that, Medisys adopts a
similarity measure to prune near-duplicate documents. The similarity measure for the
news articles is based on cosine similarity on a simple vector-space representation of
the first 200 word tokens of each article. This means that not only multiple reports of
the same story, but also similar reports about different cases for the same disease may
be grouped together and filtered out. This method allows to discard entire groups of
non-influent articles at once.

With the alert definitions in Medisys, mention of a disease, an animal disease, a
country, or others can be identified in multiple languages. Medisys keeps a running
count of all disease alerts for each country, i.e. it maintains the average of all doc-
uments mentioning a specific category instance and country, over a time window of
two weeks. The category instance can be a word within the aforementioned classes
such as Communicable Diseases, Animal Diseases, Organizations, etc. An alerting
function detects a sudden increase in the number of articles for a given category and
country, by comparing the statistics for the last day with the two-week rolling average.
The more articles there are for a given category-country combination compared to the
expected number of articles (i.e. the two-week average), the higher is the alert level.
The histogram in Figure 4.9 illustrates seemingly how Medisys presents statistics on
the alerts on its web site. On the left side of the figure, alerts with high alert level
are shown. In particular, red bars identify peaks of documents which triggered high
level alerts; blue bars show the average number of documents of the last two weeks
for the combination under inspection. As can be noticed,the higher is the deviation
of the peak from the 14-day average value, the more important is the alert. Finally,
on the right side of the figure, alerts with medium level are reported and represented
by yellow bars.

Technically, alert levels are calculated assuming a normal distribution of articles
per category over time. Alert levels are high, if the number of articles found is
at least three times the standard deviation over the last 14 days, while alert levels
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Figure 4.9 Selection of 20 alert statistics from Medisys from beginning of
May till end of June 2011. Term EFSA identifies the European Food Safety
Authority

are medium, if the number of articles found is between twice and three times the
considered standard deviation. As the total number of articles varies during the week
(fewer articles on Sunday and Monday), a correction is applied to the documents’
frequencies according to the day of the week [SFvdG+08].

To accomplish our comparison, a RSS tunnel feed 6 has been set up between
Medisys and UPHED. At present, UPHED processes only English-language docu-
ments. Our method triggers Medisys feeds every minute. Medisys sends through the
tunnel documents which it categorizes as relevant to the medical domain. Currently,
the documents arrive as plain text and UPHED applies its entity extraction (Section
4.5.2). This is done in addition to the normal processing on the Medisys side, where
running averages are monitored for all alerts, etc.

Finally, UPHED identifies events as clusters of documents associated with labels,
i.e. a set of diseases and locations describing clusters themselves, as already profusely
shown in this chapter.

6http://medusa.jrc.it/m-eco?language=en
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Results: Medisys has proven to be useful and effective for finding documents
from a large number of Web sources [SFvdG+08]. After Medisys identifies documents
where alerts fire, UPHED can deliver more overall information about the specific
outbreak of the diseases reported in those documents. UPHED’s task is to aggregate
documents into larger units than alerts, namely events.

From Medisys we selected 29, 850 articles. The selection was boosted gathering
documents containing specific keywords and their synonyms, i.e. EHEC, Malaria,
Measles, Rubella, and Tuberculosis. This selection was kindly provided by JRC (Joint
Research Centre, Ispra, Italy). Articles were selected within the period under surveil-
lance, i.e. May-June 2011.

From this specific batch taken from Medisys, we counted the number of documents
overlapping with our collection which UPHED was applied to. We found that, out of
13, 076 processed by our approach, 8, 684 are the same articles.

On top of news articles, alerts were computed using the procedure previously
described. In total 255 relevant alerts were found. For each alert, we considered the
set of news articles associated and computed the overlaps with each of the 12 events
(i.e. clusters) of articles extracted by UPHED and reported in Table 4.9 and Table
4.10. Also, a human expert judged the accuracy of the alert, by analyzing a sample
of documents reported together to each alert, assigning it to one of the four following
categories. For more details, we report the entire evaluation in Appendix 4.7.

The first category is identified in green in Appendix 4.7. The documents con-
tained in the specific alert are the same news articles related to one particular event
detected by UPHED. Within the alert, articles mentioned one disease outbreak event.
Important to be noticed is that it is always the case where one alert, falling in such
category, contains only a small subset of articles associated to one UPHED event.
The reason is that Medisys computes alerts based on documents which exactly match
the keywords pre-specified within the system, and it is not a semantic approach. Fur-
thermore, the alerts categorized here contain documents simply treating just one or
few diseases mostly only in the location mentioned by the pre-defined alert; thus, it
is reasonable that these documents fall also in the event relevant to that particular
location and disease. On the other hand, since UPHED detects events and, in a sim-
plistic way, co-occurrences of feature-instances (i.e. keywords of several type), thus,
each event can correspond to multiple alerts. As an example, let the reader observe in
Table 4.11 as multiple alerts in the first category often are related to just one event;
this is the case of all alerts considering the country Germany and several diseases
related to event E1. In conclusion, 20 alerts fell into this category and additional 11
alerts showed a big subset of documents related to one UPHED cluster.

The second category is identified in orange in Appendix 4.7. The Medisys alert
was appropriate and was related to no events detected by UPHED. The reason why
UPHED was not able to detect these events has to be retrieved in the explanation
that there were few documents treating the particular outbreak. To let the reader
better understand, we can consider the events reported in Table 4.9 and Table 4.10.
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It is easy to identify that each event contains hundreds of document associated with,
out of a total of less than 10, 000 articles of the entire dataset. Thus, it is difficult
for the UPHED algorithm to detect events associated with only tens of documents.
Of course, it is always important the proportion with respect to the entire set. On
the other hand, Medisys was capable to trigger an alert since it detects a sudden
increase in the number of articles for a given category and country, by comparing the
statistics for the last day with the two-weeks rolling average. Thus, for Medisys it is
sufficient a specific increasing of the standard deviation of the particular combination
category-country under observation to generate an alert. In conclusion, 11 alerts fell
into this category.

The third category is identified in yellow in Appendix 4.7. The third group
consists of Medisys alerts reporting disease outbreaks happening in locations different
from the one shown in the alert or just inappropriate. Articles falling in this category
truly contain the disease name mentioned in the alert, but such disease is not related
to the alert-country. Also, many of these documents contain the alert-country only to
identify the location where the article was published or where the journalist had her
newspaper-headquarter. Most of these articles described the situation in many other
countries. As an example, let us consider in Table 4.11 the alert mentioning Canada
and several diseases. In such a case, Canadian journalists described the outbreak
of EHEC happening in the European countries. Thus, it is often the case where
resources associated with alerts of this category are related to multiple UPHED’s
events. Furthermore, since these documents include many countries/locations, then
they constitute elements of noise since one article can contribute in increasing the
counter of different alerts. This is because alerts will match all the countries and
diseases reported in them. In summary, this category contains cases where the disease
name was mentioned but only to inform and report an outbreak burst somewhere else
in the globe. In conclusion, 116 alerts fell into this category.

The fourth category is identified in light red in Appendix 4.7. The last group
consists of articles not written in English-language or without overlap with UPHED’s
clusters. The reason has to be found in the fact that out of 29, 850 articles collected
and processed by Medisys, we have an overlap with the dataset processed by UPHED
of 8, 684 documents. Then, it is possible the case where one alert was generated
mostly by articles not written in English, thus UPHED was not able to process most
of them. Another possibility was that most of the articles in one alert were in English,
but not contained in the overlap with UPHED’s dataset. In conclusion, the rest of
alerts fell into this category.

In addition and for sake of clarity, there are few cases in which the alert was as-
signed to two categories. In such a case, two colors highlighted the alert in Appendix
4.7. This happened, for instance, whenever a subset of the documents, contained in
such alert, were totally related to one event detected (i.e. first category) by UPHED,
while the remaining were related to other outbreaks not relevant for the alerts combi-
nation country-disease (third category). As an example, let us consider in Appendix
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4.7 the alerts related to Spain. A subset of articles are referring correctly to events
from UPHED, while other articles can be classified as third category since they are
reporting the outbreak of the disease happening in other countries, but mentioning
also the location Spain. Another example is when an alert was categorized within the
second and the third category. In such a case, the alerts (e.g., USA:WHO) contained
documents reporting the EHEC outbreak all over Europe (third category), while the
rest were treating an outbreak of tuberculosis in USA not detected by UPHED (sec-
ond category).

To give the reader an overview of the first three categories, Table 4.11 reports a
sample of alerts providing their categorization and a short description. All the alerts
reported in Figure 4.9 are presented in this table plus some additional alerts.

In conclusion, Medisys computes statistics based on exact matching of keywords
in different languages. Medisys is not a semantic approach and is not able to detect
alerts with several locations or diseases representing the same medical burst or out-
break. Also, since Medisys does not explicitly select for outbreaks, but for mentions
of diseases in any context, it is expectable that many documents might cite diseases
in contexts unrelated to epidemics and outbreaks.

On the contrary, UPHED semantically recognizes equal public health events and
it clusters together documents treating the same topic. Furthermore, our approach
computes medical events based on multiple diseases and locations at the same time,
as can be observed in Table 4.9 and Table 4.10 by the labels extracted to describe
each event.

The combination of the two initially independent systems, Medisys and UPHED,
can lead to a stronger application offering users complementary functionalities. For
disease outbreaks, which are covered by both systems, the combination can lead to
additional advantages overtaking the drawbacks of both:

1. UPHED’s computationally heavier method can only be applied to the document
collection pre-filtered by Medisys.

2. The medical event extraction by UPHED can act as a filter for users to identify
only disease outbreak reports.

3. UPHED is not a pattern matching based approach to extract events, thus it
is not language dependant, as PULS -style [SFvdG+08] does developing event
extraction grammars for many languages. UPHED can simply benefit from
the categorization of news items by Medisys as useful tool for the analysis
performed by our method. Actually, entities and their classes used by both
systems, namely UPHED and Medisys, are overlapping.

These issues are to be tackled in future work. As a summarization, according to
observations so far illustrated, we think that Medisys can be complemented with our
UPHED to provide a better medical information system able to rely on a semantic
detection approach.



4.5 Experiments and Evaluations 123

Alerts Description

Category 1: related to one cluster detected by UPHED

Belgium:EscherichiacoliInfection Related to event E6, about documents treating the
economical repercussion of the entire outbreak on the
European market.

Belgium:CattleEFSA Related to event E9, about peak of measles cases in
all Europe.

France:EscherichiacoliInfection,
France:Coma

Related to E4, about many cases of EHEC contagion
in France with some case of coma.

Germany:Epidemic, Ger-
many:EscherichiacoliInfection,
Germany:Fever, Germany:Food-
borne

Related to E1, about EHEC cases in Germany.

India:Malaria, India:WHO Related to E10, about India’s scientific community is
all set to launch a research programme on how to com-
bat vector-borne diseases, after many cases of malaria.

Spain:EscherichiacoliInfection Related to E2, about EHEC contagion which was
caused by contaminated Spanish vegetables. Since the
entire Europe was talking about Spains vegetable as
the reason of EHEC outbreak, this alert contains also
many other documents reporting EHEC cases in Eu-
rope, but the biggest overlap is with E2.

Category 2: related to events not detected by UPHED

China:AIDS-HIV Cases of AIDS-HIV in China. Too few documents to
be detected by UPHED.

Japan:CattleEFSA,
Japan:Epidemic,
Japan:EscherichiacoliInfection

EHEC cases of different nature compared to those oc-
curred in Europe. The burst was caused by infected
meat served in a restaurant chain. Few documents to
be detected by UPHED.

UnitedKingdom:Enterohaemorrhagic,
UnitedKingdom:Haemorrhage,
UnitedKingdom:Tuberculosis

Cases of tuberculosis in UK.

Category 3: alerts reporting disease outbreaks happening in different locations.

Austria:EscherichiacoliInfection,
Austria:Foodpoisoning, Aus-
tria:WHO

Austria was always mentioned with other European
countries for statistics on EHEC infection. In some
case were reported Austrians visiting Germany and
reporting EHEC.

Bulgaria:EscherichiacoliInfection Bulgarian authorities specially worried about EHEC
in Germany and reporting cases in the continent.

Canada:Epidemic,
Canada:EscherichiacoliInfection,
Canada:Hospital

In Canada, many news reporting the European EHEC
outbreak. Also, Canada launched food inspection on
food coming from EU.

Germany:CattleEFSA, Ger-
many:Coma, Germany:Diarrhoea,
Germany:Communicabledisease,
Germany:Foodpoisoning

Report on EHEC cases all over Europe.

Table 4.11 Sample of alerts categorized together with a description. Men-
tioned events are related to clusters detected in Section 4.5.8. All alerts
reported in Figure 4.9 are presented
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4.6 Conclusions

In this research, we observed and exploited two main characteristics of text docu-
ments, i.e. their content and timestamps, to build up an approach for clustering
articles in events with an unsupervised learner. Both the contents and the time in-
formation of articles are modeled explicitly and effectively. Especially the model of
timestamps works like auto-adaptive sliding windows on time line, which overcomes
the inflexible usages of timestamps in traditional retrospective event detection algo-
rithms. Our method incorporates two main techniques: the burst function analysis
and the entity-centric feature representation. Also, such a burst function analysis and
entity-centric feature representation were combined in a generative model that is the
basis of the algorithm. The model was refined for representing periodic, non-burst
features with the Cauchy-Lorentz distribution. The evaluations showed that better
sampling is reached by such distribution which resulted also in better efficiency of the
algorithm. The algorithm is easy to implement in practice.

Furthermore, we prove the goodness of our theoretical study adapting our unsuper-
vised learner to the medical domain, extracting a particular instance of events within
the context of Epidemic Intelligence: the public health event PHE. More specifically,
the adaptations included the consideration of domain specific features that allow to
detect only domain-specific events.

In order to analyze the results of the introduced method, we ran several exper-
iments. For the specific task considered, i.e. public health event detection, no an-
notated data set is available. Anyway, we performed some analysis on real-world
data sets. Finally, we run our method demonstrating its effectiveness detecting a
recent outbreak of enterohemorrhagic Escherichia coli (EHEC) occurred in northern
Germany starting in May 2011.

For the task of detecting events, our approach achieved good quality results for a
precision of 60% and a recall of 71% on manually annotated data. We showed that
better results are achievable when using an unsupervised event detection algorithm
that is specifically adapted to the medical domain, when compared with the domain
independent event detection or event extraction approaches based on information
extraction. Also, a qualitative assessment of the events also presented that detected
clusters correspond to real-world health events, that have been listed on the public
bulletin of international agencies.

The approach has been designed to address the limitations health organizations
criticize in existing systems for detecting events. As a result, the presented algorithm
allows to detect both, events that are rare or reoccurring. For the medical domain,
this allows public health officials to rely upon alternative sources to corroborate infor-
mation about public health events, which is important, since a diversity of information
sources can offer an additional means of mitigating the impact of potential threats.
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4.7 Appendix

In this section, we provide details about the evaluation on Alerts extracted from
Medisys. For each alert we consider all the associated documents; then, for each
Event detected by UPHED and reported in Table 4.9 and Table 4.10, we consider all
the associated documents and we compute the overlap of documents between alert-
document-set and event-document-set. In the following table, on the first column we
report alerts. Each alert-row intersects the columns where events are presented. The
intersection identifies the number of documents in common (i.e. overlaps) between
the corresponding alert and the respective event. For each overlap, a human expert
analyzed a sample of articles and judged the accuracy of the alert. Thus, each alert
was assigned to one of the four categories presented in Section 4.5.9 and hereafter
identified by four different colors.

In the following Table are reported the Level of each alert, i.e. High or Medium,
the Date of the alert’s burst, the Category it belongs to, and the overlaps between
alert’s documents with the documents associated to each event. To summarize, each
category was identified by a color:

1. Category is identified in green if the Medisys alert is related to one cluster
detected by UPHED.

2. Category is identified in orange if the Medisys alert is appropriated and related
to NO one cluster detected by UPHED.

3. Category is identified in yellow if Medisys alert reports disease outbreaks hap-
pening in locations different from the one shown in the alert or just inappropri-
ate. This category contains cases where the disease name was mentioned but
only to inform and to report an outbreak burst somewhere else in the world.

4. Category is identified in light red if Medisys alert groups together articles not
written in English-language or without overlap with UPHED events.



Alerts E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12 Date Level

Legenda

Related to one cluster detected by UPHED

Related to one cluster NOT detected by UPHED

Related to several outbreaks in several countries

No English documents or No overlaps with clusters by UPHED

Afghanistan:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

AmericanSamoa:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 07.06.2011 Medium

Australia:disease 0 0 0 0 0 0 0 0 2 0 1 8 03.06.2011 High

Austria:Diarrhoea 1 0 0 1 0 0 0 0 0 0 0 0 02.06.2011 High

Austria:ECDC 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 Medium

Austria:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 Medium

Austria:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Austria:EscherichiacoliInfection 20 16 1 10 17 3 0 0 6 0 0 0 31.05.2011 High

Austria:Fever 0 0 0 0 0 0 0 0 0 0 0 0 04.06.2011 High

Austria:Foodpoisoning 13 13 0 5 12 0 0 0 7 0 0 0 02.06.2011 Medium

Austria:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Austria:WHO 88 77 2 34 77 0 9 0 41 0 6 0 31.05.2011 High

Azerbaijan:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 07.06.2011 High

Belarus:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 21.06.2011 High

Belgium:CattleEFSA 0 0 0 0 0 0 0 0 3 0 0 0 16.06.2011 High

Belgium:Communicabledisease 1 1 0 0 0 1 0 0 2 0 0 0 07.06.2011 High

Belgium:Diarrhoea 0 0 0 0 0 0 0 0 0 0 0 0 25.06.2011 Medium

Belgium:ECDC 2 2 0 0 2 2 0 0 2 0 0 0 02.06.2011 Medium

Belgium:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 Medium

Belgium:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Belgium:EscherichiacoliInfection 5 4 0 0 1 22 1 0 2 0 0 0 31.05.2011 High

Belgium:Food-borne 17 16 16 0 1 17 0 0 3 0 0 0 03.06.2011 Medium

Belgium:Foodpoisoning 5 5 0 0 0 5 0 0 2 0 0 0 16.06.2011 High

Belgium:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

Belgium:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 16.06.2011 High

Belgium:Pharmaceuticals 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 High

Belgium:WHO 9 8 9 0 1 9 0 0 4 0 0 1 02.06.2011 High

Brazil:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 25.06.2011 High

Bulgaria:EscherichiacoliInfection 9 5 3 0 4 0 3 0 0 0 0 0 31.05.2011 Medium

Canada:Epidemic 1 1 1 0 0 0 0 0 1 0 0 0 07.06.2011 High

Canada:EscherichiacoliInfection 15 12 6 0 5 0 3 0 7 0 1 0 02.06.2011 High

Canada:Hospital 10 4 8 2 4 0 0 0 0 0 0 0 16.06.2011 Medium

Chile:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

China:AIDS-HIV 0 0 0 0 0 0 0 0 0 1 10 0 03.06.2011 Medium

China:EscherichiacoliInfection 3 2 0 0 2 0 0 0 2 0 0 0 02.06.2011 High

China:Hospital 1 0 0 0 0 0 0 0 0 0 2 0 04.06.2011 Medium

China:Pharmaceuticals 4 1 0 1 2 0 0 0 2 0 3 2 03.06.2011 High

China:Tuberculosis 0 0 0 0 0 0 0 0 0 1 8 0 19.05.2011 High

Croatia:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 16.06.2011 Medium

CzechRepublic:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

CzechRepublic:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 28.06.2011 Medium

CzechRepublic:EscherichiacoliInfection 2 1 0 0 1 0 0 0 2 0 0 0 28.06.2011 High

CzechRepublic:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 16.06.2011 High

CzechRepublic:WHO 0 0 0 0 0 0 0 0 0 0 0 0 04.06.2011 High

Denmark:Diarrhoea 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Denmark:ECDC 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 Medium

Denmark:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

Denmark:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Denmark:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 28.06.2011 High

Denmark:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 Medium
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Denmark:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Denmark:IntensiveCareUnit 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 Medium

Denmark:WHO 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Egypt:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 30.06.2011 High

Estonia:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 07.06.2011 High

Finland:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 10.06.2011 Medium

Finland:EscherichiacoliInfection 3 0 0 0 0 0 0 0 1 0 0 0 28.06.2011 Medium

Finland:WHO 0 0 0 0 0 0 0 0 0 0 0 0 04.06.2011 Medium

France:CattleEFSA 0 0 0 0 1 0 1 6 6 0 0 0 17.06.2011 Medium

France:Coma 2 0 0 8 0 0 2 0 0 0 0 0 18.06.2011 High

France:Diarrhoea 0 0 0 0 0 0 0 0 0 0 0 0 16.06.2011 High

France:ECDC 0 0 0 0 0 0 0 0 0 0 0 0 30.06.2011 High

France:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 16.06.2011 High

France:EscherichiacoliInfection 2 1 1 9 1 1 2 0 0 0 0 0 16.06.2011 High

France:WHO 0 0 0 0 0 0 2 1 2 1 0 0 02.06.2011 High

Georgia:EscherichiacoliInfection 1 1 0 0 0 0 0 0 1 0 0 0 08.06.2011 Medium

Germany:CattleEFSA 23 15 2 1 4 0 0 0 13 0 0 0 16.06.2011 High

Germany:Coma 23 12 0 4 12 1 1 0 7 0 0 0 17.06.2011 High

Germany:Communicabledisease 49 24 13 5 21 1 3 2 37 0 4 4 23.06.2011 High

Germany:Diarrhoea 75 47 14 5 39 9 0 0 22 0 0 0 02.06.2011 High

Germany:ECDC 28 23 1 0 19 2 0 0 7 0 0 0 31.05.2011 High

Germany:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Germany:Epidemic 13 1 5 0 3 0 0 0 3 0 0 0 31.05.2011 High

Germany:EscherichiacoliInfection 314 54 10 3 30 5 3 1 26 0 3 0 31.05.2011 High

Germany:Fever 45 0 10 0 11 0 0 0 9 0 0 0 31.05.2011 High

Germany:Food-borne 73 2 0 0 1 0 0 1 9 0 0 0 02.06.2011 High

Germany:Foodpoisoning 37 37 1 10 30 4 0 0 12 0 0 0 31.05.2011 High

Germany:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 Medium

Germany:Hospital 52 8 7 3 15 0 0 1 21 0 1 0 16.06.2011 High

Germany:IntensiveCareUnit 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Germany:MRSA 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 High

Germany:Pathogens 11 8 0 1 5 0 0 0 6 0 0 0 01.06.2011 Medium

Germany:Pharmaceuticals 7 4 0 1 4 0 0 0 6 0 2 2 03.06.2011 High

Germany:Travel 6 2 0 1 1 0 0 0 4 0 0 0 03.06.2011 Medium

Germany:TravelHealth 16 11 0 2 3 0 0 0 8 0 0 0 02.06.2011 High

Germany:UnknownDisease 0 0 0 0 0 0 0 0 0 0 0 0 04.06.2011 High

Germany:WHO 163 112 34 17 105 9 9 2 55 0 7 1 31.05.2011 High

Ghana:Malaria 0 0 0 0 0 0 0 0 0 0 1 0 21.06.2011 Medium

Greece:Epidemic 0 0 0 0 0 0 0 0 1 0 0 0 07.06.2011 High

Greece:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 High

HongKong:EscherichiacoliInfection 4 1 0 0 0 0 0 0 0 0 0 0 03.06.2011 Medium

Hungary:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

Hungary:WHO 8 0 8 0 8 0 0 0 1 0 0 0 04.06.2011 Medium

India:EscherichiacoliInfection 1 0 0 0 0 0 0 0 2 1 0 0 25.06.2011 Medium

India:Malaria 0 0 0 0 0 0 0 0 0 6 3 0 09.06.2011 High

India:WHO 0 0 0 0 0 0 0 0 0 3 2 0 02.06.2011 Medium

Ireland:EscherichiacoliInfection 14 9 9 0 3 9 2 0 6 0 2 2 25.06.2011 High

Israel:EscherichiacoliInfection 3 3 2 0 2 0 0 0 0 0 0 0 03.06.2011 Medium

Italy:Diarrhoea 12 2 10 0 12 0 0 0 2 0 0 0 31.05.2011 Medium

Italy:Epidemic 12 2 10 0 12 0 0 0 2 0 0 0 31.05.2011 Medium

Italy:EscherichiacoliInfection 22 12 10 0 20 8 9 0 2 0 0 0 31.05.2011 High

Italy:Fever 2 1 1 0 1 0 15 0 1 0 0 0 04.06.2011 High

Italy:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 16.06.2011 High

Italy:WHO 2 2 1 0 1 0 13 0 2 0 0 0 02.06.2011 High

Japan:CattleEFSA 1 1 0 0 0 0 0 0 0 0 0 0 03.06.2011 High

Japan:Epidemic 1 1 0 1 1 0 0 0 0 0 0 0 07.06.2011 High

Japan:EscherichiacoliInfection 20 15 0 2 13 5 2 0 11 0 0 0 31.05.2011 High
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Kazakhstan:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 10.06.2011 Medium

Kenya:Malaria 0 0 0 0 0 0 0 0 0 0 0 0 17.06.2011 Medium

Latvia:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 Medium

Lebanon:EscherichiacoliInfection 9 0 9 0 9 0 0 0 1 0 0 0 04.06.2011 Medium

Lebanon:WHO 8 0 8 0 8 0 0 0 0 0 0 0 04.06.2011 High

Libya:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 22.06.2011 Medium

Lithuania:EscherichiacoliInfection 7 7 7 7 0 0 0 0 0 0 0 0 28.06.2011 High

Luxemburg:ECDC 4 3 0 0 3 3 0 0 0 0 0 0 07.06.2011 Medium

Luxemburg:Epidemic 0 0 0 0 0 0 0 0 1 0 0 0 07.06.2011 High

Luxemburg:EscherichiacoliInfection 27 20 5 0 14 16 0 4 25 0 0 0 28.06.2011 High

Luxemburg:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 07.06.2011 Medium

Luxemburg:WHO 3 0 1 0 0 3 0 0 4 0 0 0 03.06.2011 Medium

Mexico:EscherichiacoliInfection 5 5 0 0 5 0 0 0 5 0 0 0 01.06.2011 High

Mexico:WHO 5 5 0 0 5 0 0 0 5 2 2 0 04.06.2011 High

Netherlands:Diarrhoea 5 5 0 0 5 0 0 0 0 0 0 0 02.06.2011 High

Netherlands:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Netherlands:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 10.06.2011 Medium

Netherlands:EscherichiacoliInfection 26 26 0 6 24 0 0 0 7 0 0 0 31.05.2011 High

Netherlands:Foodpoisoning 9 8 0 5 7 0 0 0 3 0 0 0 16.06.2011 High

Netherlands:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

Netherlands:Hospital 2 0 0 0 0 0 0 0 0 0 0 0 16.06.2011 High

Netherlands:WHO 5 5 0 0 5 0 0 0 0 0 0 0 31.05.2011 High

Norway:Diarrhoea 1 1 1 0 1 0 0 0 0 0 0 0 03.06.2011 Medium

Norway:ECDC 5 4 0 2 1 1 0 0 0 0 0 0 03.06.2011 Medium

Norway:Epidemic 2 2 0 2 2 0 0 0 0 0 0 0 03.06.2011 High

Norway:EscherichiacoliInfection 43 37 1 5 36 0 4 0 25 0 4 0 31.05.2011 High

Norway:Foodpoisoning 25 23 0 7 23 0 0 0 16 0 0 0 02.06.2011 High

Norway:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 04.06.2011 High

Norway:Pathogens 15 12 0 8 12 0 0 0 6 0 0 0 04.06.2011 Medium

Norway:WHO 59 49 2 14 49 0 6 0 32 0 6 0 02.06.2011 High

Pakistan:EscherichiacoliInfection 0 0 0 0 0 0 0 0 1 0 0 0 08.06.2011 Medium

Poland:ECDC 3 2 0 2 1 1 0 0 0 0 0 0 07.06.2011 High

Poland:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 Medium

Poland:EscherichiacoliInfection 13 8 4 8 2 2 2 2 3 0 2 0 28.06.2011 Medium

Poland:Foodpoisoning 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 Medium

Portugal:EscherichiacoliInfection 1 1 1 0 1 0 0 0 0 0 0 0 31.05.2011 Medium

Romania:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 07.06.2011 High

Romania:EscherichiacoliInfection 4 2 4 0 0 1 0 0 3 0 0 0 07.06.2011 Medium

Russia:ECDC 0 0 0 0 0 0 0 0 12 0 0 0 02.06.2011 High

Russia:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 Medium

Russia:Epidemic 5 1 5 0 2 0 0 0 20 0 0 0 02.06.2011 High

Russia:EscherichiacoliInfection 48 41 66 6 21 7 4 2 35 0 2 0 31.05.2011 High

Russia:Fever 0 0 10 0 8 0 0 0 3 0 0 0 04.06.2011 High

Russia:Food-borne 13 12 13 0 0 8 3 0 1 0 0 0 03.06.2011 High

Russia:Foodpoisoning 5 2 5 0 0 0 1 0 3 0 0 0 02.06.2011 High

Russia:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Russia:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 Medium

Russia:Pharmaceuticals 0 0 0 0 0 0 0 0 1 0 0 0 03.06.2011 High

Russia:WHO 29 22 29 0 7 9 8 0 15 0 4 1 02.06.2011 High

Samoa:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 07.06.2011 Medium

SaudiArabia:WHO 1 0 1 0 0 0 0 0 0 0 0 0 10.06.2011 Medium

Serbia:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

Slovakia:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

Slovakia:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 09.06.2011 High

Slovakia:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Slovakia:WHO 0 0 0 0 0 0 0 0 0 0 0 0 09.06.2011 Medium

Slovenia:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High
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Slovenia:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 08.06.2011 Medium

Slovenia:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 28.06.2011 Medium

SouthKorea:EscherichiacoliInfection 7 7 0 0 5 0 0 0 7 0 1 0 28.06.2011 Medium

Spain:CattleEFSA 1 4 1 0 3 0 0 0 5 0 0 0 02.06.2011 Medium

Spain:Communicabledisease 25 25 2 5 16 1 2 0 19 0 0 0 03.06.2011 High

Spain:Diarrhoea 11 11 0 1 9 0 0 0 4 0 0 0 02.06.2011 High

Spain:ECDC 22 22 0 0 19 2 0 0 5 0 0 0 31.05.2011 High

Spain:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Spain:Epidemic 1 1 1 0 0 0 0 0 0 0 0 0 31.05.2011 High

Spain:EscherichiacoliInfection 187 180 21 21 118 15 2 0 68 0 2 0 31.05.2011 High

Spain:Fever 20 6 10 0 16 0 0 0 7 0 0 0 31.05.2011 High

Spain:Food-borne 23 21 12 0 8 8 3 0 9 0 0 0 02.06.2011 High

Spain:Foodpoisoning 15 15 0 5 12 2 0 0 4 0 0 0 01.06.2011 High

Spain:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Spain:Hospital 2 2 0 0 0 0 0 0 2 0 0 0 31.05.2011 High

Spain:IntensiveCareUnit 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Spain:Pathogens 9 9 0 1 4 1 0 0 6 0 0 0 01.06.2011 Medium

Spain:Pharmaceuticals 6 6 0 1 2 0 0 0 6 0 0 0 02.06.2011 High

Spain:TravelHealth 10 8 0 2 3 0 0 0 3 0 0 0 02.06.2011 High

Spain:WHO 116 107 27 15 80 8 9 0 47 1 5 3 28.06.2011 High

Sweden:Antimicrobialresist 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Sweden:CattleEFSA 1 0 0 1 1 0 0 1 2 0 0 0 16.06.2011 High

Sweden:Communicabledisease 19 13 2 5 19 0 0 0 8 0 0 0 03.06.2011 Medium

Sweden:Diarrhoea 19 14 0 1 16 0 0 0 4 0 0 0 02.06.2011 High

Sweden:ECDC 15 14 0 0 14 2 0 0 3 0 0 0 31.05.2011 High

Sweden:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Sweden:Epidemic 6 3 2 1 6 0 0 0 2 0 0 0 31.05.2011 High

Sweden:EscherichiacoliInfection 170 129 8 21 145 18 2 1 10 0 3 0 31.05.2011 High

Sweden:Fever 30 6 10 0 23 0 0 0 11 0 0 0 03.06.2011 High

Sweden:Food-borne 22 18 9 1 11 9 0 0 8 0 0 0 03.06.2011 High

Sweden:Foodpoisoning 12 12 0 4 11 0 0 0 4 0 0 0 01.06.2011 High

Sweden:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Sweden:Hospital 14 1 4 2 13 0 0 1 10 0 1 0 16.06.2011 Medium

Sweden:Pharmaceuticals 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 High

Sweden:TravelHealth 5 3 0 0 3 0 0 0 3 0 0 0 02.06.2011 Medium

Sweden:WHO 122 84 16 16 106 5 5 2 42 0 6 0 28.06.2011 Medium

Switzerland:Communicabledisease 2 2 0 2 2 0 0 0 0 0 0 0 03.06.2011 High

Switzerland:Diarrhoea 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Switzerland:ECDC 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

Switzerland:Epidemic 2 2 0 2 2 0 0 0 0 0 0 0 02.06.2011 High

Switzerland:EscherichiacoliInfection 60 54 3 24 52 6 2 0 15 0 2 0 31.05.2011 High

Switzerland:Fever 0 0 0 0 0 0 0 0 0 0 0 0 04.06.2011 High

Switzerland:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 01.06.2011 High

Switzerland:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Switzerland:Malaria 0 0 0 0 0 0 0 0 0 1 0 0 31.05.2011 Medium

Switzerland:WHO 88 77 2 34 77 0 6 0 37 4 6 0 02.06.2011 High

Syria:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 04.06.2011 Medium

Thailand:Epidemic 0 0 0 0 0 0 0 0 0 0 0 0 11.06.2011 Medium

Thailand:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 11.06.2011 High

Turkey:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 High

Turkey:WHO 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 High

Ukraine:EscherichiacoliInfection 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

UnitedKingdom:Antimicrobialresist 0 0 0 0 0 0 0 0 2 0 2 2 03.06.2011 Medium

UnitedKingdom:CattleEFSA 5 5 0 0 2 0 0 0 4 0 0 0 22.06.2011 Medium

UnitedKingdom:Communicabledisease 15 9 6 1 5 0 0 1 19 0 4 4 03.06.2011 High

UnitedKingdom:Diarrhoea 17 16 0 0 12 0 0 0 5 0 0 0 02.06.2011 High

UnitedKingdom:ECDC 13 12 0 0 10 0 0 0 3 0 0 0 31.05.2011 High
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UnitedKingdom:Enterohaemorrhagic 0 0 0 0 0 0 0 0 0 0 0 0 31.05.2011 Medium

UnitedKingdom:Epidemic 1 1 1 0 0 0 0 0 0 0 0 0 31.05.2011 High

UnitedKingdom:EscherichiacoliInfection 65 40 2 1 44 2 2 1 12 0 3 0 25.06.2011 High

UnitedKingdom:Fever 4 0 2 0 0 0 0 0 2 0 0 0 03.06.2011 Medium

UnitedKingdom:Food-borne 5 2 0 1 3 1 0 1 2 0 0 0 07.06.2011 Medium

UnitedKingdom:Foodpoisoning 16 16 1 0 11 4 0 0 12 0 0 0 02.06.2011 Medium

UnitedKingdom:Haemorrhage 0 0 0 0 0 0 0 0 0 0 0 0 02.06.2011 High

UnitedKingdom:Hospital 4 2 0 0 2 0 0 0 4 0 0 0 31.05.2011 Medium

UnitedKingdom:Malaria 0 0 0 0 0 0 0 3 8 0 0 1 29.06.2011 Medium

UnitedKingdom:Pathogens 7 7 1 0 6 0 0 0 7 0 0 0 02.06.2011 High

UnitedKingdom:Pharmaceuticals 1 1 0 0 0 0 0 0 3 0 2 2 03.06.2011 High

UnitedKingdom:TravelHealth 4 2 0 0 1 0 0 0 1 0 0 0 03.06.2011 High

UnitedKingdom:tropicalmedicine 22 21 2 0 16 0 0 0 19 0 0 0 02.06.2011 Medium

UnitedKingdom:Tuberculosis 0 0 0 0 0 0 0 0 2 1 0 1 29.06.2011 High

UnitedKingdom:WHO 42 33 2 1 35 0 2 1 22 0 3 0 28.06.2011 High

USA:AIDS-HIV 0 0 0 0 0 0 0 0 0 0 2 0 09.06.2011 High

USA:CattleEFSA 9 10 2 0 0 0 0 0 6 0 0 0 03.06.2011 Medium

USA:Coma 9 5 0 2 5 0 1 0 5 0 0 0 17.06.2011 Medium

USA:Communicabledisease 13 10 2 5 6 1 0 1 7 0 2 0 03.06.2011 High

USA:Diarrhoea 34 12 11 6 19 0 0 1 1 0 1 0 03.06.2011 High

USA:ECDC 0 0 0 0 0 0 0 0 0 0 0 0 03.06.2011 Medium

USA:Epidemic 7 3 4 0 3 0 0 0 1 0 0 0 02.06.2011 High

USA:EscherichiacoliInfection 172 114 31 36 87 16 2 3 2 0 3 1 28.06.2011 Medium

USA:Fever 21 4 10 2 14 0 0 2 2 0 0 0 03.06.2011 High

USA:Food-borne 2 1 0 0 0 0 0 1 7 0 0 0 07.06.2011 High

USA:Foodpoisoning 10 10 1 0 7 2 0 0 8 0 0 0 02.06.2011 Medium

USA:Hospital 0 0 0 0 0 0 0 0 0 0 0 0 25.06.2011 Medium

USA:Malaria 0 0 0 0 0 0 0 0 0 2 2 10 26.05.2011 High

USA:Pathogens 24 19 2 7 15 0 0 0 2 0 1 0 02.06.2011 High

USA:Pharmaceuticals 2 0 0 0 0 0 0 0 3 0 0 0 23.06.2011 High

USA:Salmonellosis 2 0 0 0 0 0 0 0 5 0 0 0 08.06.2011 Medium

USA:Tuberculosis 0 0 0 0 0 0 0 0 12 1 4 0 22.06.2011 Medium

USA:WHO 111 86 26 30 79 0 0 0 55 11 13 1 28.06.2011 Medium

Yemen:EscherichiacoliInfection 1 1 0 0 1 0 0 0 0 0 0 0 04.06.2011 High



5
Conclusions and Outlook

In this thesis, we presented various approaches on Clustering Information Entities
based on Statistical Methods, with the goal of providing useful advices and references
to fundamental concepts accessible to the broad community of clustering practition-
ers.

We described three important applications of clustering algorithms in Information
Retrieval: (1) Similarity Search for High Dimensional Data Points, with the purpose
to find Near Duplicate Images; (2)Measuring Latent Variables in Social Sciences, with
the aim to visualize Research Communities; and (3) Generative Model for Content
Analysis of Natural Language Documents to detect Events. Also, we introduced
three different cluster definitions according to the clustering algorithm’s purpose and
domain where they applied to.

In this section, we first summarize our major contributions with respect to the
three above mentioned domains, and then we discuss some issues which remain open
for future investigations.

5.1 Summary of Contributions

Similarity Search for High Dimensional Data Points. In chapter 2, we con-
sidered the problem of detecting near-duplicates for high dimensional data points in
an incremental manner, which is a domain focused application of the more general
problem of answering range search queries.

The presented application scenario of this work was online near duplicate detection
for multimedia content sharing websites such as Flickr [Fli] and Youtube [You]. In
detail, whenever a user is uploading an image or a video, it would be desirable if
near-duplicates that are very similar (content-wise) to the one being uploaded can
be retrieved and returned to the user in real-time. In this way, the user can identify
redundant copies of the object promptly and decide if she should continue the upload.
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For our work, we leveraged a well known technique, Locality Sensitive Hashing (LSH),
and we proposed a new approach easy to implement and that preserves the LSH
theoretical guarantee on the quality of the search result.

Also, we concentrated on in-memory index structure since fast real-time response is
the first priority in the applications we considered. For high dimensional similarity
search, the index size can be as large as, or even larger, than the data set size in order
to give an efficient query response time. Therefore, reducing the memory cost while
providing fast response was the main concern of our approach.

Thorough experiments conducted on 3 real-world data sets demonstrated that our
method consistently outperforms LSH in terms of query time in all cases we tried,
with a small amount of extra memory cost. To achieve the same query time saving,
we showed that LSH needed significantly more space.

Measuring Latent Variables in Social Sciences. In chapter 3, we studied
the problem of visualizing technology-enhanced learning (TEL) research communities,
and we addressed the issue of detecting communities and sub-communities in the area.

The motivation was that many different conferences and journals are devoted to dif-
ferent aspects of technology-enhanced learning, providing a variety of forums through
which publish research results. The downside of this variety is, however, that TEL is
a much more fragmented area than most of other research areas, making it difficult
to gain an overview of recent advances in the field, even for experienced researchers.

With our approach, we boosted in the direction of increasing synergies between dif-
ferent sub-areas and researchers, and, last but not least, of providing funding agencies
with evidence of new research results, innovative applications, and promising new ap-
proaches for TEL. Also, we provided a first step towards this goal, by employing the
technique of Author Co–citation Analysis (ACA) on the large subset of TEL confer-
ences related to computer science as indexed by DBLP [DBLa] and CiteseerX [Cit] –
the latter provides citation information for each indexed paper. In fact, we leveraged
ACA which relies on the insight that, if two authors are cited together very often in
scientific articles, their work must be related to the same research field. In the last
analysis, we described our methodology for data collection, solutions for problems
that we encountered, and the techniques of author co-citation and factor analysis for
detecting communities in a given research area.

The results are promising and show the method’s potential as regards mapping and
visualizing TEL research communities, making researchers aware of the different re-
search communities relevant for technology-enhanced learning, and thus better able
to bridge communities wherever needed.

Generative Model for Content Analysis of Natural Language Docu-
ments. In chapter 4, we considered the problem of clustering articles in an unsuper-
vised manner. Unsupervised learning means no supervision, thus there is no human
expert who assigned documents to classes. Our purpose to cluster documents was
to extract events, where an event was defined as a specific thing happening at a
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specific time and place, which may be consecutively reported by many articles in a
period under observation. Our method is part of the Retrospective Event Detection
area (RED). RED is defined as the discovery of previously happened events in an
historical corpus.

The presented application scenario of our methodology was the specific and important
domain of health which boosted us to apply our approach to real needs in the medical
area. In particular, the detected events we extracted are defined as Public Health
Event (PHE). Actually, a PHE is intended to be some emerging infection, symptom,
or illness affecting people or animals in a particular geographic place during a specific
time period.

Our work leveraged on our intuition that articles contain two kinds of information:
contents and timestamps. The usefulness of time information is often ignored, or at
least time information is used in unsatisfied manners. According to these observa-
tions, we explored RED and considered the better representations of news articles
and events, which effectively modeled both the contents and the time information.
Especially the model of timestamps worked like auto-adaptive sliding windows on
time line, which overcame the inflexible usages of timestamps in traditional retro-
spective event detection algorithms. Our method incorporated two main techniques:
the burst function analysis and the entity-centric feature representation. Also, such
a burst function analysis and entity-centric feature representation were combined
in a generative model that was the basis of the algorithm. The model was refined
for representing periodic, non-burst features with the Cauchy-Lorentz distribution.
The evaluations showed that better sampling is reached by such distribution which
resulted also in better efficiency of the algorithm.

In conclusion, we proved the goodness of our theoretical study. In order to analyze
the results of the introduced method, we ran several experiments. For the specific
task considered, i.e. public health event detection, no annotated data set is avail-
able. Anyway, we performed several analyses on real-world data sets. Finally, we run
our method demonstrating its effectiveness detecting a recent outbreak of enterohe-
morrhagic Escherichia coli (EHEC) occurred in northern Germany starting in May
2011.

5.2 Open Directions

Similarity Search for High Dimensional Data Points. While much progress
in Content Based Image Retrieval technology has been realized in recent years, there
are still many open research issues. One important issue is how to achieve effective
high-dimensional indexing to support search in large image collections. Considering
our contribution, in-memory indexing techniques are ideal solutions to speed up the
searching process if the help of disk-based index are not necessary since a disk access
is an order of magnitude slower than a memory operation. As presented in our
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work, for a data set with 1 million points, an index storing all the point IDs once
only needs 12MB memory assuming that each ID takes 12 bytes; if each point is a
162-dimensional point and each dimension of a point takes 4 bytes, storing all the
points needs 648MB, which is tolerable even for an inexpensive PC nowadays. An
open direction we will investigate is how to process Web-scale data sets with billions of
points; this process might need clusters with tens or hundreds of distributed machines,
and the task for the future will be to make our approach scalable and distributed on
several servers.

In conclusion, as the World Wide Web continues to expand, web-based image search
engines become increasingly desirable. Although there are a number of very successful
text-based search engines, such as Yahoo, Google, Alta Vista, and so forth, web-based
image search engines are still in their infancy. More technical breakthroughs are
required to make image search engines as successful as their text-based counterparts.

Measuring Latent Variables in Social Sciences. Any fair evaluation of cita-
tion analysis, as an aid in assessing scientists, must acknowledge that there is much
about meaning of citation rates than we know [Gar79]. We are still imprecise about
the quality of the scientific performance they measure. We still know very little about
how sociological factors affect citation rates. There is still much uncertainty about
all possible reasons for low citation rates. And there is still much to learn about the
variations in citation patterns from field to field.

On the other hand, we know that citation rates say something about the contributions
made by an individual’s work, at least in terms of the utility and the interest the rest
of the scientific community finds in it.

As an important next step, we will try to delineate the importance of citations rates,
including our outcomes for future research in ACA. Also, we will extend our dataset
with additional publication and citation data relevant for TEL, most importantly ed-
ucation and psychology, as relevant for example for computer supported collaborative
learning (e.g., the CSCL conference is not indexed in DBLP and therefore missing in
our analysis).

Finally, ACA studies will take advantage of emerging data sources and tools and
we will combine recent advanced information visualization techniques with various
co-citation counting methods to produce even more interesting and revealing ACA
results.

Generative Model for Content Analysis of Natural Language Docu-
ments. The instance-based nature of the presented approach needs to be considered
as a limitation of the work. Since no model is built that can be reused on new data,
the event detection needs to be re-run for each new set of data. In future work, we
plan to consider an on-line alternative to this instance-based approach to allow for a
continuous event detection, for example, using Web data streams as sources.

In order to simplify our model, we assumed that all kinds of information of the i-th
article, given an event ej, are conditional independent. As a future step, this state-
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ment will be corroborated or confuted with further analysis. Of particular interest for
the medical scenario will be discovering if disease and time are conditional indepen-
dent or not. Exploiting the achieved results, we will update our approach. Also, we
will try to infer if the conditional independence of all kinds of information contained
within articles depends by the application domain.

Interesting for the future will be to discover trends in online web search query data.
Google Correlate [Cor] is an automatic method for query/term selection, useful for
our approach to estimate the true value of an event/phenomenon.

Concentrating into our motivating example, given the exploratory nature of EI, better
mechanisms are needed to support the aggregation of events for statistical models, as
well as the navigation for epidemic intelligence gathering. On the one hand, public
health officials are only interested in receiving a limited number of events per session;
yet on the other hand, they want to be adequately informed, and not miss potentially
relevant ones. Identifying the balance for this trade-off is a challenge which is currently
not handled by any of the existing tools.

Finally, open for future work is a more detailed and robust evaluation which requires
an annotated corpus as a benchmark and would allow to run evaluations with varying
feature sets and settings. We plan to develop such a data set with the input by
domain experts, to support a more robust evaluation of our approach, but also of
other systems in this domain and to allow comparison of various approaches.
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[FSCD11] Marco Fisichella, Avaré Stewart, Alfredo Cuzzocrea, and Kerstin De-
necke. Detecting health events on the social web to enable epidemic
intelligence. In SPIRE, pages 87–103, 2011.
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