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The area law conjecture states that the entanglement entropy of a region of space in the ground state of a
gapped, local Hamiltonian only grows like the surface area of the region. We show that, for any state that
fulfills an area law, the reduced quantum state of a region of space can be unitarily compressed into a thickened
boundary of the region. If the interior of the region is lost after this compression, the full quantum state can be
recovered to high precision by a quantum channel only acting on the thickened boundary. The thickness of the
boundary scales inversely proportional to the error for arbitrary spin systems and logarithmically with the error
for quasi-free bosonic systems. Our results can be interpreted as a single-shot operational interpretation of the
area law. The result for spin systems follows from a simple inequality showing that any probability distribution
with entropy S can be approximated to error ε by a distribution with support of size exp(S/ε), which we
believe to be of independent interest. We also discuss an emergent approximate correspondence between bulk
and boundary operators and the relation of our results to tensor network states.

The area law conjecture arguably constitutes one of the key
insights in many-body physics in the last decades. It states that
the entanglement entropy S of a spatial region A in a pure
ground state of a gapped system with local interactions is at
most proportional to the surface area |∂A| of the region,

S(A) ≤ k |∂A|, (1)

where k > 0 is some constant independent of A [1, 2]. It has
been rigorously proven for large classes of systems: for lattice
spin-models with sufficiently well-behaved low-energy den-
sity of states [3, 4], for one-dimensional gapped lattice spin-
models [5–7] and for bosonic non-interacting gapped lattice
models in any dimension [8–10]. In gapless systems, the area
law is modified by a logarithmic correction for non-interacting
fermions [11–14] and more generally for systems described
by a 1 + 1 dimensional conformal field theory [15, 16]. In
contrast to states that fulfill an area law, the entanglement en-
tropy of a region scales like the volume of the region instead of
its surface area for generic pure states [17–19]. The area law
therefore tells us that the corresponding states are little entan-
gled compared to generic states. This property lies at the heart
of modern ansatz classes for ground states of many-body sys-
tems in terms of tensor network states, many of which fulfill
an area law by construction [2, 20–23].

Nevertheless, the operational meaning of the area law for
a single system is not at all obvious from the point of view
of quantum information theory. This is because the entan-
glement entropy quantifies the ratio of maximally entangled
bits that can be distilled from many identical and independent
copies of the system [24] and therefore does not quantify in
a meaningful way the entanglement content of a single sys-
tem. In many-body physics, however, we are usually con-
cerned with a large, but single system. It is therefore desirable
to find a clear interpretation of the area law in terms of the
von Neumann entropy that pertains to single systems [25].

In this work, we provide such an interpretation by show-
ing that for any pure state vector fulfilling an area law the
quantum information contained in a region of space can be
approximately compressed into a thickened boundary of the
region by a unitary operation acting only within the region.

FIG. 1. Holographic compression: The unitary UA approximately
compresses the quantum information in a region A into a thickened
boundary ∂lA of thickness l and replaces the quantum state in the
interior by a reference state vector |∅ 〉 that can be chosen freely. The
thickness l required for an approximation error ε grows as 1/ε with
the error for spin systems and as log(1/ε) for quasi-free bosonic
lattice models. It is always independent of the system size and in-
dependent of the size of A for spin systems. For bosonic systems it
depends very weakly on A as log(|A|).

This clarifies the quantitative meaning of the area law and, as
we show below, brings it in contact with current research in
the field of quantum error correction and holography.

Indeed, the area law is sometimes compared to the holo-
graphic principle in fundamental physics, which, very roughly
speaking, states that the entropy contained in a region of space
is bounded by its surface area [27]. The most well-known ex-
ample for this behavior is the Bekenstein-Hawking formula
for a Schwarzschild black hole, which associates an entropy
proportional to the surface area of the event horizon to a black
hole [28–30]. The holographic principle suggests that it is
possible to explicitly encode the quantum state of a region of
space into one “on” its boundary. This idea is made manifest
in the celebrated AdS/CFT correspondence, where quantum
gravity on an Anti-de Sitter (AdS) background is described
by a conformal field theory on one lower spatial dimension
[31, 32]. Our results show that a similar encoding exists, at
least approximately, for any pure quantum state that obeys an
area law. We therefore call the corresponding procedure holo-
graphic compression.
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Main result. To state our results we need to introduce
some notation. We assume a quantum system is defined on
some regular D-dimensional lattice Λ. To each site x ∈ Λ we
associate a Hilbert-space Hx with dim(Hx) = d. Later, we
also present results for harmonic, i.e., non-interacting bosonic,
lattice systems, which can be seen as lattice-regularized free
field theories. For any region A ⊂ Λ and any distance l we
introduce the thickened boundary ∂lA as the set of sites in
A whose distance to the complement Ac = Λ \ A of A is
less than l in the lattice-distance (see Fig. 1). We denote by
|A| the number of lattice sites in A. In correspondence to the
thickened boundary we also define the bulk of A as A \ ∂lA.
Finally, to state our result precisely, we define the function

lA(k) := min {l : |∂lA| ≥ k|∂A|} . (2)

The quantity lA(k) is the minimum distance such that the
thickened boundary of width lA(k) contains at least k|∂A|
sites. For large, smooth regions, such as spheres, we have
lA(k) ∼ k. Finally, we write ≈ε to indicate that an equation
holds up to an error ε in terms of fidelity [33], i.e., for pure
states |ψ 〉 ≈ε |φ 〉 iff |〈ψ|φ〉|2 ≥ 1− ε.

Theorem 1 (Holographic compression). Consider a quan-
tum state ρ = |ψ〉〈ψ| on the lattice fulfilling an area law,
S(A) ≤ k|∂A|. Then for any region A, any ε > 0 and any
l ≥ lA(k/ε), there exists a unitary UA acting only in A which
disentangles the bulk of A from the complement of A,

UA |ψ 〉 ≈ε |χ〉 ⊗ |∅〉 , (3)

where |χ〉 is supported on Ac ∪ ∂lA and |∅ 〉 is an arbitrary
state vector on the bulk of A that can be chosen freely.

The situation is illustrated in Fig. 1. The bulk of A contains
all of the lattice sites of A up to a fraction ∼ k|∂A|/(ε|A|).
If A is a sphere of radius r, then only a fraction ∼ k/(εr) of
sites remain entangled with the outside afterUA is applied. On
large scales, this fraction is arbitrarily small. Yet, effectively
all of the quantum information contained in region A is com-
pressed into the thickened boundary. If after the compression
the bulk is lost, we can simply recover the global state vector
|ψ 〉 to error ε by first tensoring with the fixed state vector |∅ 〉
and then applying U†A.

We can also use holographic compression on the comple-
ment of the region A, compressing all the quantum informa-
tion contained outside of A into a thickened boundary of A
outside of A. This effectively produces a state vector |χ〉A,
supported on A and a small boundary, whose reduced state
coincides with the original state on A up to a small error.
Such a holographic purification implies that local expectation
values and measurement statistics in region A can in prin-
ciple be computed up to a small error using pure states de-
fined on a region only slightly larger than A [34]. Of course,
instead of the thickened boundary, we could also compress
the information in A into any other subregion of A that con-
tains at least S(A)/ε many sites. If |ψ 〉 arises as a lattice-
description of a D + 1-dimensional quantum field theory
(QFT) with lattice distance a, the area law should be formu-
lated as S(A) ≤ k/aD−1|∂A| to include the dependence on

the lattice spacing. In this case the thickness of the thickened
boundary scales as l ∼ ka and hence decreases as we send
the lattice-spacing to zero [35]. A rigorous formulation of
holographic compression and a proof of a statement similar
to Thm. 1 in the continuum would likely have to proceed via
operator algebraic methods instead of the elementary methods
we present here [36, 37]. We hence leave it to future work.

The proof. Let us now explain how to arrive at our main
result and then discuss its consequences in more detail. We
consider a state vector |ψ 〉 that fulfills an area law as in (1),
where the von-Neumann entanglement entropy is given by
S(A) = −Tr (ρA log ρA), with ρA = TrAc( |ψ 〉〈ψ |). We
assume that logarithms are taken with base d, i.e., log(d) = 1.
Then the maximum amount of entropy in a region A is given
by log(d|A|) = |A|. For any region A, the state vector |ψ 〉
can always be written, using a Schmidt-decomposition, as

|ψ 〉 =

d|A|∑
j=1

√
pj |j 〉A ⊗ |j 〉Ac , (4)

where { |j 〉A}j is an orthonormal basis on HA = ⊗x∈AHx
(and similarly Ac). The numbers 0 ≤ pj ≤ 1 correspond to
the spectrum of ρA. We gather them in a vector p and order
them non-increasingly p1 ≥ p2 ≥ · · · . The entanglement
entropy of A is then given by their Shannon entropy:

S(A) = H(p) := −
∑
j

pj log(pj). (5)

Ideally, our goal is to find a unitary UA that brings the reduced
state on A into the form

UAρAU
†
A = ρ̃∂lA ⊗ |∅〉〈∅ | , (6)

where ρ̃∂lA is supported on a thickened boundary of width l
(as small as possible) and |∅ 〉 is some pure state on the corre-
sponding bulk. Suppose for a moment that pj = 0 for j > dN

withN ≤ |A|, i.e., ρA has rank smaller or equal to dN . In this
case, we could always divideA into a regionA1 containingN
sites and the rest A2. Now let {

∣∣j̃ 〉
A1
} be an arbitrary basis

in the Hilbert-space on A1 and |∅ 〉A2
an arbitrary pure state

on A2. Then we could always find a unitary UA such that [38]

UA |j 〉A =
∣∣j̃ 〉

A1
⊗ |∅〉A2

, j = 1, . . . , dN (7)

and

UAρAU
†
A =

dN∑
j=1

pj |j̃〉〈j̃|A1
⊗ |∅〉〈∅ |A2

= ρ̃A1
⊗ |∅〉〈∅ |A2

.

By choosing UA appropriately we could hence compress all
the quantum information contained in A into a subsystem of
sizeN . In particular ifN ≤ K|∂A| for some constantK > 0,
we could compress all the quantum information into a thick-
ened boundary of width l ∼ K. Unfortunately, however, in
general the state ρA has full rank, i.e., pj > 0 for all j. This is
not in contradiction with S(A) being small: even a state with
infinite rank can have arbitrarily small entropy. Nevertheless,
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we now show that the above procedure works approximately
if we consider instead of |ψ 〉 an approximation of it, where
we only keep the M largest pj and choose M correctly. Let
PM be the projector onto the subspace spanned by { |j 〉A}Mj=1

and consider the state vector

|ψM 〉 :=
PM ⊗ I |ψ 〉

〈ψ |PM ⊗ I |ψ 〉1/2
(8)

=
1

(
∑M
k=1 pk)1/2

M∑
j=1

√
pj |j 〉A ⊗ |j 〉Ac ,

where we have used that

| 〈ψ|ψM 〉 |2 = 〈ψ |PM ⊗ I |ψ 〉 =

M∑
j=1

pj . (9)

The following lemma shows that |ψM 〉 is a good approxima-
tion to |ψ 〉 if M is sufficiently large (see Appendix A for a
proof).

Lemma 2 (Low-rank approximation of low-entropy distribu-
tions). Let p = q⊕ r be any ordered probability distribution,
where q contains the largest M entries and r the remaining
entries of p. Then

M∑
j=1

pj ≥ 1− H(p)−H(q)

log(M)− log(
∑M
k=1 pk)

≥ 1− H(p)

log(M)
.

(10)

We emphasize that this result requires no assumption about
the distribution p and also applies to infinite-dimensional dis-
crete probability distributions. It can be seen as a single-shot
compression argument. Due to the monotonicity of Rényi en-
tropies, the above result implies a similar result for all Rényi
entropies with α < 1. However, using an explicit counter-
example we show the following in Appendix B:

Observation 3 (Higher Rényi entropies). Holographic com-
pression cannot be deduced from an area law for Rényi en-
tropies with parameter α > 1.

As a further side-remark, let us mention that Lemma 2 can
be reformulated in terms of smooth entropies, appearing, e.g.,
in quantum cryptography, as εHε

0(p) ≤ H(p), where Hε
0 de-

notes the smoothed max entropy [39]. Coming back to our
application, let us now choose M and l such that

|∂lA| ≥ log(M) ≥ k

ε
|∂A| ≥ S(A)

ε
. (11)

For example, we could choose l = lA(k/ε) and M as
the dimension of the full Hilbert-space of the corresponding
thickened boundary. For any choice fulfilling (11) we have
| 〈ψ|ψM 〉 |2 ≥ 1− ε. We can now define the unitary UA with
respect to the state vector |ψM 〉 as before, i.e., as any unitary
that fulfills

UAPMU
†
A = P̃M ⊗ |∅〉〈∅ | :=

M∑
j=1

|j̃〉〈j̃| ⊗ |∅〉〈∅|, (12)

where P̃M is any M -dimensional subspace on the thickened
boundary ∂lA with basis {

∣∣j̃ 〉}. For any unitary fulfilling this
condition, we then obtain (3) by setting

|χ〉 ⊗ |∅〉 := UA |ψM 〉 , (13)

which completes the proof of the theorem, since

|〈ψ|U†A|χ〉 ⊗ |∅〉|
2 = |〈ψ|ψM 〉|2 ≥ 1− ε. (14)

Bulk-boundary correspondence. Condition (12) is remi-
niscent of the bulk-boundary correspondence in holography,
where a local operator supported in the bulk of space can be
represented as an, in general non-local, operator on the corre-
sponding boundary description. In our case, any operator sup-
ported within the subspace PM is mapped exactly to the thick-
ened boundary. More generally, consider k operators {Xi}ki=1

supported in A that commute with PM . Then the unitary UA
acts on these operators as

UAXiU
†
A = X̃i ⊗ |∅〉〈∅ |+ Q̃M X̃

′
iQ̃M , (15)

where Q̃M = UA(I− PM )U†A. It follows that

〈ψ|X1 · · ·Xk|ψ〉 ≈ Tr
(
X̃1 · · · X̃kρ̃∂lA

)
, (16)

i.e., correlation functions of operators that fulfill [X,PM ] = 0
can equivalently be computed (with small error) in the rep-
resentation on the thickened boundary. The subspace PM
takes a similar role as a low-energy subspace or code sub-
space in models of holography in terms of quantum error cor-
recting codes [40–46]. Indeed, we can understand PM as the
low-energy subspace of the entanglement or modular Hamil-
tonian KA := − log(ρA). It would be interesting to see in
concrete physical models whether local operators are well ap-
proximated by operators that commute with PM , making it
possible to compute correlation functions directly in the rep-
resentation on the boundary. By taking advantage of the free-
dom in choosing UA (the choice of basis {

∣∣j̃ 〉}), one could
further try to optimize UA in such a way that the boundary de-
scription is robust against loss of local regions on the bound-
ary as in AdS/CFT. We leave these topics to future work.

From entropy to energy. We have shown that by taking
M = ddS(A)/εe, the state vector |ψM 〉 approximates |ψ 〉 to
accuracy ε > 0. This automatically implies that they have
similar energy density, since

|〈ψM |H|ψM 〉 − 〈ψ|H|ψ〉| ≤ 2
√
ε ‖H‖ , (17)

where ‖H‖ denotes the operator norm of H , which scales
extensively for local, bounded Hamiltonians. Nevertheless,
the total energy difference might still diverge linearly with the
system size |Λ|. We now show a stronger result: The total en-
ergy in |ψ 〉 and |ψM 〉 differ by a constant (if A is held fixed)
and therefore the energy densities of |ψ 〉 and |ψM 〉 differ by
an amount of order 1/|Λ|. The proof of the following Theo-
rem is provided in Appendix C.

Theorem 4 (Energetic area law). Let |ψM 〉 be defined as be-
fore with M ≥ ddS(A)/εe. If H is a uniformly bounded, local
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Hamiltonian with ground state vector |ψ 〉, there exists a con-
stant h such that

|〈ψM |H|ψM 〉 − 〈ψ|H|ψ〉| ≤
(

ε

1− ε

)1/2

h |∂A|. (18)

Relation to tensor network states. In recent years, ten-
sor network states have received a lot of attention as varia-
tional ansatz states for ground states of gapped many-body
systems [2, 20–23] as well as providing concrete toy mod-
els for the AdS/CFT correspondence [41–44, 46–49]. One
of the reasons that specifically projected entangled pair states
(PEPS) and states from multiscale entanglement renormaliza-
tion (MERA) [50] in spatial dimensions beyond unity, which
can be efficiently embedded in PEPS [23], are believed to be a
good ansatz class for ground states of gapped many-body sys-
tems is that they automatically fulfill an area law. In fact, they
fulfill something significantly stronger, namely an area law in
terms of the rank of reduced density matrices,

S0(A)ρPEPS ≤ k|∂A|, (19)

where S0(A)ρ := log(rank(ρA)) is the 0-Rényi entropy and
ρPEPS is the density matrix of the PEPS. This means that
PEPS can be holographically compressed exactly onto a thick-
ened boundary, as in (6). Despite the sucess of PEPS, it is in
fact known that in general an area law in terms of the von Neu-
mann entropy does not suffice for a state to be well approx-
imable by a PEPS [51, 52]. Our results show that even though
one cannot in general find a good PEPS approximation, an-
other property of PEPS – the ability to compress the quantum
information in some region into its boundary – is indeed im-
plied by an area law. Furthermore, we find that pure states
with small Schmidt-rank can indeed in principle be used to
approximate the ground state of a local many-body system to
high precision whenever this system fulfills an area law. The
key difference to the case of PEPS is that the approximation
|ψM 〉 has a small Schmidt-rank over a fixed bipartition of the
system, whereas PEPS have small Schmidt-rank for any bi-
partition of the system.

Holographic compression for non-interacting bosons. So
far, all our results were applied to arbitrary spin lattice mod-
els. For ground states of local, gapped, harmonic Hamiltonian
models, holographic compression is particularly interesting,
not the least because in this situation the area law has actually
been proven in all generality [8–10]. For such systems, the
above statement still holds true, with a proof analogous to the
previous one, since Lemma 2 also holds for infinite dimen-
sional discrete probability distributions. The transformation
that implements the holographic compression, however, will
in general not be a Gaussian operation [54, 55], which lim-
its its physical interpretation. Interestingly, for such models
holographic compression with Gaussian operations holds true
as well, but now derived from the Hamiltonian model. More-
over, the width of the thickened boundary has a much weaker
scaling with the error ε when compared to the case of arbi-
trary spin systems. In the following, we specifically consider
families of Hamiltonian models of the form

H = PPT /2 + XVXT , (20)

with X = (X1, . . . , X|Λ|) and P = (P1, . . . , P|Λ|) denot-
ing the coordinates and momenta and allowing for arbitrary
finite-ranged couplings between the position coordinates (our
results generalize to models with momentum-couplings).

Theorem 5 (Gaussian bosonic holographic compression).
Consider ground states of gapped, finite-ranged Hamiltoni-
ans of the form as in Eq. (20) on a regular lattice. Then there
exist constantsC1, C2 > 0 so that for any regionA, any ε > 0
and any width

l ≥ lA
(
C1(log (C2/ε) +

5

4
log(|A|))

)
, (21)

there exists a Gaussian unitary UA acting only in A which
disentangles the bulk of A from the complement of A,

UA |ψ 〉 ≈ε |χ〉 ⊗ |∅〉 , (22)

where |χ〉 is supported on Ac ∪ ∂lA and |∅ 〉 is the vacuum
state in the bulk.

The proof of this result is presented in Appendix D. While
the width of the thickened boundary now very slightly de-
pends on the size of the region A through log(|A|), the de-
pendence on the error ε only scales as log(1/ε), which is a
strong improvement compared to the general result on spin
systems, where the error scales as 1/ε. This suggests that also
in the case of spin systems an improved scaling with ε can be
achieved if one incorporates more properties of ground states
of local Hamiltonians than just the area law.

Conclusions. We provided an operational single-shot in-
terpretation of the area law by showing that the quantum in-
formation contained in a region of space can be compressed
onto its thickened boundary, with a small error independent
of the system-size. For spin systems, our results hold without
any further assumption on the state and Hamiltonian besides
the fact that the state fulfills an area law. The results follow
from an inequality that shows that any probability distribution
with Shannon entropy H can be approximated to precision ε
by one with support of dimension exp(H/ε). We believe that
this inequality will be useful beyond the application consid-
ered here when low-entropic quantum states on high dimen-
sional spaces have to be approximated. For spin systems we
also discussed the emergence of an approximate correspon-
dence between bulk and boundary operators by showing that
correlation functions of bulk-operators that (approximately)
commute with the projection onto the low-energy subspace of
the entanglement Hamiltonian can be calculated in the repre-
sentation on the thickened boundary.

For non-interacting, gapped bosonic systems we were able
to show that the compression unitary can be taken as a Gaus-
sian unitary and that the width of the thickened boundary
can be much smaller than in the generic case (proportional to
log(1/ε) instead of 1/ε, albeit with a logarithmic dependence
on the size of the region). This shows that our general results
can be improved by taking into account more concrete prop-
erties of the Hamiltonian model than just the area law. While
the area law has been demonstrated to hold in large classes of
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models, it still lacks a general proof for arbitrary gapped lat-
tice models. Approximate holographic compression provides
a physically relevant, but weaker notion of the area law, which
might admit a proof in full generality. It is the hope that the
present work invites such endeavors.
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Appendix A: Proof of Lemma 2

Here, we provide the proof of Lemma 2. Denote by qM the
smallest entry of q. Then rj ≤ qM for all j. In the following
we will use several times that x 7→ − log(x) is a positive,
monotonously decreasing function on [0, 1] and that H(p) =
H(q) + H(r) and Tr(p) :=

∑
i pi = Tr(q) + Tr(r) = 1.

First we lower bound the entropy of r as

H(r) =
∑
j

rj(− log(rj)) ≥
∑
j

rj(− log(qM )) (A1)

= −Tr(r) log(qM ) = (1− Tr(q))(− log(qM )).

This gives

M∑
i=1

pi = Tr(q) ≥ 1− H(r)

− log(qM )
= 1− H(p)−H(q)

− log(qM )
.

(A2)
Using 1 ≥ Tr(q) ≥MqM and hence− log(qM ) ≥ log(M)−
log(Tr(q)) then yields the first inequality. The second in-
equality follows because both H(q) and − log(Tr(q)) are
positive. It is interesting to acknowledge that in this deriva-
tion, one completely disregards the termH(q) in the last step,
but one still gets a bound sufficiently tight for the arguments
for holographic compression to work.

Appendix B: Counter-example for Rényi entropies with α > 1

Here, we show by example that an analogous result to
Lemma 2 does not hold in general for any Rényi entropy with
α > 1. Recall that, given a distribution p on a space X , the
classical Rényi entropies are defined by

Hα(X) :=
1

1− α
log

(∑
i∈X

pαi

)
(B1)

and the Rényi divergence Sα of a quantum state is given by
the classical Rényi entropy of the spectrum of the quantum
state.

In the following, we construct a specific probability distri-
bution on d|A| events which fulfills

Hα ≤ k(α)|∂A|, ∀α > 1, (B2)

and show that to approximate it to error ε by one with rank M
requires M to grow like d|A|. Here and in the following, we
drop the argument in the entropy function, since we always
consider the entropy of the full distribution. We will use that
the Rényi entropies for α > 1 fulfill the inequality [56]

Hα ≥ H∞ ≥
α− 1

α
Hα. (B3)

This inequality shows that the scaling behavior of Hα (with
system size) is independent of α, up to a multiplicative factor
that depends on α. It hence suffices to study the case α→∞,
which is given by

H∞ = − log(pmax), (B4)

where pmax is the largest entry of p, or, in the quantum case,
the largest eigenvalue of the corresponding density operator.
Now consider a quantum state on region A with ordered spec-
trum

p =

(
d−k|∂A|,

1− d−k|∂A|

d|A| − 1
, . . . ,

1− d−k|∂A|

d|A| − 1

)
, (B5)

for some constant k. Then we have H∞ = k|∂A| and hence

Hα ≤
α

α− 1
k|∂A|, ∀α > 1. (B6)

However,
M∑
i=1

pi = d−k|∂A| + (M − 1)
1− d−k|∂A|

d|A| − 1
. (B7)

If this quantity is supposed to be larger than 1−ε, this requires

M ≥ d|A|
[
1− ε

1− d−k|∂A|

]
≥ d|A|(1− 2ε), (B8)

where the last inequality holds for regions A large enough
such that d−k|∂A| ≤ 1/2. We deduce that log(M) has to scale
like the volume of A and holographic compression cannot be
achieved.

Here, we have simply written down a probability distribu-
tion by hand. It is not clear whether such probability distribu-
tions appear in realistic, local physical models. The purpose
of this example was simply to demonstrate that if holographic
compression is possible in systems which fulfill an area law
for Rényi entropies with α > 1, then additional properties of
the distribution have to come into play (for example, that they
also fulfill an area law for α = 1).

Appendix C: Proof of Theorem 4

In this section, we provide the proof of Theorem 4. We
split up the Hamiltonian as H = HA + H∂A + HAc , where
HA and HAc contain the Hamiltonian terms that are sup-
ported fully within A and Ac, respectively. Since H is a lo-
cal, uniformly bounded Hamiltonian by assumption, we have
‖H∂A‖ ≤ h|∂A| for some constant h. For the purpose of this
proof, let us write PM ⊗ I simply as PM and let us assume
without loss of generality that H |ψ 〉 = 0. Since PM is sup-
ported within A, we then have

HPM = [HA +H∂A, PM ] + PMH. (C1)

This implies

〈ψM |H|ψM 〉 =
〈ψ|PMHPM |ψ〉
〈ψ|PM |ψ〉

=
〈ψ|PM [HA +H∂A, PM ]|ψ〉

〈ψ|PM |ψ〉
. (C2)



7

Since [ρA, PM ] = 0 and by the cyclicity of the trace we fur-
thermore have

〈ψ|PM [HA, PM ]|ψ〉 = Tr(ρAPM [HA, PM ]) = 0. (C3)

We can therefore write

〈ψM |H|ψM 〉 =
〈ψ|PM [H∂A, PM ]|ψ〉

〈ψ|PM |ψ〉
. (C4)

(C5)

Using P 2
M = I, we then have

〈ψ|PM [H∂A, PM ]|ψ〉 ≤ ‖PM |ψ 〉‖ ‖H∂A( |ψ 〉 − PM |ψ 〉)‖
≤ ‖PM |ψ 〉‖ ‖H∂A‖ ‖ |ψ 〉 − PM |ψ 〉‖
≤ ‖PM |ψ 〉‖h |∂A|

√
ε. (C6)

The result then follows using 〈ψ|PM |ψ〉 = ‖PM |ψ 〉‖2 ≥
1− ε.

Appendix D: Gaussian holographic compression in bosonic
systems

In this section, we provide the proof for Theorem 5. On
the lattice Λ, we consider ground states of families of gapped,
finite-ranged, harmonic Hamiltonian models of the form

H = PPT /2 + XVXT , (D1)

with X = (X1, . . . , X|Λ|) and P = (P1, . . . , P|Λ|), allowing
for arbitrary finite-range couplings between the position coor-
dinates. Importantly, for such models, the existence of a gap is
equivalent to exponential decay of correlations and implies an
area law [10]. The generalization to models also involving ar-
bitrary couplings between momentum coordinates is straight-
forward; for an in-depth discussion of such general harmonic
models, see Ref. [10].

The ground states of the harmonic models that we consider
are pure Gaussian states. We will therefore pursue the discus-
sion of holographic compression in these systems in terms of
second moments [54, 55]. The second moments of 2m canon-
ical coordinates R = (X1, P1, . . . , Xm, Pm) can be captured
in terms of a real symmetric, positive definite covariance ma-
trix with entries

γj,k = tr(ρ(RjRk +RkRj)) (D2)

for j, k = 1, . . . , 2m. We start by collecting a number of state-
ments that will be made use of in the main argument. Particu-
larly important will be the concept of a symplectic eigenvalue.
An arbitrary covariance matrix γ of m modes can always be
brought into Williamson normal form, which means that there
exists an S ∈ Sp(2m,R) so that

SγST = diag(d1, d1, . . . , dm, dm), (D3)

with d1, . . . , dm ≥ 1. Here, Sp(2m,R) denotes the group of
2m×2m symplectic matrices, i.e., exactly those matrices that
fulfill

SσST = σ, (D4)

where σ is the symplectic form

σ =

m⊕
j=1

[
0 1
−1 0

]
. (D5)

The numbers d1, . . . , dm are referred to as symplectic eigen-
values of γ. In the following, we will need to order the dj in
non-increasing order and non-decreasing order. We will there-
fore write d↑j for the j-th smallest symplectic eigenvalue and
d↓j for the j-th largest symplectic eigenvalue. If the matrix in
question needs to be specified explicitly, we give it as an ar-
gument to the symplectic eigenvalues, for example, d↓j (A) if
the matrix in question is called A.

The full covariance matrix γ of the global pure Gaussian
state defined on the lattice Λ can be partitioned as

γ =

[
γA Ξ
ΞT γAc

]
, (D6)

according to sites in A and Ac, respectively, Ξ capturing cor-
relations. By construction, the symplectic spectrum of γ, so
the eigenvalues of |σγ|, are all given by 1, as the quantum
state is pure. As we will see, due to the strong correlation de-
cay featured in Ξ, the symplectic spectrum of γ will only be
little disturbed by Ξ. We will then use this fact to show that
the ground state vector |ψ 〉 can be brought close to a product
vector by a local unitary. The mentioned correlation decay
is captured by the following Lemma, which follows from the
results in Ref. [10].

Lemma 6 (Exponential decay of covariance matrix entries).
For all ground states of gapped, local harmonic models of the
form (D1), the entries of Ξ are exponentially decaying, in that
there exist c1, c2 > 0 such that

|Ξj,k| ≤ c1e−c2l (D7)

where l = dist(j, k) is the lattice distance between sites j and
k. c1, c2 depend on ‖V ‖, the range of the Hamiltonian, its
spectral gap and the dimension of the lattice Λ only.

We emphasize that the operator-norm ‖V ‖ is independent
of the system size due to the locality of the Hamiltonians that
we consider. Let us now define the sets

A≤l := {(j, k) ∈ (A×Ac) | d(j, k) ≤ l} (D8)

and similarly the sets A>l. Then we can write

Ξ = Ξ≤l + Ξ>l, (D9)

where Ξ≤l is zero for all entries where (j, k) /∈ A≤l and Ξ>l
containing the remaining entries. An important property of
Ξ≤l is that it is non-zero in at most k1l|∂A| rows and colums,
where k1 is some constant. Let us also define the truncated
covariance matrices

γ≤l :=

[
γA Ξ≤l
ΞT≤l γB

]
. (D10)

In a first step, we now relate the symplectic eigenvalues of γA
to those of γ≤l. To do that we use the interlacing theorem for
symplectic eigenvalues:
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Theorem 7 (Interlacing theorem [57–59]). Let A ∈ R2n×2n

be positive definite. Partition A as A = [Ai,j ] where each
Ai,j , i, j = 1, 2, is an n× n matrix. A positive definite matrix
B ∈ R(2n−2)×(2n−2) is called an s-principal submatrix of A
if B = [Bi,j ], and each Bi,j is an (n − 1) × (n − 1) princi-
pal submatrix of Ai,j occupying the same position in Ai,j for
i, j = 1, 2. In other words, B is obtained from A by deleting,
for some 1 ≤ i ≤ n, the i-th and (n+ i)-th rows and columns
of A. Then

d↑j (A) ≤ d↑j (B) ≤ d↑j+2(A), 1 ≤ j ≤ n− 1, (D11)

where we adopt the convention that d↑n+1(A) =∞.

This theorem is adapted to the convention where covariance
matrices are ordered such that the symplectic matrix takes the
form

σ =

[
0 In
−In 0

]
(D12)

instead of Eq. (D5). This corresponds to a basis change that
exchanges

R = (X1, P1, . . . , Xm, Pm) 7→ (X1, . . . , Xm, P1, . . . , Pm).

In our convention, the corresponding matrix B is obtained by
deleting two consecutive rows and the corresponding columns
of A. In the interpretation of covariance matrices as quan-
tum states this corresponds to tracing out the corresponding
site from the lattice. We now use this theorem and erase all
columns from γ≤l on which Ξ≤l is non-zero and all the rows
in which the corresponding block of ΞT≤l is non-zero. This
amounts to tracing out k1l|∂A| many lattice sites from Ac –
namely all those to which the sites in A are correlated in the
quantum state described by γ≤l. Let us denote the resulting
covariance matrix by

γ̃≤l =

[
γA 0
0 γ̃Ac

]
, (D13)

which now describes a quantum state on a lattice with some
sites removed, but the state on A is unchanged. In particu-
lar, the set of symplectic eigenvalues of γ̃≤l contains those of
γA, due to the direct-sum structure. By interatively using the
interlacing theorem, we now find that

d↓j (γA) ≤ d↓j (γ̃≤l) ≤ d
↓
1(γ≤l), j ≥ 2k1l|∂A|. (D14)

In a second step, we now relate the symplectic eigenvalues of
γ≤l to those of γ via the following perturbation bound.

Theorem 8 (Perturbation bound [58]). Let γ, γ′ ∈ R2n×2n

be two positive definite matrices and {d↓j}nj=1, {d′
↓
j}nj=1 their

ordered symplectic eigenvalues. Then

max
j
|d↓j − d

′↓
j | ≤

(
‖γ‖1/2 + ‖γ′‖1/2

)
‖γ − γ′‖1/2 .

(D15)

We now use this theorem for the matrices γ and γ≤l using
the following Lemma.

Lemma 9 (Off-diagonal perturbation). Let γ be any covari-
ance matrix fulfilling exponential decay of correlations as in
Lemma 6. Then

‖γ − γ≤l‖ =

∥∥∥∥[ 0 Ξ>l
ΞT>l 0

]∥∥∥∥ ≤ k2e−c2l|A|1/2, (D16)

for some constant k2 > 0.

Proof. The operator norm is no larger than the Frobenius 2-
norm,

‖A‖2 ≤ ‖A‖2F = Tr(AAT ) =
∑
i,j

|Ai,j |2. (D17)

Therefore, we have

‖γ − γ≤l‖2 ≤ 2
∑
j,k

(Ξ>l)
2
j,k. (D18)

But then,∑
j,k

(Ξ>l)
2
j,k =

∑
(j,k)∈A>l

(Ξ>l)
2
j,k (D19)

≤
∑
j∈A

∑
k∈Ac

d(j,k)>l

c21e−2c2d(j,k) (D20)

≤ c21|A|e−2c2l
∞∑
l′=0

poly(l′)e−2c2l
′

(D21)

≤ k2
2

2
e−2c2l|A|,

where we have decomposed the sum over k into “shells” of
constant width a distance l′ + l from j away to obtain the
second to last line.

The exponential decay of correlations furthermore implies
that both ‖γ‖ and ‖γ≤l‖ are bounded by a constant. This can
be seen using the fact that the operator norm of a Hermitian
matrix A is upper bounded as

‖A‖ ≤ max
i

∑
j

|Ai,j |. (D22)

Consequently,

d↓1(γ≤l) ≤ 1 + k3le
−c2l/2|A|1/4. (D23)

Combining this with (D14) and with the fact that the symplec-
tic eigenvalues of γA are a subset of those of γ̃≤l, we find

d↓j (γA) ≤ 1 + k3le
−c2l/2|A|1/4, j ≥ 2k1l|∂A|. (D24)

We will now order the symplectic eigenvalues in the follow-
ing way. We imagine associating each symplectic eigenvalue
with one lattice site inside ofA, the larger it is, the closer to the
boundary. Indeed, this can be done exactly using a symplec-
tic transformation in A acting on the Schmidt-normal form
of pure Gaussian states (see below). We will now fix some
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distance L and sum up all symplectic eigenvalues with a dis-
tance at least ∼ L from the boundary, namely all symplectic
eigenvalues but the largest 2k1L|∂A| ones. By performing the
sum in terms of ”shells” of sites of a fixed width with distance
l ≥ L to the boundary of A, we find

∑
j≥2k1L|∂A|

d↓j (A) ≤ k4e−c2L/2|A|5/4
∞∑
l=0

poly(l)e−c2l/2

(D25)

≤ k5e−c2L/2|A|5/4. (D26)

If we now define

M(L) = 2k1L|∂A| (D27)

and choose

Lε :=
2

c2
log

(
|A|5/4k5

ε

)
, (D28)

we find ∑
j≥M(Lε)

d↓j (γA)− 1 ≤ ε, (D29)

with

M(Lε) = c3

[
log
(c4
ε

)
+

5

4
log (|A|)

]
|∂A|, (D30)

for some constants c3, c4. Given these results on the symplec-
tic spectrum, we can now proceed to prove the actual result.
For any Gaussian pure state, there exists a Gaussian product
unitary UA ⊗ UAc , which is represented by a symplectic ma-
trix of the form SA ⊕ SAc and brings the ground state into
a normal form of two-mode squeezed states. On the level of
covariance matrices, this is reflected as

(SA ⊕ SAc)γ(STA ⊕ STAc) =

[
DA E
ET DT

Ac

]
, (D31)

where DA and DAc take the form

DA = diag
(
d1(γA), d1(γA), . . . , d|A|(γA), d|A|(γA)

)
(D32)

and similarly for Ac. Importantly,

d↓j (γAc) = d↓j (γA) (D33)

for all j ≤ |A| and d↓j (γAc) = 1 for j > |A|, corresponding
normal-modes in Ac that are in the vacuum and hence uncor-
related with A, since their state is pure. In the following we
always mean dj(γA) when we write dj and introduce the no-
tation µj := (dj−1)1/2. The off-diagonal matrixE then takes
the form E =

[
F 0

]
with

F = diag(µ1,−µ1, . . . , µ|A|,−µ|A|).

The corresponding state vector can be understood as a tensor
product of two-mode squeezed state vectors

(UA ⊗ UAc)|ψ〉 = ⊗|A|j=1|ψ̃dj 〉 ⊗ |∅〉 (D34)

= ⊗|A|j=1

2

dj + 1

∑
k

ekj |k, k〉j ⊗ |∅〉, (D35)

where |k, k〉j denotes the number-basis of the j-th pair of
normal-modes and |∅〉 the vacuum state vector on the remain-
ing oscillators. Importantly, exactly one of the two oscillators
in each |ψ̃dj 〉 is contained in A and one of them in Ac. For
dj > 1, the numbers ej are defined through

e2
j = 1−

(
2

dj + 1

)2

. (D36)

In the following, let us further write |ψ̃〉 := UA |ψ 〉 and, for
anyM ≤ |A|, let us write |ψ̃M 〉 and |ψM 〉 for the correspond-
ing states that result when we replace all but the M largest
symplectic eigenvalues d↓j by 1. This corresponds to replac-
ing the corresponding two-mode squeezed states by pairs of
oscillators in the vacuum. Explicitly, we have

UAc |ψ̃M 〉 = (UA ⊗ UAc)|ψM 〉 = ⊗Mj=1|ψ̃d↓j 〉 ⊗ |∅〉, (D37)

where |∅〉 now denotes the vacuum state vector on all but M
mode-pairs, |A| − M oscillators of which are located in A.
Using the above formulas, one easily find that

|〈ψ̃|ψ̃M 〉|2 =

|A|∏
j=M+1

(
2

dj + 1

)2

. (D38)

Using this result we now get the following truncation formula.

Lemma 10 (Truncation formula). For M = 1, . . . , |A|,

|〈ψ̃|ψ̃M 〉|2 ≥ exp

(
−

|A|∑
j=M+1

(dj − 1)

)
. (D39)

Proof. We have

|〈ψ̃|ψ̃M 〉|2 = exp

−2

|A|∑
j=M+1

log

(
dj + 1

2

) (D40)

≥ exp

−2

|A|∑
j=M+1

(
dj − 1

2

) (D41)

= exp

− |A|∑
j=M+1

(dj − 1)

 , (D42)

where we have used the inequality log(x) ≤ x − 1 for x >
0.

We will now use the truncation formula together with
M(Lε) from (D30) to find

|〈ψ̃|ψ̃M(Lε)〉|2 ≥ exp(−ε) ≥ 1− ε. (D43)

However, |ψ̃M(Lε)〉 is of the required product form, since all
but M(Lε) of the sites in A are in the pure vacuum state. This
completes the proof.
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