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Abstract. Together with the prevalence of e-commerce and online shop-
ping, recommender systems have been playing an increasingly important
role in people’s daily lives in terms of discovering their potential pref-
erences. Therein, users’ preferences are mostly reflected by their online
behaviors, specially their evaluation towards particular items, e.g., nu-
meric ratings and textual reviews. Many existing recommender systems
focus on using item ratings to determine users’ preferences, while oth-
ers provide approaches using textual reviews instead. In this work, via a
case study on the Amazon movies data, we compare the recommendation
results when using ratings or reviews, as well as that of combining both.

1 Introduction

Recommender systems facilitate the selection of data items by users by issuing
recommendations for items they might like. In particular, they aim at provid-
ing suggestions to users by estimating their item preferences and recommending
those items featuring the maximal predicted preference. Typically, recommen-
dation approaches are classified as content-based and collaborative filtering ap-
proaches. In content-based approaches, information about the features/content
of the items is processed, and the system recommends items with features similar
to items a user likes. In collaborative filtering approaches, we produce interesting
suggestions for a user by exploiting the taste of other similar users.

Nowadays, recommendations have more broad applications, beyond prod-
ucts, like news recommendations [9], links recommendations [15, 13], and more
innovative ones like query recommendations [3], health recommendations [14],
open source software recommendations [7] and diverse venue recommendations
[4]. For achieving efficiency, there are approaches that build user models for
computing recommendations. For example, [10] applies subspace clustering to
organize users into clusters and employs these clusters, instead of a linear scan
of the database, for making predictions.

In this study, we investigate the effectiveness of using the sentiment analy-
sis of users textual reviews as the rating of the users for the target items [8].
Comparing to the traditional collaborative filtering approach, when calculating
the similarity between users and the relevance of them towards items, we use
the ratings obtained based on the sentiment scores of their textual reviews. The
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effectiveness of this textual review sentiment-based recommender system is eval-
uated via a case study on the Amazon movie review dataset. According to the
findings, using sentiment score-based rating mechanism can provide more rea-
sonable numeric score for the target items and therefore a more intuitive view of
the item quality. In addition, the effectiveness of the recommender system based
on sentiment rating is as high as that with regular numeric ratings.

The remainder of the article is organized as follows. Section 2 introduces the
recommendation model used in this study. Section 3 presents the method of pro-
cessing textual reviews towards producing sentiment scores. Section 4 provides
the general information regarding the data used in the case study. Section 5
evaluate the recommender system of sentiment score by comparing to that with
regular numeric ratings based on the previously introduced dataset. Section 7
concludes the article with a summary of our contributions.

2 The Recommendation Model

Assume a recommender system, where I is the set of data items to be rated
and U is the set of users in the system. A user u ∈ U might rate an item i ∈ I
with a score p(u, i), i.e., p(u, i) reflects the numeric rating (range in [1, 5]) u gave
directly to i. Comparatively, p(u, i) can also reflect the user’s evaluation for an
item via a textual review (more in Section 3). Let R be the set of all ratings
recorded in the system. Typically, the cardinality of I is high and users rate only
a few items. The subset of users that rated an item i ∈ I is denoted by U(i),
whereas the subset of items rated by a user u ∈ U is denoted by I(u).

For the items unrated by the users, recommender systems estimate a rele-
vance score, denoted as r(u, i), u ∈ U , i ∈ I. There are different ways to estimate
the relevance score of an item for a user. In the content-based approach (e.g.,
[11]), the estimation of the rating of an item is based on the ratings that the
user has assigned to similar items, whereas in collaborative filtering systems (e.g.,
[12]), this rating is predicted using previous ratings of the item by similar users.
In this work, we follow the collaborative filtering approach. First, similar users
are located via a similarity function that evaluates the proximity between two
users. Then, items relevance scores are computed for users taking into account
their most similar users. For computing the similarities between user u and u′,
denoted as s(u, u′), we use the Pearson Correlation, that is defined as follows:

s(u, u′) =

∑
i∈X

(p(u, i)− µu)(p(u′, i)− µu′)√∑
i∈X

(p(u, i)− µu)2
√∑

i∈X

(p(u′, i)− µu′)2
(1)

where X = I(u) ∩ I(u′) and µu is the mean of the ratings in I(u), i.e., the
mean of the ratings for user u. Given a user u and the group of users that are
considered similar to him/her, Pu, if u has expressed no preference for an item
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i, the relevance of i for u, denoted as r(u, i), is estimated as:

r(u, i) =

∑
u′∈(Pu∩U(i)) s(u, u

′)p(u′, i)∑
u′∈(Pu∩U(i)) s(u, u

′)
(2)

After estimating the relevance scores of all unrated user items for a user u,
namely Au, the items Ak

u with the top-k relevance scores are suggested to u.

3 Processing Textual Reviews

3.1 Sentiment Analysis with VADER

To assign a sentiment score to each textual review, we adopt a robust tool for
sentiment strength detection on social web data, namely the Valence Aware
Dictionary for sEntiment Reasoning (VADER) approach [5]. Compared with
other sentiment analysis tools, VADER has a number of advantages. Firstly, the
classification accuracy of VADER on sentiment towards positive, negative and
neutral classes is even higher than individual human raters in social media. In
addition, its overall classification accuracy on product reviews from Amazon,
movie reviews, and editorials from NYTimes also outperform other sentiment
analysis approaches, such as SenticNet [2], SentiWordNet [1], and Word-Sense
Disambiguation [6], and run closely with the accuracy of individual human.

As any text can be seen as a list of words, the approach first selects a lexicon
that will determine the sentiment score of each word in the given list. The lexicon
for sentiment analysis is a list of words used in English language, each of which
is assigned with a sentiment value in terms of its sentiment valence (intensity)
and polarity (positive/negative). To determine the sentiment of words, we assign
a rational value within a range to a word. For example, if the word “okay” has a
positive valence value of 0.9, the word “good” must have a higher positive value,
e.g., 1.9, and the word “great” has even higher value, e.g., 3.1. Furthermore,
the lexicon set shall include social media terms, such as Western-style emoticons
(e.g., :-)), sentiment-related acronyms and initialisms (e.g., LOL, WTF), and
commonly used slang with sentiment value (e.g., nah, meh).

With the well-established lexicon, and a selected set of proper grammati-
cal and syntactical heuristics, we to determine the overall sentiment score of
a review, which is in the range of [−1, 1] with VADER. The grammatical and
syntactical heuristics are seen as the cues to change the sentiment of word sets.
Therein, punctuation, capitalization, degree modifier, and contrastive conjunc-
tions are taken into account. For example, the sentiment of “The book is EX-
TREMELY AWESOME!!!” is stronger than “The book is extremely awesome”,
which is stronger than “The book is very good.”. With both the lexicon value
for each word of the review, and the calculation based on the grammatical and
syntactical heuristics, we can then assign unique sentiment values to each review.
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3.2 Sentiment-based Ratings

In order to analyze the relation between the users rating and their text re-
view sentiments, we use the VADER approach to calculate the corresponding
sentiment score for each user review text. Due to the fact that VADER is a
lexicon-based method which is more suitable for sentence-level sentiment anal-
ysis [5], we firstly divide each review text ri (i.e., the review of user u to item
i) into k sentences si,1, si,2, ...si,k using the tokenize function of NLTK. Then
the sentiment score of each sentence (i.e., sent(si,j)) is calculated accordingly.
Therefore, the overall sentiment of review text ri from user u (i.e., sentO(u, ri))
is calculated by the mean of the sentiment scores of all its review sentences.

sentO(u, ri) =

∑k
j=1 sent(si,j)

k
, where ri = {si,1, si,2, ...si,j ...si,k} (3)

To ease the comparison, we further transform the obtained sentiment score
sentO(si,j) into quintiles (i.e., sentiment-based ratings), corresponding to the
original numeric 5-star ratings with the following equation.

p(u, i) =



1, if sentO(u, ri) ≥ −1 and sentO(u, ri) < −0.6

2, if sentO(u, ri) ≥ −0.6 and sentO(u, ri) < −0, 2

3, if sentO(u, ri) ≥ −0.2 and sentO(u, ri) < 0, 2

4, if sentO(u, ri) ≥ 0.2 and sentO(u, ri) < 0, 6

5, if sentO(u, ri) ≥ 0.6

(4)

By doing so, for each textual review given by a user u, we obtain the new
ratings based on the sentiment score of the texts, namely, p(u, i).

4 The Amazon Movies Reviews Dataset

In this case study, we use the Amazon movies reviews dataset1. The dataset
spans a period between August of 1997 and October of 2012. It consists of
889.176 users and 253.059 movies. The users have given 7.911.684 reviews, and
their median word count is 101. Each entry in the dataset consists of a user
identification number, the movie id that the user reviews, the plain text review
and the rating that the user ultimately gave to the product.

To better determine the sentiment score from a user review, we eliminate all
entries that the reviews were composed with less than 101 words. After this step
the dataset is reduced to 487.134 users, 211.903 movies and 4.086.968 reviews.
Also, we eliminate all movies with less than 20 reviews. This resulted in our final
dataset that contained 320.451 users, 46.421 movies and 3.301.125 reviews. The
distribution of the ratings per user follows a power law distribution. To better
demonstrate that, in Figure 1, we show the 600 users with the most ratings

1 https://snap.stanford.edu/data/web-Movies.html
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Fig. 1: The distribution of ratings for the 600 users with the most ratings given.

given. All other users belong in the long tail of the power law distribution with
less than 1000 ratings per user.

Figure 2(a) presents the distribution of the original numeric ratings, while
Figure 2(b) presents that of the sentiment-based ratings. Figure 2(a) shows that
the majority of the users give 5 stars to the movies on Amazon.com, while the
number of 4-star ratings or below is much lower. Comparatively, from Figure
2(b), we could observe that the majority of the users mean to give 3 or 4 star
ratings according to the sentiment of their textual reviews. It is rare that users
choose to give completely positive or negative reviews. Figure 3 visualizes the
number of user reviews along with their difference between numerical ratings
and sentiment scores.

Fig. 2: The Distribution of (a) ratings, and (b) sentiment-based ratings.
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Fig. 3: The difference between the ratings and sentiment scores.

5 Evaluation

To calculate the MAE and RMSE errors, we hidden k items from I(u) for 20
different users. Then applied the recommender algorithm twice and tried to
predict them. The fist time we utilized the ratings and the second the sentiment
scores. Finally, for each different input dataset we average the errors over all
users. Figure 4 shows the results for k = 10, 20, 30, 40, 50.

Fig. 4: MAE and RMSE errors for the rating and sentiment scores, calculated for dif-
ferent numbers of hidden items.

To calculate the distance between the recommendation lists produced by
the ratings and the sentiment scores, we applied the recommendation algorithm
twice on 20 different users. Afterwards, we calculated the distance between these
lists for each user and finally we averaged them.
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Fig. 5: Kendall, Spearman and Jaccard for the 20 top users. Comparisons between
ratings and sentiment scores.

Fig. 6: Kendall, Spearman and Jaccard for the 20 top users. Comparisons between
ratings and combination scores (left), and sentiment and combination scores (right).

Figures 5 and 6 shows the calculated distances among the obtained sentiment-
based ratings, the combination ratings and the original user-provided ratings.
We apply three different ways of distance-based evaluation, including Spear-
man’s footrule distance, Kendall tau distance, and Jaccard distance. From the
shown figures, we observe that both Spearman and Kendall distances, for any
two recommendation lists, are significant while the Jaccard similarity of such is
relevantly low. Such result interestingly demostrates that the recommendation
results for a particular user based on the sentiment of his/her textual reviews can
be largely different from that based on his/her numeric ratings. Furthermore,
averaging the results from both numeric ratings and sentiment-based ratings
shall lead to new recommendation lists which are different from either of the
results from the two. Without proper evaluation, this study does not indicate
any recommendation result is more accurate and preferred than the other two. It
instead presents that the preference shown from users’ textual reviews towards
particular items can be different from the ratings they give to them, which results
in largely different recommendation results.
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6 Summary

In this study2, we provide a pilot investigation on the recommendation results
using sentiment analysis on users textual reviews. Compared with the recom-
mendation based on users’ numeric ratings, as well as that of the combination
of both, we find that the similarity among such results are very low. The re-
sults of the case study on Amazon users’ ratings and reviews for movie items
suggests the possibility of users’ potential inconsistency in showing preferences
with numeric ratings and textual reviews. In our future work, we will evaluate
the obtained recommendation results and further investigate the usefulness of
applying review sentiment analysis towards recommendation systems.
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