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Prokaryotic organisms, such as Escherichia coli, lack internal wall. Nevertheless, they have 
internal spatial organization, which is a critical requirement for the proper functioning of several 
cellular processes. One of the internal structures that is crucial for the emergence and mainte-
nance of such organization is the nucleoid. With a higher density than the cytoplasm, the nucle-
oid is able to segregate different macromolecules — such as protein aggregates and chemotax-
is clusters — to the cell poles, while also placing structures, such as the Z-ring, between recent-
ly replicated nucleoids during cell division. In this regard, for a cell population to thrive in fluctu-
ating environments, these cellular processes need not only to be efficient in optimal conditions, 
but also robust to nonoptimal conditions.  

Here, we study the efficiency of the processes of segregation of protein aggregates, polari-
zation of chemotaxis network, and Z-ring positioning at midcell and relate it with the nucleoid’s 
morphology. In order to evaluate their robustness to nonoptimal conditions, we also study the 
effects of temperature shifts on the nucleoid(s) morphology, and how this then affects the effi-
ciency of these biophysical processes.  

For this, we collected confocal microscopy images of populations of cells with fluorescently 
tagged protein aggregates, protein clusters composing the chemotaxis networks, and FtsZ-
proteins composing Z-rings, at different temperatures. In addition, we also stained the nucleoids 
of these cells.  

From the analysis of the data collected from the images, we found that, for each temperature 
condition, the spatial distribution of the cellular components observed is consistent with the nu-
cleoid’s volume exclusion effect. Furthermore, we found that the nucleoid’s length along the 
major cell axis is correlated with the kurtosis of the spatial distribution of protein aggregates and 
chemotaxis clusters along that axis. Similarly, the distribution of distances between replicated 
nucleoids (prior to cell division) along the major cell axis is correlated with the kurtosis of the 
spatial distribution of Z-rings along that axis. Finally, we found a negative correlation between 
the efficiency of these spatial placement processes at optimal temperatures and their robust-
ness to nonoptimal temperatures, indicating a trade-off between these features. 

Overall, these results suggest that the robustness of the morphological features of the nu-
cleoid to temperature shifts contribute to the adaptability of E. coli to non-optimal temperatures. 

 
Keywords: Nucleoid exclusion, efficiency and robustness, cell division, protein aggregates, 

chemotaxis 
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1. INTRODUCTION 

In recent years, technological advances in microscopy techniques and in the engineer-

ing of fluorescent proteins [1] have improved the observation of cellular components 

inside cells, which, in turn, has allowed to further investigate the dynamics of various 

cellular processes. These studies of prokaryotic organisms have found that, even 

though they do not have internal organelles (apart from the nucleoid) and their intracel-

lular transport mechanisms are energy-free [2], the cells have a non-random internal 

organization, differing between cellular components [3]. Moreover, it was also found 

that the degree of spatial organization of these cellular components affects the success 

of several of their processes [4]. Some of these processes (for instance, cell division 

and cell-to cell communication) are crucial for the cell’s survival thus, the thriving of the 

population. 

Such studies found that, in Escherichia coli (E. coli), one of the structures that most 

influence this intracellular organization is the nucleoid [5]–[8]. Its presence in the cen-

tral region of the cell causes other macromolecules to be excluded to regions where 

the nucleoid is not located, due to its higher density than the cytoplasm.  

In this organism, as the nucleoid occupies 50 % to 80 % of the cell’s volume at the cell 

center [9] and given the rod shape of the cells, the occlusion caused by the nucleoid 

places the excluded cellular components at the cell poles. Meanwhile, in cells where 

the nucleoid has already been replicated but the cell has not yet divided, the two result-

ing nucleoids force these components to be in the space in between the nucleoids. 

This is especially important for the formation and placement of the Z-ring, whose build-

ing blocks define the location of the division plane. 

The recent ability to visualize bacterial populations at the single-cell level, revealed 

that, even in monoclonal populations, there is cell-to-cell phenotypic variability that is 

more or less present depending on the cellular process studied, on the environmental 

conditions the cells are subjected to, and other biophysical properties of the cells [10]–

[12]. This diversity is also present on the spatial distributions of cellular components, 

which affects vital cellular processes. For this reason, much research has been con-

ducted to better comprehend the origins of this diversity, its benefits and drawbacks, 

and how it is regulated. 
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In this thesis, we analyzed the spatial organization of three cellular components: the Z-

ring, which forms at midcell; the chemotaxis network, which locates at the cell poles; 

and proteins aggregates, which tend to migrate to the cell poles in the presence of one 

nucleoid, but also to the cell center, when in the presence of two nucleoids.  

For comparing these processes, we have defined and made use of measures of func-

tionality, namely efficiency in optimal conditions and robustness to temperature shifts. 

We make use of these features to analyze the functioning of these processes and their 

dependence on the nucleoid’s biophysical properties, in particular, its morphology. With 

this information, we investigate whether the efficiency of the different placement pro-

cesses and robustness to changing temperatures differs, although relying on the same 

mechanism. 

Here, we first delve the theoretical concepts used to analyze how these processes 

work and are regulated in E. coli cells. Next, we report on relevant past studies of the 

biophysical properties of E. coli regarding the nucleoid exclusion phenomenon, its con-

sequences in the partitioning of cellular components, and other factors that might affect 

its outcome. Next, we describe the methodology and techniques used to obtain the 

empirical data and subsequent results here reported and, finally, we present the re-

sults, discuss them and, draw conclusions. 
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2. BIOLOGICAL BACKGROUND 

This chapter provides an overview of knowledge from past studies that are used in this 

thesis. We begin with a brief description of Escherichia coli’s biology, including its nu-

cleoid and cytoplasm biophysical features, along with a detailed overview of some of 

the cell’s processes most relevant to our studies, namely, cell division, protein aggre-

gate formation, and the chemotaxis network organization. 

2.1 Model organism – Escherichia coli 

Discovered in 1886 by the pediatrician Theodor Escherich [13], Escherichia coli (E. 

coli) has since became one of the most studied organisms in several fields of Biology 

[3]. The gram-negative, rod-shaped bacterium [2] can be 1.6 µm to 4 µm long and is 

typically 1.26 µm wide [14] with a similar structure as the bacterial cell depicted in Fig-

ure 2.1. 

 

This organism ordinarily lives in two distinct habitats, the primary being the colon of 

warm-blooded animals and the secondary being water, sediment or soil [15].  In both 

habitats, there are several variables that determine its well-being. Namely, in the prima-

ry habitat, the diet, the immune system and the overall physiological state of the host 

will create a specific environment that can either benefit or harm the cell. In the sec-

ondary habitat, factors such as climate and nutrients accessibility greatly affect the 

cell’s odds to thrive [15]. 

 

Figure 2.1. The structure of a common bacterium. Similar to this diagram, the E. 
coli cell has an inner and outer membrane — separated by the periplasm — as 

well as a nucleoid, where most of the cell’s DNA is concentrated, along with 
other cellular components that diffuse in the cytoplasm. Unlike the image, E. 

coli cells have many flagella, which work as propellers to drive the cell forward. 

Figure adapted from [2]. 
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Due to its necessity to endure in these sometimes-harsh living conditions, this prokary-

ote has evolved characteristics that make it a prime model system to study in laborato-

ry environments. In particular, its fast growth rate, its ability to be anaerobic in oxygen-

free environments and its easily manipulated genome are some of the features that 

make E. coli an organism that is easy to maintain, and thus has been used to study 

cellular processes and bacterial adaptability to environmental changes. 

2.1.1  The cytoplasm 

In E. coli, the cytoplasm is a clear and colorless, gel-like substance that fills the interior 

of the cell and is composed of an aqueous solution named cytosol [2]. The cytoplasm is 

often described as a molecular soup, since high concentrations of different macromole-

cules — ranging from sub-nanometer (inorganic ions and metabolites), to nanometer 

(proteins), tens and hundreds of nanometers (ribosomes and plasmids) and microme-

ters (nucleoid) — suspend and diffuse in it. 

Due to the high concentration of cellular components in the cytoplasm, there is often an 

effect of “macromolecular crowding”, which has been shown to induce DNA condensa-

tion [16] and influence the dynamics of diffusion of cellular components [17]. This phe-

nomenon is particularly visible in the poles, where some molecules migrated to due to 

the higher density of the regions where the nucleoid is present. 

Since E. coli does not have a cytoskeletal system that could aid in the intracellular 

transport of cellular components, substances in the cell mainly move by diffusion [18], 

[19], which is the random movement of particles due to thermal agitation. Several fac-

tors, such as temperature, the substance’s size and the viscosity of the fluid, can affect 

the diffusive behavior of a substance. In E. coli, there are substances which have a 

normal and symmetrical diffusion, but there are also substances that have an anoma-

lous and asymmetrical diffusive motion [20]–[23]. 

The diffusive behavior of a particle can be quantified by the diffusion coefficient D, giv-

en by the Stokes-Einstein equation [24]:  

6

B
k T

D
r

  ,          (2.1)  

where 
B
k  is the Boltzmann constant, T  is temperature,   is the dynamic viscosity of 

the medium, and r  is the radius of the particle. Since the bacterial cytoplasm can have 

a viscosity up to 10 times higher than water [25], from equation (2.1), one can conclude 
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that the dynamics of cellular processes may differ from what would be expected other-

wise. 

2.1.2  The nucleoid 

One of the most important internal structures in E. coli is the nucleoid. As a prokaryotic 

organism, E. coli does not have nuclear membranes that constrain the bacterial chro-

mosome. Instead, the chromosome and its associated proteins simply concentrate in a 

middle region in the cytoplasm named the nucleoid [26], as this is location of least 

energy (due to the curvature of the poles).  

The nucleoid is the largest structure in E. coli, occupying approximately 75 % of the 

cellular space [9]. Although occupying this last portion of the cytoplasm, this is only 

made possible because the chromosome is compacted more than 1,000-fold so as fit 

inside the cell, using results in a dense core [27]. The degree of compaction depends 

on various factors, such as medium richness, stage of the cell cycle, and temperature  

[28]. 

Prior to cell division, the chromosome must replicate itself and the resulting chromo-

somes must segregate from midcell, so as to ensure that each daughter cell will inherit 

one complete nucleoid from the mother cell. Chromosome replication starts from a 

specific origin of replication site (oriC), located near midcell. As depicted in Figure 2.2, 

multienzyme complexes replicate the DNA — in a left and a right chromosome arm, 

simultaneously — until they reach a terminus region (ter), on the opposite side of the 

circular chromosome [29]. The ter region span is such that it connects the left and right 

arms, allowing replication to be completed [29]. Next, the newly replicated sister chro-

mosomes are segregated and, even though the process by which it happens is still not 

entirely understood [30], some studies suggest that segregation might result from phys-

ical mechanisms, such as entropy, rather than biological processes [31]. However, en-

tropy is not the only factor responsible for chromosome segregation as it has been 

shown that the condensation of the nucleoid creates forces that can push sister chro-

mosomes apart, due to the accumulation and release of mechanical stresses in the 

replicated chromosomes [9]. In addition, the motional bias of chromosome segregation 

suggests the existence of an active mechanism responsible for this process [32]. 
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2.2 Cell cycle and cell division 

In its natural environment, E. coli lives in changing periods of feast and famine. There-

fore, the cell cycle must be meticulously regulated so that the survival of the lineage 

may be possible in a wide range of conditions. 

The rod-shaped E. coli cells grow by elongation of the cell wall along the major cell 

axis, having no significant variation of width between generations [14]. Nevertheless, 

the cell cycle includes more processes other than elongation, which divide the cell in 

three periods [33], represented in the scheme in Figure 2.3: (i) period B, the gap phase 

between the cell’s “birth” and initiation of chromosome replication (without essential cell 

cycle’s events); (ii) period C, when the cell, after reaching a certain length, begins to 

replicate its chromosome; (iii) period D, when cell division occurs, resulting in the “birth” 

of two daughter cells. 

Figure 2.2. Chromosome replication in E. coli. Replication starts in the replication 
origin (oriC, represented here as the green region) and proceeds bidirectionally 
until reaching the terminus region (ter, not represented here), across the oriC 

region. This is where the left and right arms of each chromosome connect, 

forming two sister DNA molecules. Figure adapted from [2]. 
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When cell division occurs, the mother cell divides in the middle and a new end (pole) is 

created for each daughter cell. Therefore, as Figure 2.4 depicts, each cell has a pole, 

termed new pole, which was formed during the division that originated the cell and the 

other pole, termed old pole, that was inherited from the mother cell [35]. However, 

since the mother cell also had a new pole and an old pole, the old poles of the two sis-

ter cells have different ages. Therefore, the concept of pole age can be defined as the 

number of divisions the pole “witnessed”, that is, the number of times that a pole has 

participated in a division event without have been created in it. 

Figure 2.3. Scheme of the cell cycle of E. coli. Phase C begins with the chromo-
some replication at the oriC region (red dots) and lasts until the end of the 

chromosome replication in the ter region (blue dots). Then, phase D starts as 
the cell prepares to divide and ends only with the cytokinesis of the mother cell 
into two daughter cells. Phase B is the phase between cell “birth” and the mo-

ment before the chromosome begins to replicate. Image adapted from [34]. 
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The crucial step in phase D is cytokinesis, starting from the formation of the divisome in 

the middle of the mother cell up to the partitioning of the cell into two daughter cells. It 

is a regulated process that is carried out by an intricate macromolecular apparatus 

termed divisome [36]. Evidence for this regulation, among other, is the fact that there is 

a very small variance (i.e. far less than expected by chance) in the positioning of the 

division point [30]. 

The divisome is a set of several cytoplasmic, periplasmic and inner membrane proteins 

that assemble in the division plane [37]. Some of these proteins, such as FtsI and 

FtsW, are responsible for the construction of the septal apparatus [38], while others, 

like FtsK, are believed to aid in the chromosome segregation process [39]. Evidence 

suggests that the most important regulatory protein of the divisome is the FtsZ protein, 

a tubulin homolog that forms a ring-like structure named Z-ring [40], which is the struc-

ture responsible for guiding the septation of the mother cell into two daughter cells [41]. 

There are three stages during the Z-ring formation [42]: (i) initially, the cell does not 

have a visible ring and most of the FtsZ proteins are located at one of the poles; (ii) 

Figure 2.4. Pole age in E. coli. (A) In each cell, there is a new pole (blue) and an 
old, inherited pole (red). Each time a cell divides, the daughter cells will have a 

new pole that was formed in the division process and an old pole that was 
formed in a former division event. However, since the mother cell had itself a 
new pole and an old pole, the old poles of the daughter cells will differ in age, 

with one being younger than the other. In this diagram, the concept of pole age 
is represented in the numbers in the poles that translate the age of each pole 
(starting in 0 and increasing one unity each time they a pole “participates” in a 

division event). Image adapted from [35]. 
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next, in the open ring state, the FtsZ starts to concentrate in the cell’s central region in 

opposite sites of the minor axis; (iii) finally, in the closed ring state, the FtsZ forms a 

band at midcell, across the minor cell axis.  

In order to produce two daughter cells of equal size, each one with an intact nucleoid, 

there must be regulatory mechanisms positioning FtsZ at midcell — and, consequently, 

all of the divisome’s components — based on the degree of chromosome segregation 

(to prevent guillotining DNA). One of these regulators is the MinCDE system, depicted 

in Figure 2.5, whose component MinC, is an antagonist of FtsZ. MinC inhibits the Z-ring 

formation by competing with FtsA and ZipA [43] — two proteins essential to the as-

sembly of the Z-ring [44] — to bind to FtsZ and, once bound, weakens the interaction 

between FtsZ monomers, which prompts Z-ring filament breakage [45].  

MinC rapidly oscillates between cell poles due to its interaction with MinD and MinE 

[46]. First, the peripheral membrane protein MinD recruits MinC to the membrane. 

Then, MinE separates MinC from MinD and enhances dissociation of MinD from the 

membrane, sweeping away the MinC and MinD to the opposite pole of the cell, which 

allows the Z-ring to move to the pole where MinE is [47]. Meanwhile, MinE stays in the 

cell pole until it no longer detects MinD, at which point it returns to the cytoplasm so 

that the cycle can restart in the opposite pole [48]. Thus, MinC concentrates at the cell 

poles and hampers the formation of Z-ring in these regions. Therefore, the midcell — 

where MinC is minimal — will be the prime location for the Z-ring to form. 

Another factor that regulates the placement of the divisome, by preventing it from frag-

menting any of the nucleoids when the septum is closing, is nucleoid occlusion, medi-

ated by the SlmA protein [49], also depicted in Figure 2.5. This protein competes with 

other FtsZ-interacting proteins (necessary for cell division) so that it can bind to the 

FtsZ [50] and interfere with its polymerization [51]. SlmA binds to specific DNA se-

quences, located everywhere in the chromosomes, except in the ter region [52]. There-

fore, the Z-ring formation will only start when the ter region is present at midcell, which 

occurs after the segregation of the vast majority of the chromosome [53] giving time to 

move the replicated chromosomes away from the division plane before cytokinesis. 

While the Min system and nucleoid occlusion are negative regulators, a positive regula-

tor — Ter linkage — guides FtsZ to the division site. This regulator is comprised of the 

proteins MatP, ZapB and ZapA that join the ter region with FtsZ, promoting the assem-

bly of the divisome over this genomic region [54]. As depicted in Figure 2.5, MatP in-

teracts with ZapB [55], which, in turn, interacts with ZapA [56]. Since ZapA interacts 

with the FtsZ as well [57], it can bridge the ter region with the Z-ring. As the Ter linkage 
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structures tend to form before the Z-ring, this regulatory mechanism is expected to 

guide the Z-ring towards midcell [54].  

Thus, all three mechanisms cooperate to accurately place the Z-ring at midcell and 

regulate cytokinesis. This ensures that the daughter cells will have equal size and a 

complete nucleoid each. 

 

The regulation of cell division strives to create two daughter cells that are as equal as 

possible. Still, many of the cell’s substances do not possess any segregation mecha-

nism and partition randomly through the daughter cells, having equal chances of end-

ing up in either one. Their partitioning process is thus well described by a binomial dis-

tribution. 

Nevertheless, there are small ‘errors’ in perfect partitioning. While they would not affect 

the overall functioning of the cell in the case of components that exist in high numbers, 

in the case of proteins and RNA that have low expression levels [58], they can cause 

significant differences in the set of components inherited by the daughter cells [3], [59]. 

Such differences could create phenotypic diversity by influencing the kinetics of various 

cellular processes, such as transcription, translation and division rate [60]–[62]. 

2.3 Protein formation and quality control 

Proteins are versatile macromolecules that participate in almost every cell process. 

Each protein is comprised of a sequence of amino acids, which are laid in a specific 

Figure 2.5. Control of Z-ring formation in E. coli. The Min system inhibits the for-
mation of the Z-ring close to cell poles, favoring the formation of the Z-ring at 
midcell. The nucleoid occlusion phenomenon, mediated by the SlmA proteins 

and the Ter linkage, inhibits divisome assembly in areas occupied by DNA. The 
areas where the Z-ring is inhibited or stimulated are colored red and green, re-

spectively. Image is adapted from [30]. 
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order to allow the protein to fold up into a three-dimensional shape. The conformation 

assembles the protein’s functional regions and allows it to interact with other cellular 

components, either by mechanical or chemical events, which is necessary for the nor-

mal functioning of the cell [2]. 

The generation of proteins entails two steps: transcription and translation. First, the 

transcription process produces an mRNA from a DNA strand through an RNA polymer-

ase (RNAp) [2]. The RNAp starts the transcription at a promoter region and assembles 

the mRNA by chain elongation until it reaches a terminator, where it stops transcription 

and releases the mRNA and the DNA it was created from [63]. Then, or even simulta-

neously with transcription, the translation process synthesizes a protein from the 

mRNA, since each set of three nucleoids in the mRNA is recognized by a specific ami-

no acid [63]. 

The newly made protein still needs to fold into a proper conformation in order to be 

functional [2]. While some proteins have a sequence of amino acids such that it can 

fold itself correctly and spontaneously (becoming native proteins), others tend to mis-

fold into nonfunctional conformations [64], which impairs cellular processes. 

To address this, the cells developed quality control mechanisms that are responsible 

for protein homeostasis (proteostasis) [65], represented in Figure 2.6. One of these 

mechanisms is the aid in proper folding by a particular set of proteins, named chaper-

ones [63]. These assist in de novo folding of new proteins or refolding any misfolded 

proteins [66]. They do so by recognizing exposed hydrophobic regions of non-native 

proteins and altering the three-dimensional conformation to cover those regions [65]. 

The cell can also degrade proteins, whether they are misfolded or not. In fact, approxi-

mately 20 % of the proteins that are synthesized are degraded, which not only destroys 

non-native proteins but also ensures the existence of “raw” material for the production 

of new proteins, allowing the cell to react to changes in its environment [67]. 
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Nevertheless, both these mechanisms can fail if the cell is in stressful conditions — 

either due to antibiotics, nutrient depletion or changes in temperature — by suffering 

mutations (the proteins of the affected genes keep misfolding) or even by errors in the 

protein biogenesis process [68]. In these cases, misfolded proteins tend to form clumps 

to avoid having their hydrophobic regions exposed to the cytosol, forming either amor-

phous structures or amyloid-like fibrils [69]. These nonfunctional protein aggregates 

can interact with critical molecules and hamper processes [2]. However, aggregates 

can be accumulated in inclusion bodies (IBs), which are often found at the cell poles, 

as depicted in Figure 2.7, and insoluble and metabolically stable [68]. Thus, the aggre-

gation mechanism helps in preserving proteostasis by consigning the misfolded pro-

teins to the IBs, which function as an intracellular deposition site for cellular detoxifica-

tion [70]. 

 

Figure 2.6. Diagram of the mechanisms of protein quality control. The chaperones 
catalyze the correct folding of proteins. However, if a protein cannot be refolded 

properly, the proteases degrade the protein. Finally, if none of the previous 
mechanisms are available, the nonfunctional proteins will form aggregates. Im-

age adapted from [66]. 

Figure 2.7. Misfolded proteins deposition in inclusion bodies. These structures are 

formed mainly at the cell poles. Image adapted from [68]. 
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2.4 The chemotaxis network  

E. coli cells are subject to environmental changes. Consequently, the species has 

evolved mechanisms to sense these changes and adapt to them. E.g. these cells can 

move towards or away whether it detects attractants (for instance, a high concentration 

of nutrients) or repellents (such as noxious chemicals), respectively [71]. These motile 

responses to extracellular signals are termed chemotactic responses. 

E. coli organisms have four to six flagella, each of which protrudes from the cell by a 

flexible hook, which, in turn, is attached to a protein disc in the inner and outer mem-

branes. This disc is part of a motor that can rotate and turn the flagellum [2]. Due to the 

“handedness” of the flagella, different directions of rotation will produce different effects 

on movement. Particularly, if the helical flagella rotate counterclockwise, it will draw all 

of the flagella into a coherent bundle, causing the bacterium to swim smoothly, as de-

picted in Figure 2.8 (A). This movement will continue as long as the organism detects 

an increasing gradient of a chemotactic attractant. However, if the organism does not 

detect changes in the environment or if it detects an increasing gradient of a chemotac-

tic repellent, one of the motors will rotate clockwise, causing the flagellum attached to 

separate from the bundle, prompting the cell to tumble without moving forward, as de-

picted in Figure 2.8 (B) [2]. This mechanism creates a biased random walk towards the 

better environment, allowing the cell to prosper. 

 

Interestingly, E. coli senses changes in the environment by making temporal compari-

sons of the surrounding environment [72]. To be able to compare successive condi-

tions, it must be able to sense the present condition and recall the previous one. This is 

possible due to chemoreceptors that can both sense various stimuli and remember 

previous environments through the methylation degree of specific glutamate residues 

[72]. This last characteristic allows the cell to respond only to increasing or decreasing 

Figure 2.8. Chemotactic responses of E. coli. (A) If the flagella rotate counter-
clockwise, they will form a bundle that propel the cell forward through smooth 
swimming. (B) If one the flagellum rotates clockwise, it will separate from the 

bundle, causing the cell to tumble. Image adapted from [2]. 
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gradients rather than constant concentrations, that is, if the high concentration of a 

chemoreceptor is maintained, the bacterium will eventually be desensitized to the stim-

ulus. 

There are five different types of chemoreceptors: Tsr (sensible to serine); Tar (sensible 

to aspartate and maltose); Tap (sensible to dipeptides); Trg (sensible to ribose and 

galactose); Aer (sensible to oxygen) [73]. All but the Aer chemoreceptor — which me-

diates responses in a methylation-free way — are known as methyl-accepting chemo-

taxis proteins (MCPs) [73]. 

These chemoreceptors are inserted in the cytoplasmic membrane at the cell poles and 

are grouped in trimers-of-dimers [74] that organize into intercommunicating clusters 

[75]. The clustering occurs through an energy-free, self-assembly process named sto-

chastic nucleation [76], which is thought to improve sensitivity, dynamic range, and 

adaptability of the system [75]. These patches are often circular or ellipsoidal and are 

stabilized by associating with the histidine kinase CheA via the adaptor protein CheW, 

forming ternary complexes [77] ranging from ∼ 200 – 400 nm in diameter [78], as 

shown in Figure 2.9 (A). 

 

Figure 2.9. A 5 nm tomographic slice of the region near the pole of an E. coli cell 
and its schematic. Represented are the inner (cytoplasmic) and outer mem-

brane, the periplasm (light blue) and the cytoplasm (yellow). The white arrows 
point to the boundaries of the patch of chemoreceptors (represented in red) in-
serted in the inner membrane, which correspond to a layer of CheA and CheW 

(blue). Image adapted from [75]. 
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3. LITERATURE REVIEW 

Several studies have been done on the spatial organization of the internal processes of 

E. coli. In this chapter, we look at some which are of importance to this thesis. 

3.1 The nucleoid exclusion phenomenon 

A recent study [79] used mRNA tagged with MS2-GFP (see section 4.2.2) as a synthet-

ic protein aggregate in order to investigate if the nucleoid could be a source of intracel-

lular organization of cellular components in E. coli. The results show that MS2-GFP-

mRNA had higher diffusion coefficients in regions with higher nucleoid density, which 

can be explained by the fact that the nucleoid acts as a crowding agent for the MS2-

mRNA and, since it is dynamic via processes such as transcription and replication, 

changes the MS2-mRNA distribution. It was also observed that the diffusion coefficient 

at the poles is smaller (particularly at the old pole), which is understandable if we con-

sider the existence of larger macromolecular complexes, such as ribosomes or protein 

aggregates, which may hamper the movement of the MS2-mRNA complexes.  

Thus, the nucleoid exclusion phenomenon along with membrane confinement influence 

the motion and distribution of molecular complexes in bacterial cells. Therefore, there 

have been several studies to understand how this phenomenon factors into different 

processes of the bacterial cell. Here, we examine some of them related to cell division, 

segregation of protein aggregates and positioning of the chemotaxis network. 

3.1.1  Z-ring placement 

In optimal conditions, E. coli’s cell division is highly regulated to be morphologically 

symmetric [80] via the division plane formation at midpoint [81]. However, even in 

monoclonal cell populations, there is some variance in the location of the point of divi-

sion, causing asymmetric divisions. 

A study was recently conducted to investigate E. coli’s morphological symmetry in cell 

division and its robustness to non-optimal conditions [82]. It was found that, even 

though mild chemical stresses do not affect symmetry in division, changes in tempera-

ture from optimal to suboptimal decreases the division symmetry. Particularly, the fur-

ther the temperature is from the optimal temperature, the more variance there is in the 
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size of sister cells. Interestingly, asymmetries caused by suboptimal temperatures af-

fect cell division times, as it was found a negative correlation between the division time 

and the cell size (with larger cells dividing faster than smaller cells). Nevertheless, the 

opposite does not occur, that is, cells with faster dividing times do not show a higher 

propensity to divide asymmetrically, regardless of the temperature they were subjected 

to. This suggests that faster dividing cells do not do so at the cost of symmetry in divi-

sion. In order to understand the mechanism responsible for the asymmetries that were 

observed with temperature deviations, the position and size of the nucleoids (prior to 

cell division) were studied for different temperatures. It was found that, although size 

does not change significantly, the distance between the nucleoids is minimized at 37 

°C, as represented in Figure 3.1. This result can explain the asymmetries found, since 

the selection of the division plane between the nucleoids was been found to be nearly 

random. This was further confirmed by the finding that, for all temperature conditions, 

the cells that divided with higher/lower asymmetry had longer/shorter distances be-

tween the nucleoids, respectively. Thus, this study showed that morphological sym-

metry in cell division changes with temperature, due to the temperature-dependence of 

the relative distance between nucleoids. 

 

Another study [8] further investigated the effects of temperature on the symmetry in the 

placement of the Z-ring and if these effects are reversible and/or cumulative. If was 

found that changes in temperature affect the cells’ ability to partition the nucleoids and, 

more significantly, to reach the close ring state of Z-ring formation. It was also studied 

how sub-optimal temperatures (24 °C, 30 °C and 40 °C) and critical temperatures (10 

°C and 43 °C) affect the distance between nucleoids, the width and density of Z-ring 

and its displacement from midcell in cells with two nucleoids and a Z-ring in the closed 

Figure 3.1 Schematic of the temperature dependence of the relative distance be-
tween nucleoids in E. coli. In optimal conditions, the distance between nucle-
oids is minimal, which minimizes the variance of the placement of the division 
plane. In suboptimal conditions, the distance between nucleoids increases, re-

sulting in a higher variance in the positioning of the division plane, which, in 
turn, increases the probability of having an asymmetric division. Image adapted 

from [82]. 
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ring state. At suboptimal conditions, the asymmetry in cell division increases due to a 

decrease in Z-ring’s density — caused be an increase of its width, which, in turn, is 

caused the increased distance between nucleoids — and an increase in its displace-

ment from midcell. However, the changes in the distance between nucleoids and the 

consequent Z-ring’s displacement from midcell change in a predictable and correlated 

manner. At critical temperatures, on the other hand, the relation between Z-ring for-

mation/positioning and the position of the nucleoids disappears and the causes for the 

loss of robustness in the Z-ring formation/positioning may differ for these temperatures. 

Finally, it was also found that the effects of high temperatures and rich media are cu-

mulative and that the effects of temperature shifting are reversible, suggesting that the 

placement of the Z-ring is strongly affected by the physical parameters of the environ-

ment. 

In conclusion, the positioning of the Z-ring is based on the nucleoids size and position. 

As a result, it is a regulated and robust process. 

3.1.2  Segregation of protein aggregates 

Unicellular organisms that replicate from symmetric division events do not have a dis-

tinct separation between different generations of offspring. Also, provided favorable 

environment conditions, cell lineages will continue to exist. As such, asymmetrical cell 

division is expected to be needed for aging [83].  

However, it has been identified that, in E. coli, some sister cells differ in their division 

rates [35], which suggests the existence of cellular aging. As described in section 2.2, 

when a cell divides, each daughter cell will have a new pole formed in the cytokinesis 

process and an old pole inherited from its mother. However, as the mother cell had 

poles of different ages, the old poles of the two sister cells will differ in age between 

them.  

A study was recently conducted to investigate if the inheritance of old poles is related 

to the senescence of E. coli cells [35]. By following the growth of a colony of E. coli 

cells at the single cell level, it was possible to observe that cells that inherited old poles 

more frequently during their ancestry had slower growth rates. Also, the older the pole, 

the slower was the growth rate of the cell that inherited it. Interestingly, it was also ob-

served that cells that inherited more young poles during their ancestry had increased 

growth rates (rejuvenation). Thus, there is a relationship between the inheritance of old 

poles and the aging process. Namely, cells with older poles will have slower growth 

rates and are at higher risk of not surviving. 
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Because protein aggregates seem to accumulate at the poles, one study tested the 

hypothesis that the pole segregation of damaged, nonfunctional proteins may be a 

physiological reason behind functional asymmetries between sister cells — such as 

different growth rates — that are related with the aging process [4]. From following cells 

for several linages, it was found that the first fluorescent IbpA-YFP foci (IbpA is a type 

of inclusion body that was tagged with the fluorescent protein YFP) in the lineage was 

either in midcell (28 % incidence), in the new pole (30 % incidence) or in the old pole 

(31 % incidence). However, since they seldom move from its original location (< 10 % 

incidence), the location where they first appear in the mother cell was found to deter-

mine their position in subsequent generations. As represented in Figure 3.2, this results 

in the eventual accumulation of damage in the old pole of future daughter cells, regard-

less of their position in the cell where they first appear. Overall, this results in an accu-

mulation of protein aggregates in the older poles of each cell generation, implying that 

a few cells of each generation will accumulate damage, while other cells are ‘renewed’. 

 

The probability of an IbpA-YFP spot appearing in a cell that did not have any foci be-

fore was found to be 0.71. However, in cells that already have an IbpA-YFP spot, the 

probability of appearing a second spot are reduced to 0.037 due to the tendency of 

misfolded proteins to aggregate. Also, the probability of a cell developing an IbpA-YFP 

spot when its mother had one and passed it on to its sister cell is 0.69, which is lower 

than the probability of a cell developing an IbpA-YFP spot when the mother did not 

have any, which was 0.85. This bias hints for the existence of a damage purification 

effect, where an inclusion body that is inherited by one sister cell inhibits the other of 

developing any inclusion bodies. Finally, the study also found that the presence of ag-

gregates in a cell (whatever their position might be) is correlated with a slower growth 

rate. All of these findings corroborate the hypothesis that it is the protein aggregates 

that are the cause for aging in E. coli cells. 

Figure 3.2. Location of protein aggregates through several divisions. Whatever is 
the initial location, after several division events, it will be segregated to the pole, 

if it is unable to move inside the cell. Image adapted from [4]. 
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Another study [84] used RNA-MS2-GFP complexes to investigate the spatial kinetics of 

protein aggregates and their partitioning in cell division. These complexes are first visi-

ble soon after the RNA is transcribed, so their initial position is near the cell center 

(main location of the F plasmids where the RNAs are created [85]) or at the first-quarter 

or third-quarter position (location of the F plasmids after they replicate [85]). Neverthe-

less, 95 % of the complexes detected were shifted to the cell poles, where they re-

mained. As a result, in a cell population, the distribution of distances of the complexes 

(normalized by half of the cell length) is bimodal, with the major peak being located at 

0.8 (approximately at midpoint between the nucleoid border and the cell border). It also 

has a smaller peak at midcell (probably due to the fluorescent RNAs that than remain 

in that region when being transcribed from the plasmid).  

Having identified the in vivo localization of aggregated proteins in the older poles and 

having related their presence with the senescence characteristic of consecutively di-

minished growth rates, the next step is to study the mechanism responsible for the ac-

cumulation of protein aggregates at the poles. Do the aggregates move as a result of 

biased forces in the cell or do they freely diffuse along the cell until reaching a pole 

where they tend to remain?  

Considering the morphology of E. coli cells, whose only organelle is the nucleoid and 

considering the lack of transport mechanisms, the heterogeneity of the spatial distribu-

tion of protein aggregates either results from the presence of the nucleoid at midcell, 

the shape of the cell and/or the physical properties of the components [9], [23], [60]. 

One study [5] studied to what extent the nucleoid is involved in the spatial distribution 

of complexes of unwanted protein aggregates using RNA-MS2-GFP complexes. Simi-

larly to what was found in [4], the initial positions of complexes that appear in a cell that 

was previously complex-free, are not asymmetrically distributed in the cell. The asym-

metries only emerge after cell division, where it is observed a significant bias towards 

the old pole, as the complexes do not tend to change between poles [4].  However, 

there a few complexes that can travel between polar regions, which suggests that the 

retention process has some noise. Interestingly, the standard deviation and mean of 

the escape times of these complexes are very similar (as it is common in exponential 

distributions), implying that an escape event resembles the dynamics of a particle try-

ing to escape from a region through small passages [86].  

By analyzing the motion of the complexes throughout the cell, it was found that the 

motion of the complexes that travelled from a pole to midcell is occluded. The regions 

where the anisotropies were higher were consistent with the location of the borders of 
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the nucleoids. Further analysis of cells with larger and smaller than average nucleoids, 

showed consistent spatial distributions of aggregates, suggesting that the spatial distri-

bution of the complexes are defined by the size and location of the nucleoid in the cell. 

To further prove that the nucleoid exclusion is responsible for segregating and retaining 

protein aggregates at the cell poles, it was studied the robustness of the segregation 

mechanism to changes in nucleoid size [7]. First, it was found that increasing and de-

creasing the nucleoid size causes an increase in the fraction of aggregates found in 

between the nucleoids prior to cell division. The reason for this aggregates’ dynamic in 

cells with smaller nucleoids is the decrease in the interaction between aggregates and 

nucleoids, since the aggregates are less likely to locate near the nucleoids. Meanwhile, 

the reason for the increased fraction of aggregates in between larger nucleoids is re-

duced size of the polar regions, causing increased molecular crowding that forces the 

aggregates to move to the midcell. In conclusion, the segregation of protein aggregates 

is a process driven by the nucleoid-exclusion phenomenon.  

3.1.3  Polarization of Tsr clusters 

Tsr is one of the most abundant chemoreceptors [73], making it a prime substance to 

study the chemotaxis network. In normal conditions, approximately 7 % of Tsr proteins 

diffuse in the cell at all times [87]. Several studies have focused on how the chemotaxis 

complexes migrates to the poles. While some results suggested that the chemorecep-

tor clusters attach to the cell membranes, being dragged to the poles when cell division 

occurs [88], other results instead suggested that the clusters diffuse in the cell and that 

the matching curvatures of the clusters and the cell poles is responsible for the clus-

ters’ tendency to locate at the poles [89] (depicted in Figure 3.3). Some recent studies 

also suggest that the clusters preference for the poles results from a diffusion-and-

capture mechanism [90] (depicted in Figure 3.3). In this mechanism, a chemoreceptor 

diffuses through the cell until a target protein at the cell pole captures it [91]. In this 

regard, a study proposes that a target protein that is responsible for the capture of 

chemoreceptor clusters is Tol-Pal [92], a protein complex inserted the E. coli’s enve-

lope [93]. 

However, these studies also observed that the chemoreceptor clusters diffusion space 

is, to some extent, restricted to the same pole through consecutive generations [88]. 

They have also observed that the disruption of the cytoskeletal protein MreB (causing 

the cells to become round) leads to fragmentation of the Tsr patches at the poles and, 

consequently, an increase in the fraction of mobile Tsr [87]. These findings suggest 

that there is another mechanism, besides diffusion-and-capture by Tol-Pal complexes, 
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that is also responsible for the polarization of the chemotaxis network and that is dis-

rupted when the cell shape is disrupted. 

To address this, one study used Tsr labeled with fluorescent Venus proteins — with a 

similar mobility to unlabeled Tsr [87] — to investigate if the nucleoid-exclusion contrib-

utes for the polar preference of the chemoreceptor clusters and, if so, to which extent 

[6]. It was observed that the spatial distribution of Tsr-Venus is consistent with a nucle-

oid-exclusion phenomenon. One evidence for this is that the spatial distribution of Tsr-

Venus was affected by asymmetries in the nucleoid position or changes in its length. 

To further examine the impact that the nucleoid has in the location of Tsr clusters, it 

was used cells lacking Tol-Pal complexes and cells lacking nucleoids. It was found 

that, in the absence of Tol-Pal complexes in the cells, the fraction of Tsr cluster at the 

poles decreases, even though it still higher than it would be if the clusters were uni-

formly distributed in the cell. In addition, in cells where the nucleoid is absent, the frac-

tion Tsr clusters at the poles decreases as well. This provides evidence that the nucle-

oid exclusion contributes to the polarization of the chemotaxis network (as depicted in 

Figure 3.3) and that this phenomenon and the diffusion-and-capture mechanism by 

Tol-Pal complexes have complementary effects. In conclusion, the chemotaxis network 

depends on the length and position of the nucleoid.  

 

3.2 Partitioning of cellular components 

Assuming as a goal the perfectly symmetric partitioning of cellular components in cell 

division, the errors in partitioning, 2

x
Q , can be quantified by the difference between the 

number of molecules inherited by each daughter cell [3]: 

Figure 3.3. Possible mechanisms responsible for the polarization of the chemotaxis 
network in E. coli. (A) The diffusion-and-capture mechanism, where a polar pro-

tein captures a diffusing receptor cluster, bounding it to the polar region. (B) 
The negative curvature effect, where matching curvatures (represented here as 
the variable C) between the cell poles and the chemoreceptor patches favors 
location of the clusters at the cell poles (blue regions) rather than at midcell 

(gray region). (C) Nucleoid exclusion phenomenon, where the high density of 
the nucleoid occludes the central region of the cell and “pushes” the chemore-

ceptor clusters to the poles. Image adapted from [91]. 
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where X  is the mean value of X of each cell of the population, x  is the number of 

molecules that exist before division and 
L

N  and 
R

N  are the numbers of molecules that 

were inherited by the left and right daughter cell, respectively. For molecules that exist 

in abundance ( x  >> 1), 2

x
Q  will be very low. If, however, for other, less copious, mol-

ecules, small differences in partitioning cause significant errors in partitioning. 

If there are segregation mechanisms responsible for the molecule’s spatial distribution, 

they can be categorized as disordered — if they increase 2

x
Q  — or ordered — if they 

decrease 2

x
Q . Disordered and ordered segregation processes are depicted in Figure 

3.4 (A) and (B), respectively.  

In a disordered segregation process, if the cell divides in a random position, the daugh-

ter cells will have different sizes and, as a result, accommodate different amounts of 

various cellular components. If a cellular component spatial distribution is dependent of 

another, larger, component, then the volume available for the former component is re-

stricted, causing it to be restrained to particular regions and, thus, partition in different 

numbers between daughter cells. Finally, if the cellular components are clustered and 

these clusters are divided between the daughter cells, there is a higher propensity for 

asymmetries between them. 

In ordered segregation mechanisms, if the cellular components are large, their volume 

will make them exclude each other, causing them to distribute uniformly inside the cell. 

If the cellular components that diffuse without restrictions are bound to other, nonmov-

ing, components, then their distribution in the cell can be such that their partitioning in 

cell division has a lower variance between daughter cells. Lastly, if the cellular compo-

nents form pairs that are then split into separate daughter cells, then the partitioning 

between sister cells will be more symmetric. 
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These segregation processes will generate different degrees of asymmetry in the parti-

tioning of the cellular components between daughter cells. Among others, they lead to 

perfect partitioning (where individual components are equally divided between daughter 

cells), preferential partitioning (where individual components are partitioned according 

to a biased binomial distribution) or all-or-nothing partitioning (where all of the compo-

nents are inherited by only one of daughter cells), which have increasing levels of 

asymmetry.  

One study investigated how different partitioning schemes of nonfunctional proteins, 

could affect the growth rate of individual cells of a generation [94]. It was found that 

increasing asymmetry in partitioning schemes increases the population mean division 

time. Interestingly, apart from the all-or-nothing partitioning (which is unlikely to occur in 

natural biological systems), the cluster formation is the best partitioning scheme, as it 

reduces the mean division time of the population. Finally, it was also found that the bias 

of the preferential partitioning schemes of nonfunctional proteins increases with the 

increase of polar retention strength. 

3.3 Diffusion of cellular components in the cytoplasm 

One study [95] found that the bacterial cytoplasm behaves like a liquid for small cellular 

components, but it behaves like a glass-forming liquid that is approaching glass transi-

tion for larger cellular components. This dual behavior might arise from the high molec-

Figure 3.4. Segregation processes. (A) Examples of disordered segregation pro-

cesses: (left) cell division in a random position, (center) volume-exclusion phe-
nomenon caused by larger cellular components, (right) components aggregate 
into cluster. (B) Examples of ordered segregation processes: (left) large com-
ponents exclude each other and diffuse uniformly in the cell, (center) compo-
nents bind to other stationary components, (right) components form pairs that 

are split between the daughter cells in the cell division process. Image adapted 

from [3]. 
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ular concentration that overcrowds the cytoplasm, as estimations indicate that macro-

molecules occupy 20 % to 40 % of the cytoplasm, with an additional 20 % of the cyto-

plasm (approximately) being occupied by water acting as a hydration layer to macro-

molecules. Overall, the excluded volume of the cytoplasm is expected to range from 40 

% to 60 %.  

Furthermore, the cell’s metabolic activity “fluidizes” the cytoplasm by suppressing its 

glass-like properties and this effect is increasingly notable for increasingly larger mole-

cules. To understand the reason for this effect, it must be considered that the macro-

molecules in the cytoplasm, by electrostatic and hydrophobic interactions, create ex-

tremely crowded regions separated by less crowded areas named nanopools [96], as 

depicted in Figure 3.5. When metabolic activities disrupt the hydrophobicity and charge 

of the molecules, causing them to rearrangement, the configuration of nanopools 

change. Thus, any molecule that was previously inside a nanopool (associated to 

glassy dynamics) becomes able to diffuse again (associated to liquid dynamics). 

 

This cytoplasmicity has consequences, such as different diffusion rate constants for 

different-sized molecules. Cellular components such as proteins will navigate in the 

cytoplasm as if it was a liquid, while components larger than 300 nm (such as plas-

mids, protein filaments and polyribosomes) will have a metabolism-dependent diffusion 

pattern. However, the fluidization caused by metabolic activity can be useful to achieve 

a high concentration of macromolecules without significantly hampering their move-

ment inside the cell. 

Figure 3.5. Cytoplasmic overcrowded regions separated by nanopools. Image 

adapted from [97]. 
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3.4 Effects of temperature shifts on E. coli cells  

The temperature a cell is subjected to will affect its properties and processes. Several 

studies have been conducted to understand the consequences of nonoptimal tempera-

tures, and how cells react to temperature shifts. One study [98] found that the mean 

cell volume remains constant from 15 °C to 30 °C, varying slightly toward smaller vol-

umes at 40 °C and toward larger volumes and 11 °C. Temperature shifts, however, 

cause temporary increases (when the temperature decreased) and decreases (when 

the temperature increased) in cell volume. 

Another study [99] investigated how the temperature affects the protein synthesis pro-

cesses. Since the rate of protein accumulation is determined by the number of working 

ribosomes, the rate they are working at, and the rate of protein degradation, this study 

observed how these three parameters changed with temperature. It was found that the 

number of ribosomes remains constant between 25 °C and 37 °C. It was also found 

that the peptide elongation rate increases with temperature, even when the tempera-

ture increases from the optimal temperature of 37 °C to 44 °C, demonstrating that the 

working rate of the ribosomes is not a limiting factor for cell growth at high tempera-

tures. However, it was observed that, at 15 °C, there is an increase in the amount of 

non-translation ribosomes, suggesting that there are difficulties in transcription initiation 

at lower temperatures. Finally, the study also showed that, at high temperature, the 

protein degradation rate increases drastically. 

In order to understand the robustness of the protein aggregates segregation, one study 

observed how this mechanism responds to nonoptimal temperatures [100]. It was 

found an increase in the fraction of aggregates at midcell for temperatures lower than 

37 °C, which changes in the nucleoid’s size could not explain. Since the aggregates 

diffuse (even when retained at the poles [23]), it was hypothesized that the reason for 

the decreased effects of the nucleoid-exclusion phenomenon was changes in the cyto-

plasm viscosity. Therefore, the relative dynamic viscosity was measured in different 

temperatures and it was found that it increases as temperature decreases, suggesting 

that the variations in the aggregates spatial distributions are due to changes in the 

thermophysical properties in the cytoplasm. This can have repercussions in the cell’s 

survival, as low temperatures can cause the aggregates to segregate less to the poles 

and, likely, decrease the mean population growth rate. 
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4. RESEARCH METHODOLOGY AND MATERI-

ALS 

The data in this project results from analysis of the results of the experiments carried 

out in [6], [8] and [100]. In this chapter, we delve the main techniques used to collect 

and analyze the empirical data. It begins with an introduction to the laboratorial proce-

dures, such as microscopy, followed by a description of the software tools used to pro-

cess images and a brief description of the methods used analyze the data. 

4.1 Strains 

An organism as E. coli can have multiple variations in its genome, creating different 

strains. In order to study different aspects of the cell, several strains have been engi-

neered, to better test the hypotheses. In this thesis, different strains were used to study 

the various cellular processes. 

To track the spatial distributions of protein aggregates, it was used the strain DH5α-

PRO to which were added two genetic constructs to produce the fluorescent MS2-

GFP-RNA (further explained in section 4.2.2) and the plasmid pAB332 carrying hupA-

mcherry (controlled by the constitutive promoter, hupA) to ensure the validity of the 

DAPI measurements on the nucleoid’s size and position. [100] 

To assess how the symmetry in the placement of the Z-ring changes with changes in 

temperature, it was used the BS001 strain (derived from the strain MG1655), which 

expressed FtsZ-GFP under the regulation of Plac [8]. The strain MG1655 was also used 

to visualize the positioning of Tsr clusters. Particularly, it was used an isogenic deriva-

tive strain MG1655, termed Δtolpal, in which Tol-Pal was absent and with a pBR322-

derivated plasmid, coding for the tsr-venus gene, under the control of the Plac promoter 

[6]. 

4.2 Methods for detecting the location of cellular components 

In this thesis, to study the spatial distribution and dynamics of cellular components, we 

make use of fluorescent probing. In this phenomenon, when the molecule absorbs a 

photon, it goes from its ground state to an excited one [101]. One way to return to its 
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ground state is through fluorescence. In this process (illustrated in Figure 4.1), the ex-

cited molecule loses vibrational energy (non-radiative) through collisions with other 

molecules, until it reaches the lower vibrational level in the excited electronic state 

[101]. Then, when the molecule returns to its fundamental state, it releases a photon of 

lower frequency (higher wavelength) from the one it received [101]. This photon is what 

causes the molecule to become luminescent. This phenomenon can be used to detect 

components in a cell by using microscopy techniques where the photon of higher 

wavelength is filtered out, leaving only the emitted light. 

 

For the past decades, the use of fluorescent molecules has been the dominant tech-

nique in cell biology studies using microscopy. The recent development of a wide varie-

ty of fluorescent proteins has allowed the visualization of specific structures in live cells 

with a better spatial resolution that fluorescent dyes. In this section, we explore some of 

these fluorescent techniques, namely DAPI staining and tagging by fluorescent pro-

teins. 

4.2.1  Nucleoid imaging by DAPI staining 

The morphology of the nucleoid of E. coli is sensitive to growth rate, richness of growth 

medium and application of external perturbations [9]. Using the combination of DNA 

dyes along with electron microscopy has allowed researchers to detect these changes 

in morphology. To better visualize the nucleoid, a fluorescent stain should permeate 

Figure 4.1. Scheme of the molecular states in the fluorescence process. When the 
molecule absorbs radiation, it goes from a ground state to an excited state. 
Then, by collisions with other molecules, it loses energy through vibrational 

transitions. When it reaches the lower vibrational level in the excited state, it re-
leases a photon when transitions to the ground state. This photon emits radia-

tion in the and makes the molecule fluorescent. Image adapted from [101]. 
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the cell membranes, bind to the DNA and emit strong and long-lasting luminescence. 

Further, it should not affect the cell’s functioning nor the nucleoid’s morphology. 

One of most popular fluorescent stains for nucleoid is the DAPI (4’, 6-diamidino-2-

phenylindole) stain [148]. This DNA-specific stain permeates the cell membranes and 

associates to A-T regions, binding to the minor groove of DNA in both live and fixed 

cells, as depicted in Figure 4.2 (A) [102]. The DAPI stain can be observed using epiflu-

orescence microscopy with a mercury lamp and a DAPI filter. The dye is excited at 

~350 nm and emits at ~450 nm (example image in Figure 4.2 (B)). 

This stain has some limitations, such as the high concentrations needed for the proper 

imaging of live cells, which can be toxic to the cells. Moreover, the use of UV lights and 

the fact that the DAPI is an intercalating dye can affect the apparent morphology of the 

nucleoids by expanding it. 

 

4.2.2  Fluorescent protein tagging 

In 1961, while studying the illuminating jellyfish Aequorea, Shimomura and colleagues 

found the luminescent substance aequorin, which generated a bright blue light in the 

presence of calcium [105]. During its purification, they found the green fluorescent pro-

tein (GFP). Eventually, techniques were developed that allowed GFP to be used as a 

fluorescent marker, in vivo, of molecular components within cells [106]. Since then, 

several other fluorescent proteins (FPs) have been developed, each with specific spec-

tral properties, sensitivity and photostability, making them suitable to study a wide 

range of processes and conditions and, thus, ubiquitous in the biological imaging field 

[107]. Due to this, FPs have been used to visualize cellular structures (with an in-

creased spatial resolution when compared with dyes) and their dynamics, which has 

Figure 4.2. DAPI stain. (A) Scheme of DAPI binding to the DNA. (B) DAPI-stained 
cells observed using epifluorescence microscopy. Image (A) taken from [103] 

and image (B) adapted from [104]. 
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contributed to a better understand the various processes that are at the single-cell, 

single-molecule level [108], [109]. 

Compared to staining molecules like DAPI, the concentration of fluorescent proteins 

necessary for detection is usually not toxic for the cells. Also, fluorescent proteins do 

not need cofactors (apart from oxygen, necessary for the generation of the chromo-

phore) [110]. However, they also have some limiting factors regarding brightness and 

photostability. Therefore, one must take all these properties and drawbacks into con-

sideration when choosing a FP tagging system to ensure its detection — the emitted 

fluorescent signal needs to be higher than the background fluorescence (autofluores-

cence) — and to guarantee that the natural functioning of the components that are 

tagged with the FP is not disturbed. 

FPs offer an alternative form to observe the nucleoid, through the fusion of fluorescent 

proteins, such as mCherry, to nucleoid associated proteins (NAPs). Namely, the pro-

tein Huα, a subunit of the HU protein (which aids in DNA compaction), has been found 

to accurately inform on the spatial distribution of the nucleoid [9]. The hupA gene, 

which codes Huα, fused with the mCherry gene can either be inserted in the chromo-

some or maintained on a plasmid that is then transferred into the host [9]. Using fluo-

rescent microscopy, the nucleoids labeled with HupA-mCherry become visible, as seen 

in Figure 4.3. 

 

The GFP tagging method is used to visualize molecules inside the cell and it can be 

used in a variety of ways. For example, the MS2-GFP system (Figure 4.4 (A)) is used 

to track individual RNAs in vivo [111]. This method requires two genetic constructs: a 

construct that codes for the target gene fused with a tandem array of MS2 binding sites 

(the binding sites adopt a stem-loop structure after being transcribed) and a construct 

that codes for the MS2 coat protein (which binds to the 21nt genomic RNA [112]) fused 

to the GFPmut3 (a variation of GFP). These constructs can be engineered into a plas-

Figure 4.3. Example image of HupA-mCherry labelled nucleoids using confocal mi-

croscopy. Image adapted from [104]. 



30 

 

mid or integrated into the cell’s chromosome. In the cells used in this project, the MS2-

GFP proteins are produced by a medium-copy vector and the target RNA is produced 

by a single-copy F-plasmid. Figure 4.4 (B) shows how the target RNA (with several 

MS2-GFP bound to it) appears as a bright spot inside the cell when using confocal mi-

croscopy. This allows analyzing the RNA’s position and track transcription events [113]. 

The MS2-GFP method offers advantages such as the non-degradation of the RNA 

coated by MS2-GFP proteins (lifetime longer than 2 hours) [113] and the complex’s 

resistance to photobleaching [114].   

These two properties, along with its size, make the MS2-GFP-RNA complex a prime 

option to study the spatial kinetics of nonfunctional protein aggregates, informing on the 

in vivo spatial distribution of protein aggregates [100]. Nevertheless, it also has some 

drawbacks, namely the heterogeneous binding of MS2 might affect its quantification 

and the RNA’s natural mobility. In this project, the GFP label was also used in FtsZ-

GFP, whose expression is under the control of the P lac promoter [115]. 

 

To study the production of proteins molecules in E. coli, Yu and colleagues develop the 

Tsr-Venus system [116]. As depicted in Figure 4.5 (A), the genetic construct that origi-

nates the Tsr-Venus complex was inserted in the host chromosome and is formed by 

the fusion of the venus gene (that originates the Venus protein, a variant of YFP) with 

the tsr gene (that originates a Tsr chemoreceptor), under the control of the lac promot-

Figure 4.4. MS2-GFP tagging method. (A) Scheme of formation of MS2-GFP-RNA 
complexes. The gene with the target RNA, controlled by a single copied pro-
moter (P1) — in this thesis is Plac/ara-1 — is fused with 96 binding sites (repre-
sented in red), creating an RNA with hairpin structures for MS2-GFP proteins. 

These proteins (represented as green circles with hooks) are formed in another 
construct in a multi-copy plasmid controlled by a promoter (P2) — in this thesis 

is PLtetO-1. When an RNA from the target gene forms, the MS2-GFP proteins 
bind to its binding sites, creating a fluorescent spot. (B) Confocal microscopy 
image of E. coli cells expressing RNAs labelled with MS2-GFP proteins. Each 
RNA molecule appears as a fluorescent spot, while the background fluores-
cence in the cell is due to freely diffusing MS2-GFP complexes. Image (A) 

adapted from [34] and image (B) adapted from [104]. 
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er. Since Tsr chemoreceptors are abundant in the cell, the small amount of Tsr-Venus 

produced by this non-native genetic construct does not affect significantly the cell’s 

functioning. The Venus fluorescent protein makes the Tsr-Venus cluster visible using 

confocal microscopy, as seen in Figure 4.5 (B), allowing this system to study the spatial 

distribution of the chemotaxis network. 

 

Though fluorescent proteins provide a solution to study cellular components, they have 

some drawbacks. Limitations in photostability [117] and long maturation times (the time 

it takes for a FP to undergo various steps until it becomes fluorescent), — which are 

not short enough to detect the labelled components as soon as they are produced — 

decrease the FPs usability. There can also be fluctuations in the brightness of the FP 

(blinking phenomenon), photobleaching (when an FP interacts with other molecules 

and loses its fluorescent capability) and alterations of the tagged components function-

ing [118], which hampers the image. 

4.3 Microscopy 

The molecular biologists of the Laboratory of Biosystem Dynamics obtained the mi-

croscopy images used in this thesis. This section covers the microscopy techniques 

that were used to obtain such images, namely fluorescent microscopy, phase-contrast 

microscopy. It is also described how a temperature regulator was used to place cells at 

different temperatures while under observation. 

Figure 4.5. Tsr-Venus label system. (A) Diagram of the formation of Tsr-Venus 
clusters. The genetic construct of the tsr gene fused with DNA that code the flu-
orescent Venus protein. When transcribed and translated, the Tsr protein, con-
nected to the N-terminus of the Venus protein, migrates to the cell membrane 
where the complex remains, visible as a fluorescent spot. (B) Merged fluores-
cent microscopy images of Tsr-Venus clusters (green), nucleoids labelled with 

HupA-mCherry (red), overlaid with the phase contract image. Image (A) 

adapted from [116] and image (B) adapted from [104]. 



32 

 

4.3.1  Fluorescence Microscopy  

Many fluorescence microscopy methods allow the visualization of cellular components 

in bacterial cells. The most commonly used is the epifluorescence microscopy (also 

known as wide-field epifluorescence), where an area of approximately 10   10 µm2 

[119] is illuminated. As the volume illuminated is quite large, this method has the ability 

to perform faster imaging; nevertheless, this larger volume can also cause out-of-focus 

fluorescent signals, which increases the background fluorescence and lower spatial 

resolution [120]. Then, this method is normally used with strong fluorophores as probe 

molecules [119]. 

There are microscopy techniques that suppress background fluorescence more effi-

ciently by reducing the out-of-focus light through the reducing of the fluorescent signal 

from the sample that the detector captures. One of these techniques is confocal mi-

croscopy, which reduces the focal volume of the sample that is illuminated to less than 

1 µm3 [119]. It does this through a pinhole aperture that ensures that any light that is 

not from the plane where the excitation light was focused on (that is, light that is not 

from the confocal plane) does not reach the detector, as depicted in Figure 4.6 [120]. 

The volume illuminated in the sample is reduced in confocal microscopy, resulting in 

better spatial resolution but also a decrease in the speed of the imaging process, which 

can be critical when studying cellular mechanism with fast dynamics. However, there 

are some variations of the technique that increase the speed of imaging such as spin-

ning-disc confocal microscopy, which uses a disc with several pinholes or slits (instead 

of a single pinhole), causing several regions of the sample to be illuminated simultane-

ously (also decreasing phototoxicity) [121]. 
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The microscopy images used to visualize the DAPI stained nucleoids were obtained 

through epifluorescence microscopy. The microscopy images of fluorescent spots of 

complexes such as FtsZ-GFP, MS2-GFP-RNA and Tsr-Venus were obtained using 

confocal microscopy. Finally, cell segmentation was made using phase-contrast mi-

croscopy images, which will be discussed in section 4.3.2. 

4.3.2  Phase-contrast microscopy 

Developed by Zernicke in 1942 [122], phase-contrast microscopy allows the visualiza-

tion of high-contrast images of transparent organisms without coloring them. Its work-

ing principle is the phase shift that the incident light suffers when passing through a 

sample (in this case, the phase shift that the light experiences when passing through a 

cell is nearly - 90 °) [123]. This occurs due to a decrease in the incident light speed 

inside the cell. Thus, the image plane results from the interference of the diffracted light 

(that passed through the cell) with the direct light from the illumination source (that did 

not go through the cell and, therefore, did not suffer a phase shift). Zernicke then cre-

ated a phase plate (positioned between the objective and the image plane, as depicted 

in Figure 4.7 (A)) that lets the diffracted light pass to the image plane but shifts the di-

rect light by 90 ° [123]. In the phase-contrast microscopy, images used in this thesis 

make use of negative phase contrast, in which the direct light is shifted by + 90 °. Then, 

the destructive interference between the direct and diffracted light beams cross, caus-

ing the cell to be darker than the background (Figure 4.7 (B)). 

Figure 4.6. Diagram of functioning of confocal microscopy. The laser light (repre-
sented here as light blue beams and shade) is reflected on the dichroic mirror 
(DM), passes the objective lens and hits the thick specimen. This light excites 
the fluorescent molecules, and their luminous signal they emit passes through 

the objective lens and the DM, reaching the image plane (represented here has 
colourful yellow, red and blue beams). However, the pinhole aperture only al-
lows the signal from the confocal plane (here represented as red beams) to 
pass and reach the photomultiplier tube (PMT, the detector). Image adapted 

from [120]. 
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4.3.3  Temperature regulator 

To study the consequences of temperature shifts in cellular processes, the cells must 

be visualized at different temperatures while in the microscope. For that it was used a 

thermo-chiller chamber, shown in Figure 4.8 (A)(C), with a thermo-chiller device that 

can impose temperatures ranging from 5 °C to 50 °C with a ± 0.2 °C uncertainty and 

microfluidic platform, depicted in Figure 4.8 (D), to ensure the continuous flow of fresh 

media during the imaging process [125]. 

In this device (placed on the stage of an inverted microscope, as depicted in Figure 4.8 

(B)), the thermo-chiller device (connected to the thermo-chilled chamber) controls the 

temperature of the cells, while the micro-perfusion device (connected to the thermo-

chilled chamber) provides a flow of fresh media and chemicals to the cells. 

Figure 4.7. Phase-contrast microscopy. (A) Scheme of functioning of phase-
contrast microscopy. When the incident light (yellow beams) passes through a 
cell (in the specimen region), its speed decreases, creating a diffracted light 

(red shadow) with a phase shift. In contrast-phase microscopy, a phase plate in 
positioned before both types of light (direct light and diffracted light) reach the 
image plate. This plate creates a phase shift of 90 ° in the direct light, creating 
regions of constructive and destructive interference between both types of light 
that reveal the cells’ shape. (B) Example of a phase-contrast image of E. coli 

cells. Image (A) adapted from [124] and image (B) adapted from [6]. 
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4.4 Image processing and data analysis 

Image processing tools, such as SCIP [127], were used to analyze the microscopy im-

ages, namely, to perform cell and nucleoid segmentation and fluorescent spots detec-

tion. These tools are needed to ensure an accurate and unbiased extraction of the 

cell’s features. This section provides an overview of the computational tools and meth-

ods within used in this project for this analysis. 

4.4.1  Cell and nucleoid segmentation 

To detect and segment the cells in the microscopy images obtained it was an used a 

method similar to the software “CellAging” [128]. This method uses Gradient Path La-

belling (GPL) algorithm [129]. This algorithm begins by labeling the pixels based on 

their azimuth. Then, the labels are propagated according to its gradient paths. Finally, 

classifiers are used to merge and discard the segments created. The resulting segmen-

tation can then be corrected manually, creating segmentations as depicted in Figure 

4.9. 

Figure 4.8. Temperature regulator. (A) Photo of the thermo-chiller chamber. (B) 
Scheme of placement and functioning of the temperature regulator. The inlet 

and outlet of a chilled/heated fluid regulates the temperature the cells are sub-
ject to. The cells are placed in a micro-aqueduct slide below the temperature 

adapter. An inlet and outlet of media ensures a continuous laminar flow of fresh 
media to the cells. The chamber is placed on the stage of an inverted micro-

scope. (C) Front view schematic of the thermo-chiller chamber. (D) Diagram of 
the top view of micro-aqueduct slide, positioned inside the optical cavity. Image 

(A) adapted from [126] and images (B), (C) and (D) adapted from [125]. 
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For nucleoid segmentation it was also used the Gradient Path Labelling (GPL) algo-

rithm [129]. Then, the number of layers was reduced by tagging labels as equivalents 

when they belong to the same maximum. Finally, the segmented image, such as the 

one in Figure 4.10, is created with the number of labels equaling the number of nucle-

oids. 

 

4.4.2  Fluorescent spots detection 

To locate the border of the Z-ring, the FtsZ-GFP signal was detected from the back-

ground fluorescence using a threshold [130]. However, this algorithm was only applied 

to cells with a Z-ring in a closed ring state, making use of a machine learning algorithm 

that can distinguish the different phases of Z-ring formation from microscopy images, 

seen in Figure 4.11 [131]. Therefore, this classifier — using the Regularized Multinomi-

al Logistic regression (RMLR) — can recognize the cells with a Z-ring in a closed ring 

state. 

Figure 4.9. Example of cell segmentation. The blue lines match the automatic 
segmentation and the white lines correspond to manual corrections. Image 

adapted from [127]. 

Figure 4.10. Example of nucleoid segmentation with GPL (merged with the cell 
segmentation). The alignment of the phase-contrast images and the confocal 

images was made by a selection of 5 to 7 landmarks in both images and using 
thin-plane spline interpolation for the registration transform. Image adapted from 

[8]. 
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Spot detection for structures such as protein aggregates (depicted in Figure 4.12) and 

Tsr-Venus clusters, each fluorescent spot inside the cell was segmented using a kernel 

density estimation method [132]. This method measures the local smoothness in the 

image and identifies as fluorescent spots the areas with low smoothness. Then, the 

spot intensity is readjusted by subtracting the mean intensity of the cell’s background 

multiplied by the area of the spot to the total fluorescence intensity of the spot [100]. 

 

4.5 Linear correlations 

In this project, we searched for linear correlations between variables using the least-

squares regression fitting method. As depicted in Figure 4.14, in virtually every function 

fitting, most of the data points that are used to estimate the fitted curve are not inserted 

in it, but are distanced by an offset each. For linear fittings, the least-squares regres-

sion finds the values of a  and b  — that relate the variables x  and y  into the linear 

function y a x b    — which minimize the sum of the squares of the offsets of these 

data points. 

Figure 4.11. Microscopy images of the different stages of the Z-ring formation. (A) 
FtsZ-GFP is positioned in one of the poles of the cell. (B) Open ring stage. (C) 

Closed ring state. Images adapted from [131]. 

Figure 4.12. Segmentation of fluorescent protein aggregates. (A) Cells with nucle-
oids stained with DAPI. (B) Cell with bright spots corresponding to RNA mole-

cules tagged with MS2-GFP. The cells also have a visible cytoplasm with a low 
fluorescence level due to the diffusion of unbound MS2-GFP. (C) Merge of the 
segmented images of the nucleoids and the fluorescent spots. In the merging 

process, the resolution of the epifluorescence images was changed to the reso-
lution of the confocal images by a 2D affine geometric transformation. Image 

adapted from [100]. 
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We made use of the p-value as to assess the goodness of fit. The p-value represents 

the probability of a certain null hypothesis occurring. In this project, the null hypothesis 

is that y and x  are uncorrelated (that is, the data points in the plot would be randomly 

scattered and best described by the function y b ). Then, after setting a significance 

level for which the null hypothesis is accepted (in this project is 0.1) and if the p-value 

is lower than such minimum acceptance value, the null hypothesis is rejected. In this 

thesis, the rejection of the null hypothesis of no correlation is interpret as the variables 

being linearly correlated. 

4.6 Definition of efficiency and robustness 

Biophysical factors such as the nucleoid(s) size and position, protein clusters’ size 

(here MS2-GFP-RNA aggregates and Tsr-Venus chemotaxis clusters) are expected to 

affect cellular functioning.  

Since E. coli cells exhibit high symmetry in division, we assume that each cell aims to 

place the Z-ring at the center of its major axis. Similarly, since protein aggregates and 

Tsr clusters are usually placed at the cell poles, we assume that the cell aims to place 

them at one of its extremities.  

In order to quantify efficiency and robustness of these processes in a cell population, 

we first normalize the cells’ length along the major axis to 1, with the center being at 0, 

as depicted in Figure 4.14. Given this, the position of any cellular component will be in 

a range of [- 0.5, 0.5]. We also assume (given the measurements reported in [6]) that 

the nucleoid occupies the interval [- 0.25, 0.25]. 

 

Given all of the above, Efficiency ( E ) is here quantified making use of measurements 

of the distance that a given component is from its ideal position. Let D  be the distance 

of the component from the cell center and i

Z
E , i

A
E  and i

T s r
E  be the efficiency in placing 

Figure 4.13. Normalization of the length of the E. coli cell’s major axis. The center 
of the cell is the position 0 and the cell extremes are positioned at - 0.5 and 0.5. 
The midcell region is in darker grey and the polar regions are represented by a 

lighter gray. 
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the Z-ring, a protein aggregate and a Tsr cluster in their ideal positions, respectively. 

We assume this ideal position to be midcell for the Z-ring and to be cell polar extremity 

for protein aggregates and Tsr clusters. 

If X  and X are the average and the absolute value of a variable X , respectively, 

and n  is the number of components j  in the cell, then the efficiencies of the process-

es of placement of the Z-ring, protein aggregates and Tsr clusters can be quantified by: 

1 1
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Therefore, a process in which all the components in a cell are placed in the ‘ideal’ posi-

tion will have an efficiency of 0.5. When all components are maximally displaced from 

their ideal position the efficiency is 0. We used these equations to quantify how effec-

tive is the placement process of the three cellular components in a certain condition. 

Changes in the environmental conditions, such as temperature shifts, are expected to 

change the aforementioned biophysical factors, which, in turn, may perturb the place-

ment of the cellular components, affecting the efficiency in this positioning.  

We thus quantified the robustness of these processes to environmental shifts making 

use of quantitative comparisons between their efficiencies in a given condition relative 

to the efficiency in optimal conditions. Let 
c
n  be the number of nonoptimal conditions 

tested. We define the robustness R  of the cell population to be: 

1

1 c
n

j

jc co n tro l

E
R

n E

            (4.4) 

If the efficiency of a process is lower in nonoptimal conditions than in the optimal condi-

tion, R  will be lower than 1. Else, it will be larger than 1 (which is unlikely to occur). 
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5. RESULTS AND DISCUSSION 

In this chapter, we present the results of the project. In the previous sections, it was 

described how the nucleoid(s) — either a single nucleoid in the cell or two nucleoids 

when chromosome has replicated but the cell has not yet divided — act as a source of 

spatial organizer of cellular components, such as the Z-ring, nonfunctional protein ag-

gregates and chemotaxis protein complexes. Thus, to study the extent to which the 

nucleoid exclusion phenomenon plays a part in the placement of the Z-ring, in the seg-

regation of protein aggregates and in the polarization of chemotaxis cluster (such as 

the Tsr clusters studied in this project), we determined the efficiency of these process-

es. We also determined how this efficiency shifts with changes in temperature, that is, 

so as to investigate their robustness to nonoptimal conditions. 

5.1 Influence of temperature in nucleoid morphology 

Using the microscopy images from [141], the morphology of the nucleoids, here as-

sessed by measuring the size and position of DAPI-stained nucleoids, was measured 

for four temperature conditions (10 °C, 24 °C, 37 °C and 43 °C). Since the width of the 

nucleoid (length along the minor cell axis) did not change significantly with varying 

temperatures, the nucleoid’s size shown here is its length (that is, the length along the 

major cell axis). For cells with two nucleoids, this length includes the two nucleoids and 

the distance between them. The results are shown in Figure 5.1. 
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From Figure 5.1, the nucleoid(s) morphology changes with temperature. From Figure 

5.1 (A), the nucleoid size decreases with increasing temperature (in accordance with 

[100]), with a difference of approximately 15 % between 10 °C and 43 °C. Also, from 

Figure 5.1 (C), the distance between the nucleoids is minimal at 37 °C (in agreement 

with [10]), with a shift of approximately 5 % between 10 °C and 43 °C. The combination 

of the changes in size and in distance result in the changes in relative length of the two 

nucleoids shown in Figure 5.1 (B). Overall, we expect that the spatial distributions of 

the Z-rings, protein aggregates and Tsr clusters will change with temperature. 

5.2 Spatial distribution of cellular components  

Having confirmed that the temperature affects the nucleoid(s) morphology, we obtained 

the distribution of the cellular components’ absolute distances along each cell’s major 

axis (relative to the cells’ length) from their optimal position. Figure 5.2 shows the sin-

gle-cell distribution of the distance between the Z-ring and the cell’s center. Figure 5.3 

shows the single-cell distribution of the distances between the MS2-GFP-RNAs (pro-

tein aggregates) and the cell poles (closest pole). Finally, Figure 5.4 shows the single-

cell distribution of the distances between the Tsr clusters and the (closest) cell pole. 

Figure 5.1. Nucleoid length along the major axis at different temperatures.(A) Mean 
nucleoid length for cells with one nucleoid at 10 °C, 24 °C, 37 °C and 43 °C. (B) 
Mean length of the nucleoids (and space in between) for cells with two nucle-
oids at 10 °C, 24 °C, 37 °C and 43 °C. (C) Mean distance between the nucle-

oids (distance between the borders of the nucleoids closest to the cell center) at 

10 °C, 24 °C, 37 °C and 43 °C. 
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From Figure 5.2, at all temperatures considered, the spatial distribution of Z-rings be-

haves in conformity with the distances between nucleoids (Figure 5.1 (C)). From 10 °C 

to 37 °C, it is visible a gradual decrease in the distances from midcell, minimizing at 37 

°C and increasing again at 43 °C. This supports the hypothesis that the distance be-

tween the nucleoids affects the uncertainty of Z-ring’s distance from midcell. 

Figure 5.2. Distribution of distances (relative to the cell length) between the Z-ring 
and midcell at 10 °C, 24 °C, 37 °C and 43 °C and for more than 100 cells in 

each temperature. Each graph has an inset informing on the temperature and 
the distribution, namely the mean, mode, coefficient of variation (CV), skewness 
and kurtosis. Note that the few Z-rings that were distanced more than 0.2 from 

midcell were excluded as, in those cases, the Z-ring was observed to have 
formed outside the space between the nucleoids (see Figure 5.5 (C)), which re-

sults in at least one nonfunctional daughter cell (without a nucleoid). 



43 

 

 

Figure 5.3 informs on the distribution of distances of single-aggregates (MS2-GFP-

RNA complexes) from the closest cell pole at the various temperatures. Visibly, the 

mean of the distribution is minimal at 37 °C. The decrease in the distance from the 

nearest cell pole seen from 10 °C to 37 °C is likely due to the increase in cytoplasmic 

viscosity with decreases in temperature [141], making it harder for macromolecules, 

such as protein aggregates, to diffuse inside the cell (in this case, to migrate to the 

poles). Meanwhile, the increase in 43 °C is likely due to the decreased length of the 

nucleoid, with increasing temperature (Figure 5.1 (A)). Overall, the results suggest that, 

at 37 °C, there is an equilibrium between the viscosity of the cytoplasm and the nucle-

oid length so that the propensity for protein aggregates to be at the poles is maximized. 

Further, these results indicate that the spatial distribution of protein aggregates is tem-

perature dependent.  

Given the cell lengths (Figure 5.1 (A)) and assuming that the nucleoids’ centers are 

aligned with the cell center, the distance (relative to the cell’s length) of the border of 

the nucleoids furthest away from the midcell ranges from 0.2 to 0.3. Thus, the distance 

between a cell’s extremity and the nearest outer border of the nucleoid ranges from 

0.10 to 0.15. Interestingly, the distribution of distances of the aggregates have modes 

with very similar values, indicating that, unlike Z-rings (which tend to locate as near as 

possible to their ideal position), most aggregates tend to be in between the cell’s ex-

Figure 5.3. Distribution of distances (relative to the cell length) between the MS2-
GFP-RNA complexes’ position and their nearest cell pole for 10 °C, 24 °C, 37 

°C and 43 °C and for more than 100 cells in each temperature. Each graph has 
an inset with the temperature and information about the distributions, namely 

their mean, mode, coefficient of variation (CV), skewness and kurtosis. 
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tremity and the nucleoid’s outer border, which, given the curvature of the cell pole, is 

likely to be the point of least energy. 

 

Figure 5.4 shows that the distribution of distances of Tsr clusters to the nearest cell 

poles is similar to those of protein aggregates (although the minimum mean occurs at 

24 °C). The modes also suggest that the curvature of the cell’s end prevents the clus-

ters to localize nearer the extremity of the pole. However, for reasons yet unknown, the 

coefficients of variation (CVs) are higher than the CVs of the distributions of protein 

aggregates, maximizing at 37 °C. Note that as the cells measured did not have Tol-Pal 

complexes, this diffusion-and-capture mechanism should not be responsible for these 

values. Instead, the results might be due to mechanisms (other than nucleoid occlusion 

and diffusion-and-capture) that are also both responsible for positioning chemotaxis 

networks and temperature-dependent. 

We have seen that both the nucleoid’s morphology and the spatial distribution of Z-

rings, protein aggregates and Tsr clusters change with temperature. The congruence 

between the variations in the spatial distributions and nucleoid’s size and positioning, 

suggest that the nucleoid affects the efficiency of the placement of these macromole-

cules. Therefore, the next step is to investigate the existence of a correlation between 

the nucleoid(s) length and the positioning of these components. 

Figure 5.4. Distribution of distances (relative to the cell length) between the Tsr 
clusters’ position and their nearest cell pole for 10 °C, 24 °C, 37 °C and 43 °C 
and for more than 100 cells in each temperature. Each graph has an inset with 

the temperature and information about the distributions, namely their mean, 

mode, coefficient of variation (CV), skewness and kurtosis. 
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5.3 Correlation of the spatial distributions of cellular compo-

nents with the nucleoid’s morphology 

To find a correlation between the nucleoid’s morphology and the spatial distributions of 

Z-rings, protein aggregates and Tsr clusters, we explored how they changed with tem-

perature.  

Apart from nucleoid exclusion, the placement may also rely on other mechanisms, spe-

cific to each component. Since these may also change differently with temperature, 

they may create specific positioning patterns for each component.  

Though the distributions of distances differ between components, there is visible trend 

that is common to the three components studied (Figures 5.2, 5.3 and 5.4), e.g. how 

the tails of the distribution change with temperature. These changes tend to follow the 

changes in the nucleoid(s) length and/or the distance between the nucleoids. Namely, 

the tail of the distribution of distances for the Z-ring decreases from 10 °C to 37 °C, 

increasing again at 43 °C, which is the same behavior that the distance between nu-

cleoids has with temperature changes. This is expected, when considering that a big-

ger distance between nucleoids provides a wide space for the Z-ring to form. As for the 

tails in the distributions of distances of aggregates and Tsr clusters, they tend to de-

crease with increasing temperature, matching the changes observed in the nucleoid’s 

length with increasing temperature. This is also expected, when considering that small-

er nucleoids create a weaker occlusion effect, which increases the degree of “leaki-

ness” in the macromolecules from the poles, which is expected to increase the tails of 

the distributions of distances seen in Figure 5.3 and 5.4.  

Since kurtosis (K) measures the prominence of the tail of a distribution, we searched 

for correlations between K of the distribution of distances for each temperature and the 

mean of the nucleoid’s length (for protein aggregates and Tsr clusters) or the distance 

between nucleoids (for Z-rings). If these correlations exist and are significant, then it 

can be concluded that it is very likely that the nucleoid’s morphology affects the place-

ment of cellular components. 

Figure 5.5 shows the correlation between K of the distributions of distances of the Z-

ring from midcell and the mean distance between nucleoids at each temperature. Fur-

thermore, the red line, which represents the best linear fit between the results at four 

temperature conditions, suggests that there is a statistically significant correlation be-

tween these two measures (p-value of the linear least-squares regression fit is 0.01), 

further supporting that the nucleoid(s) significantly affect the placement of the Z-ring. 
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Figure 5.6 shows the correlation between K of the distributions of distances for the pro-

tein aggregates and the mean nucleoid length for each temperature. As in Figure 5.5, 

the red line is the best linear fit between the data points (p-value of 0.09), indicating 

that there is a statistically significant correlation between these two measures and, 

thus, that the nucleoid affects the spatial positioning of protein aggregates. 

Figure 5.5. Correlation between the kurtosis of the distributions of distances (rela-
tive to the cell length) from the Z-ring’s position to the midcell and the mean dis-
tance from the inner border of the nucleoids. The data for both measures was 
retrieved from cells with two nucleoids for the temperatures of 10 °C, 24 °C, 37 
°C and 43 °C (shown near each correspondent data point). The solid red line 

represents the best linear fit found by the least-squares regression fitting meth-

od, which has a p-value of 0.01. 
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Finally, Figure 5.7 shows the correlation between K of the distributions of distances for 

the Tsr clusters and the mean nucleoid length at each temperature. However, the best 

linear fit for the data points (red line), does not allow the rejection of the hypothesis of 

no correlation between K and the nucleoid’s length, since the p-value is 0.13 (thus, 

higher than 0.1). This lack of statistically significant correlation might be due to insuffi-

cient data or the existence of another positioning mechanism. Particularly, as men-

tioned in section 3.1.3, the matching curvatures of the cell poles and the chemotaxis 

clusters could be a contributing reason for the chemotaxis network preference for the 

poles. This common property of chemotaxis clusters and cell poles might decrease the 

sensitivity of the cluster’s location to changing temperatures (when compared to other 

macromolecules that locate at the poles, such as protein aggregates). 

Figure 5.6. Correlation between the kurtosis of the distributions of distances (rela-
tive to the cell length) from the protein aggregates’ position to the nearest cell 
pole and the mean length of the nucleoid. The data for both measures was re-
trieved from cells with only one nucleoid for the temperatures of 10 °C, 24 °C, 

37 °C and 43 °C (shown near each correspondent data point). The solid red line 
represents the best linear fit found by the least-squares regression fitting meth-

od, which has a p-value of 0.09. 
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Given the significant linear correlation between the nucleoid’s morphology and the cel-

lular components studied, apart from Tsr clusters (whose p-value is 0.13), it can be 

assumed that the nucleoid affects the spatial distribution of these components. Next, 

we investigate to which extend temperature affects the effectiveness of the placement 

of the components by the nucleoids. 

5.4 Efficiency and robustness in the positioning of cellular 

components 

We quantified the efficiency for each placement process at different temperature, using 

equations (4.1), (4.2) and (4.3). The results were analyzed taking into consideration 

how the nucleoid’s biophysical parameters change within each temperature condition. 

These efficiencies are shown in Figure 5.8. 

Figure 5.7. Correlation between the kurtosis of the distributions of distances (rela-
tive to the cell length) from the Tsr clusters’ position to the nearest cell pole and 
the mean length of the nucleoid. The data for both measures was retrieved from 
cells with only one nucleoid for the temperatures of 10 °C, 24 °C, 37 °C and 43 
°C (shown near each correspondent data point). The solid red line represents 
the best linear fit found by the least-squares regression fitting method, which 
has a p-value of 0.13, which does not allow to conclude that there is a linear 

correlation between these two measures. 
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From Figure 5.8, temperature does not affect the efficiency of the placement of the 

three cellular components similarly. Even though this could be expected for Z-rings, 

since it’s criteria for ideal location differs from the protein aggregates and the Tsr clus-

ters, the reason for the differences between the protein aggregates and Tsr clusters 

are less obvious. We hypothesize that the existence of an additional phenomenon that 

only affects the Tsr clusters but not the protein aggregates. For instance, the clustering 

of Tsr molecules might differ from the clustering process of nonfunctional proteins, be-

ing more/less sensitive to temperature. Also, the size of the protein aggregates and Tsr 

clusters may differ, causing the nucleoid exclusion phenomenon efficiency to maxim-

ize/minimize at different temperatures. Nevertheless, both processes have a minimum 

efficiency at 10 °C, which is probably due to the increase of cytoplasmic viscosity that 

occurs at critically low temperatures, which fetters the components’ mobility.  

Furthermore, the efficiencies in the Z-ring placement at different temperatures follow 

the same trend as the distances between nucleoids for the same temperature changes, 

suggesting that the nucleoid affects the efficiency of how the Z-ring is placed in the 

midcell. Interestingly, the placement of Z-rings is most hampered at higher tempera-

tures. This might be due to perturbations in the clustering process of these proteins at 

these temperatures. 

Figure 5.8. Efficiency for the placement of each cellular component for different 
temperatures. (A) Efficiency for the placement of the Z-ring for 10 °C, 24 °C, 37 
°C and 43 °C. (B) Efficiency for the placement of protein aggregates for 10 °C, 
24 °C, 37 °C and 43 °C. (C) Efficiency for the placement of the Tsr clusters for 
10 °C, 24 °C, 37 °C and 43 °C. In all bar graphs, the grey bars correspond to 

the mean efficiency of placements for the correspondent temperature, the black 
line corresponds to one standard deviation (which provides information on the 
single-cell variability) and the red line corresponds to the standard error of the 
mean obtained by bootstrapping (which provides information on the population 

variability). 
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Using equation (4.4) and the results in the bar graphs in Figure 5.8, we calculated the 

robustness for these three placement processes. Robustness was found to equal 0.88, 

0.93 and 0.94 for the Z-ring, Tsr clusters and protein aggregates positioning, respec-

tively. All are smaller but close to 1, implying that these processes are robust to tem-

perature, with the optimal temperature being 37 °C. Nevertheless, they exhibit differ-

ences in how they respond to temperature changes.  

Finally, the robustness of each placement process was plotted against their efficiency 

and, as seen in Figure 5.9, a linear correlation was found (p-value of 0.04). We con-

clude that, the more robust a process is, the less efficiency it has in optimal conditions, 

suggesting a tradeoff between these two measures of success (within this range of 

temperature conditions). 

 

Figure 5.9. Correlation between the robustness of a process and its efficiency. The 
robustness was calculated using the equation (5.4) for the nonoptimal tempera-

tures of 10 °C, 24 °C and 43 °C and the efficiency was quantified using the 
equations (5.1), (5.2) and (5.3) for the optimal temperature of 37 °C. Each pro-

cess is indicated near its data point. The solid red line represents the best linear 
fit found by the least-squares regression fitting method, which has a p-value of 
0.04, indicating the existence of a negative correlation between the robustness 
of a process to changes in temperature and its efficiency at an optimal tempera-

ture. 
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6. CONCLUSIONS AND FUTURE WORK 

In this thesis, we assessed the extent to which the nucleoid, as a large and dense cel-

lular structure, aids in various placement processes of other cellular components in E. 

coli, namely Z-rings, protein aggregates and chemotaxis clusters. To do so, we made 

used of empirical data from microscopy images of the position of the cellular compo-

nents inside the cell, as well as of the cell and nucleoid length and the distance be-

tween nucleoids, following chromosome replication. 

To quantify the influence of the nucleoid in these processes, we first defined measures 

of efficiency of the processes at optimal temperature and their robustness to shifts to 

nonoptimal temperatures. The formulas make use of the component’s distance from its 

(assumed) ideal position. The robustness — that is, the ability of a process to remain 

efficient to changing, suboptimal conditions — was defined using the fold change of 

efficiency between the nonoptimal temperatures of 10 °C, 24 °C and 43 °C and the 

optimal temperature of 37 °C.  

Next, we investigated from empirical data how the nucleoid’s morphology and the spa-

tial distribution the components changed with changing temperatures. Regarding the 

nucleoid’s morphology, there were visible changes, as its length decreased with in-

creasing temperatures and the space between replicated nucleoids was minimal at 37 

°C. 

Next, we assessed the distributions of distances from the ideal position for each com-

ponent and each temperature condition. For the Z-ring, the changes in distances from 

the cell center for different temperatures, namely the minimal mean distance at 37 °C, 

could be explained by the changes in the distance between the nucleoids. For protein 

aggregates, the response to temperature of the nucleoid (through nucleoid exclusion) 

and the cytoplasm (whose viscosity hampers the aggregates’ mobility) could explain 

the changes in the mean (minimal at 37 °C) and overall shape of the distributions. Fi-

nally, for Tsr clusters, though some changes can be explained by the nucleoid’s length, 

there are several parameters (such as the CV) that suggest the existence of another 

temperature-dependent mechanism that affects the clusters’ positioning. Furthermore, 

in both the protein aggregates and Tsr clusters, the propensity to remain in the space 

in between the nucleoid’s outer border and the cell extreme (unlike Z-rings, which tend 
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to remain as close as possible from midcell) can be explained by the curvature of the 

cell poles. 

Having found differences in the distributions for different temperatures, which were 

consistent with changes in the nucleoids morphology’s, we proceeded to ascertain 

whether the changes observed in the distributions of distances — particularly in the 

kurtosis — were correlated to the changes in either the nucleoid’s length of the dis-

tance between nucleoids. Generally, such linear correlations between the positioning of 

the components and the morphology of the nucleoid(s) further suggest that the nucle-

oid, through nucleoid exclusion, is a source of spatial organization of macromolecules 

inside E. coli cells. 

Next, given the evidence that the nucleoid — through changes in its morphology 

caused by temperature shifts — affects the placement processes, we calculated the 

efficiency (for each temperature) and robustness (to changing temperatures) of each 

process. Overall, the changes in efficiency for increasing temperature differs between 

the cellular components observed. The efficiency in the Z-rings increases when the 

distance between nucleoids is shorter. The same does not occurs for the other macro-

molecules. Though the decreasing cytoplasmic viscosity in increasing temperatures 

can explain the efficiency in the protein aggregates’ placement and the minimal effi-

ciency in the placement of Tsr clusters at 10 °C, it cannot explain the overall behavior 

of the efficiencies of positioning of the Tsr clusters. The processes were also found to 

be robust (0.88, 0.93 and 0.94 for Z-rings, protein aggregates and Tsr clusters, respec-

tively). Finally, the negative linear correlation found between robustness and efficiency 

seem to suggest a tradeoff between these measures Even though such relationship is 

commonly seen in various phenomena, it was not naturally expected in this particular 

case since more than one variable affects the positioning of these components and the 

variables other than the nucleoid do not affect all three components observed. 

In the future, we aim to conduct further research to investigate the underlying reasons 

for observed differences in how the efficiency of these processes’ changes with tem-

perature. Namely, if these differences are a result of the different properties of the 

components themselves — such as in shape and size — or are due to the existence of 

additional mechanisms that influence their spatial organization. It will also be interest-

ing to see how other cellular components are affected by nucleoid exclusion. 

This thesis gathered a wide amount of empirical data on the influence of nucleoid ex-

clusion on the internal spatial organization of E. coli cells. Furthermore, we proposed 

new means of evaluating the success in the placement processes, such as efficiency 
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and robustness, which are not depend on specific characteristics of each component, 

so as to draw general conclusions on the nucleoid occlusion phenomenon. It also al-

lows us to compare the placement processes based on the nucleoid, which may con-

tribute to identifying the existence of additional contributing mechanisms in the case of 

specific components.  
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