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Abstract

Recent data analytics from the mobile broadband networks have revealed an expo-

nentially rising trend of mobile data traffic for the past five years. It is predicted that

by 2020 the overall data traffic will increase by a factor of 1000x. This traffic growth

is caused both by the increased adoption of smartphones and tablets, and by the

increased usage of multimedia rich services, such as video streaming. Furthermore,

most of this demand is likely to come from indoor users. In order to be able to meet

the increased capacity needs, network densification has been identified as a viable

pathway for mobile operators to evolve their networks. Network densification can be

achieved by either densifying the existing legacy deployments, e.g. by deploying more

macrocell sites or street-level microcells, or by deploying new indoor low-power sites,

or both. Furthermore, different distributed antenna solutions offer an additional in-

teresting aspect in network densification and deployments.

This doctoral dissertation addresses network densification from alternative deploy-

ment strategies’ perspective, in particular, when individual densification solutions are

pushed to their capacity limits, such that all the network elements operate at full load.

It evaluates and compares the performance of different deployment strategies in terms

of capacity-, energy- and cost- efficiency. The performance evaluations are carried out

using propagation modeling based analysis and are based on a system-independent ap-

proach, integrating not only the classical capacity and spectral efficiency aspects, but

also energy- and cost-efficiency perspectives, through realistic power consumption and

investment cost models. The energy-efficiency aspects are seen particularly important

when moving towards the era of green communications, under clear trends and incen-

tives to save energy at all levels of society. Furthermore, the analysis integrates some

of the recent findings related to substantially increased building penetration losses,

through the use of more energy-efficient building materials.

The obtained results indicate that the indoor femtocell-based solutions with densely

deployed femto-cells are much more spectrally-, energy- and cost efficient approach to
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ii ABSTRACT

address the enormous indoor capacity demands of the 5G era and beyond, compared

to densifying the outdoor legacy deployment solutions, when the network is pushed

to the extreme limit. This is particularly so when the building penetration losses

are high, as has been recently observed in actual field measurements. Furthermore,

the dynamic outdoor DAS concept, studied also in this thesis, offers an efficient and

capacity-adaptive solution to provide outdoor capacity, on-demand, in urban areas.

In general, this thesis work provides tools, results, understanding and insight of both

technical and techno-economical aspects of long-term evolutionary perspectives of dif-

ferent mobile network deployment and densification solutions, which can be used by

network vendors, operators and device manufacturers.
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Chapter 1

Introduction

1.1 Background and Motivation

With the exponentially increasing global data traffic volume together with a

projected massive increase in the number of connected devices in near-future,

it is envisioned that the current generation of cellular networks may already soon reach

their capacity limits. According to a recent data analytics report [1], the amount of

mobile data traffic, worldwide, has been annually doubling since 2010. With this

annual growth rate trend, the industry experts predict a significant 1000x increase in

the total data capacity demand in near future, with some of the experts and network

vendors suggesting that the 1000x mark might be reached by year 2020 [2–4]. Most

of this demand is expected to come from the surge in smart phones, tablets and

laptop users with wireless broadband connectivity, accessing the ever increasingly

rich multimedia contents over the Internet1. As a preemptive solution, to deflect

the danger of running into a capacity crunch, the mobile industry is already working

towards the 5th generation (5G) of wireless cellular networks, which is conceived to

address the growing capacity demand in a sustainable and cost-effective manner with

substantially lowered energy consumption per transferred bit. 5G networks will not

be just about enhancements in the radio access network (RAN) part but will rather

represent an eco-system of interoperable technologies and network layers, working as

a whole to provide ubiquitous high speed connectivity.

To tackle the ‘1000 x Data Challenge’, as some of the industry leaders name it [5],

the network vendors and mobile operators have to focus on two partially related key

1Some projected figures from Cisco VNI Global Mobile Data Traffic Forecasts 2014 report [1]:

• 10 billion mobile-ready devices and connections by 2018 (approx. 3 billion more than in 2013).

• 5 billion global mobile users by 2018, up from more than 4 billion in 2013.

• Global mobile IP traffic to reach upto 190 exabytes in 2018, up from less than 18 exabytes in
2013

1



2 1. INTRODUCTION

aspects:

• High bit rate service provisioning, and

• Ubiquitous - anywhere anytime – service provisioning

The first strategy is a traditional approach which the industry has been following

till date i.e. increasing the cell level capacities by improving the air-interface efficiency

through advanced digital transmission techniques, (e.g., higher-order modulation and

coding, advanced antenna systems etc.,) and utilization of larger spectrum chunks.

Although such improvements at the air-interface significantly improve the cell level

capacities, they are still not able to provide the needed network level gains. Hence, a

very different approach is needed on a system level to meet the imminent explosive

growth in data traffic demands.

The second strategy focuses on providing ubiquitous ‘anywhere any time’ service

to the masses, i.e., increasing the network level capacity to support more users and

devices in a given area. One of the most obvious ways to increase the capacity of a

wireless network is by spatially reusing the existing allocated spectrum as frequently

as possible throughout the network service area, in other words, by increasing the

base station density. As such, the capacity of a cellular network is considered to be

proportional to the base station density. The idea of enhancing the system capacity

through network densification can be dated back to late 1940s when the cellular con-

cept was introduced [6]. The initial adoption of the concept, however, was slow at the

beginning but started to gain serious attention when 2G networks were introduced.

Since then, network densification has been viewed as a feasible pathway towards net-

work evolution.

While a significant amount of time and effort in the last two decades was ded-

icated by the industry and academia to improve the spectral efficiency of wireless

networks, more recently, the focal point of the industry has started to expand to-

wards including energy and cost efficiency aspects into its domain. To cope with

the current rate of ‘exponentially’ increasing capacity demand, deployment of several

magnitudes more base stations will be required, which is considered by the industry

to be a feasible pathway. However, this strategy is known to significantly increase the

cost and energy consumption of the cellular networks [7]. According to some stud-

ies conducted in 2007/2008, the radio access networks alone had a share of around

0.3% - 0.5% in the global CO2 emissions [8, 9] and out of this roughly 80% came

from the base stations [10]. As the worldwide awareness regarding global warming

increases, political initiatives at the international level have started to put stringent

requirements on the operators and manufacturers to lower the gas emissions of com-
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munications networks [11]. This has led the telecommunication industry, especially

the standardization and regulatory bodies, to focus their attention towards building

‘greener’ wireless networks.

Another recent trend, stemming from increased awareness of global warming and

the resulting requirements to save energy and cut down on CO2 emissions, is to im-

prove the thermal insulation of commercial and residential buildings. A good example

is the recent European Union (EU) directive [12], which states:

“Member states shall ensure that by 31st December 2020 all new build-

ings are nearly zero-energy buildings” - Directive 2010/31/EU, Article 9.

As a result, the construction industries have started to develop, manufacture and

utilize modern construction materials, that provide a greater degree of thermal insula-

tion, thereby reducing the load on heating and cooling systems and hence the carbon

emissions and energy consumption. Although at first sight this has seemingly nothing

to do with radio communications and mobile networks, however, it has recently been

reported that such new construction materials have a significant impact on the radio

signal propagation, most notably in the form of highly increased building penetration

losses (BPL) [13, 14]. Due to the lack of coordination and communication between

mobile network and construction industries, this has started to pose serious concerns

for mobile operators who are still heavily relying on traditional macro layer to pro-

vide indoor coverage and capacity. A concrete example is that the typical building

penetration loss values used by mobile network operators and radio network planners

till date, in dimensioning their networks, have been in the range of 5-15 dB [15, 16].

However, very recent works based on actual RF measurements in modern residen-

tial buildings have reported a drastic increase in these values, with peak BPL values

reaching 35 dB [13,14].

1.2 Scope of the Thesis

This dissertation looks into dense networks or DenseNets from an alternative deploy-

ment strategies’ perspective, in particular, when individual densification solutions

are pushed towards their capacity limits. It starts by looking into a conventional

methodology of network densification used by the operators, mostly based on legacy

macro-/micro-cellular deployment solutions, analyzing and discussing the limitations

of such approaches, and then proceeding towards newer deployment paradigms that

enable successful realization of DenseNets concepts. Particular emphasis, in the anal-



4 1. INTRODUCTION

ysis and presentation, is placed on the network-level spectral-efficiency as well as

network energy-efficiency and cost-efficiency, when different deployment solutions,

namely densified macro network, extremely dense small-cell network, and distributed

antenna systems (DAS) based network, are pushed to the limits such that all the

network elements operate at full load. Special attention is given to the differences

between indoor and outdoor user equipments (UEs) under these different deployment

solutions, strongly motivated by the recent observations e.g. in [13, 14, 17] that the

wall penetration losses of both residential and commercial buildings can peak up to

35 dB or so, due to new construction materials with high thermal insulation, impact-

ing also radio signal propagation.

The main objective of the thesis is to gain technical insight and understanding

of different solutions and to draw critical conclusions on the choice of deployment

schemes that would assist mobile operators in deciding the best evolution strategy

for their network in the future. As a systematic technology-independent study case,

the thesis focuses on a concrete example scenario of 20 MHz carrier bandwidth at

2.1 GHz center-frequency. Naturally, the same methodology can be applied to other

carrier bandwidths and center-frequencies as well. Furthermore, it is pertinent that

although the results from the dense small-cell network study only considers femtocell

deployment solutions, the analysis can be generalized to deployment solutions based

on indoor WiFi.

1.3 Related Work in the Literature

1.3.1 A brief look at the history

The idea of enhancing the network capacity through densifying the network elements

is something not novel, rather, it can be dated back to the late 1940’s when the

concept of cellular system was informally introduced by D. H. Ring [18, 19]. Sev-

eral publications later went on to discuss the cellular concept as a possible solution to

solve the problem of spectral congestion and increased user capacity demands [20–24].

Furthermore, different cell deployment layouts and the idea of cell sectorization, as

coverage and capacity enhancing technique, were proposed in the late 70s; see [6,25].

The concept of street-level cellular deployment, also known as microcells, was pro-

posed in mid-1980s, which took the network densification one step further; see [26–29].

The basic concept behind the microcells was to address capacity demand in hot-spot

areas especially in urban locality. All the cellular deployments prior to 1990 utilized

unshileded twisted pair (UTP) or coaxial cables for backhaul transmission. However,
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with the advancement in the optical fiber technology, microcellular concept utilizing

fiber-optic, as a high capacity and low latency transmission medium, was introduced

in the beginning of 1990s; see [30–32]. Research problems related to microcell site

placement, location and size and resource management between macro and micro cell

layers have been addressed in [33–39].

The initial adoption of the network densification idea through joint macro-/micro-

cellular deployments, also known as heterogeneous network, was slow at first but

started to gain serious attention when data capabilities were introduced in 2G net-

works. With the advent of 3G networks, the heterogeneous network deployments or

‘hierachical cellular structure (HCS)’ gained even more interest from the mobile op-

erators.

During the last decade, mobile data traffic volume increased at an exponential

rate, thanks to the availability of high speed mobile broadband services with flat-rate

pricing and rapid proliferation of smart phones, tablets etc. The telecom industry

realized that such massive increase in capacity demand could not be sustained by

legacy wireless infrastructure, hence, efforts were put into finding a cost-efficient so-

lution. In recent years, low power base stations have received much attention. The

idea of having a compact, self-optimizing home cell site was first reported in 1999 by

Alcatel [40]. Around 2005, the term femtocell was adopted by the industry to refer

to operator managed, self-configuring and stand-alone home base station. The stan-

dardization activities related to femtocells started in 2007 with the start-up of Femto

Forum (now Small Cell forum) [41]. Initially, many of the standarization activities

focused around residential femtocells, however, lately heterogeneous small cell deploy-

ments with a wider focus have been gaining ground e.g. enterprise femtocells, outdoor

urban femtocells and rural femtocells [42–44]. 3GPP has also been incorporating the

introduction of femtocells, or Home (e)Node B, in its Releases 8 - 11 [45–49].

1.3.2 Recently reported work

Several studies have been undertaken in the past couple of years with wide ranging

scope related to network densification utilizing legacy and modern heterogeneous de-

ployment solutions. This section provides some recently reported work on network

densification that are most relevant to this thesis.

Capacity performance related studies

In [50], the performance of base station densification with different transmission

schemes has been compared to a network employing base station coordination al-
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gorithms. The study concentrates on various techniques that can maximize the min-

imum spectral efficiency of the served users. In addition, a constant user density,

irrespective of the network size, is assumed, resulting in a partially loaded system

where some of the base stations are kept in sleep mode to avoid over provisioning

of the network capacity. The findings from the study indicate that the cell spectral

efficiency increases as the network is densified to a certain point and then saturates.

In [51], the average cell spectral efficiency is shown to increase linearly with network

densification, in partially loaded system. The impact of macrocell densification on the

network throughput and power consumption in both homogeneous and heterogeneous

network environments has been studied in [52,53]. The study considers a fully loaded

network, where all the base stations are continuously transmitting at full power. How-

ever, the maximum transmit power per base station is systematically reduced as the

network is densified. The findings in [52] follow the outcomes of [51] i.e., in a homoge-

neous macrocell network, the cell spectral efficiency tends to improve with increasing

network density. In [54, 55], the performance of different heterogeneous network de-

ployment alternatives has been examined from uplink and downlink point of view.

The analysis takes a slightly different approach by introducing variable user traffic

and analyzing the system capacity performance of different deployment strategies in

busy hour. Unlike in [50–52], where only an outdoor environment is assumed, the

studies in [54, 55], also take into account the indoor environment with buildings and

users distributed among different floors. Nevertheless, the findings therein indicate

an increase in the served area traffic per busy hour as the network is densified.

Energy-efficiency related studies

As a result of recent worldwide awareness on global warming, considerable number

of studies have been conducted and published in the recent years. The focus has

been on quantifying the energy consumption of the wireless networks by establishing

different metrics for evaluation of the energy efficiency, proposing power consumption

models for different base station types and ways to improving the power consumption

of the networks while maintaining decent quality of service and system throughput.

Studies emphasizing on the importance of having a holistic framework for evaluating

the energy efficiency of the wireless networks have been reported in [56,57]. In [10], a

new metric, area power consumption, is proposed to evaluate and compare the energy

efficiencies of networks with different cell site densities per km2. The impact of cell size

on the power consumption, for different deployment strategies, can be found in [51,

58–60]. The energy-efficiency aspects of network densification in various deployment

scenarios have been reported in [53]. Unlike the previous studies in [51,58–60], which
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fail to take into account the impact of interference and system throughput while

evaluating the energy efficiency, the studies in [53] investigate the relation between

energy efficiency, area capacity and cell size by taking into consideration both the

interference and noise, and takes relates the energy efficiency in terms of system

throughput. Moreover, in [61], the study investigates the energy-savings that can

be achieved when co-channel femtocells are introduced into existing macrocellular

network deployment. The findings in the paper indicate significant savings in the

energy consumption can be achieved in macro-femto network, compared to macro-

only network, when the capacity demand is high. The total power consumption of

different network densification alternatives in LTE context has been reported in [62],

which concludes that under low discontinuous transmission (DTX), the macrocell

densification is the most power efficient solution.

Cost-efficiency related studies

The economics of introducing femtocells into LTE macrocellular networks, with open

access and closed access femto mode, have been studied in [63]. In [64], comparative

cost-capacity studies have been conducted while also taking into account the impact

of typical wall penetration losses in the order of 10-20 dB. A similar study focusing

on capacity, cost and energy efficiency of macro and femto based solutions for indoor

service provisioning have been done in [65].

1.4 Author’s Contribution and Thesis Outline

The research work for the thesis was conducted at the Department of Electronics and

Communications Engineering, Tampere University of Technology, Finland, under the

supervision of Prof. Mikko Valkama, Prof. Jukka Lempiäinen and Dr. Jarno Niemelä.

Furthermore, also Dr. Tero Isotalo has contributed substantially through various

technical discussions. Results obtained from the research have been reported in seven

academic publications in form of conference papers and journal articles; [66–72]. This

thesis gathers all the obtained results from these publications into a monograph form.

It may be noted that for all the results presented in the following chapters, the author

was solely responsible for simulations and post-processing, while the post-analysis of

the results was done jointly with supervisors and colleagues. The outline of the thesis

and the corresponding contributions of the author in each of the chapters can be

summarized as follows:
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• Chapter 2 provides the fundamentals of mobile communications systems and

the cellular network concept. This is followed by a general description of the

analysis methodology, key assumptions and general simulation parameters used

in the studies reported in the following chapters.

• Chapter 3 looks at the performance of network densification based on classical

deployment solutions namely; macrocellular and microcellular solutions, in a

homogeneous and heterogeneous deployment scenarios. The results and analysis

presented in the chapter are based on the publications [66,67]. The author was

responsible for simulations and post-processing of the simulation results. The

deployment scenarios for the simulations and the post-analysis of the results

leading to the publications were jointly carried with co-supervisor Dr. Jarno

Niemelä and colleague Dr. Tero Isotalo. Prof. Jukka Lempiäinen participated

in various technical discussions around the topic area, offering his technical

insight and guidance.

• Chapter 4 looks at the techno-economical performance of denseNets based on

indoor femtocell deployment solutions in urban and suburban environments.

The results and analysis presented therein are based on the publications re-

ported in [68, 69, 72]. The deployment scenarios for the simulations and the

post-analysis of the results were jointly carried with supervisor Prof. Mikko

Valkama and co-supervisor Dr. Jarno Niemelä. Dr. Tero Isotalo provided his

valuable suggestions and key inputs for techno-economical analysis studies re-

ported in [69]. MSc. Ari Asp provided the measurement results for different wall

penetration losses, recently measured in old town house and modern buildings,

as reported in [13,14].

• Chapter 5 looks at the performance of outdoor distributed antenna system

(ODAS) as an alternative solution for outdoor service provisioning. The per-

formance of two deployment strategies for implementing the traditional ODAS

are evaluated and compared with standalone small cells. Afterwards, a Dy-

namic DAS concept is introduced which aims to offer dynamic capacity based

on outdoor data capacity demand. The results and analysis presented therein

are based on the publications reported in [70–72]. The deployment scenarios

for the simulations and the post-analysis of the results, reported in [70–72],

were jointly carried with supervisor Prof. Mikko Valkama and co-supervisor

Dr. Jarno Niemelä.
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• Chapter 6 provides the concluding remarks and possible future work for enhanc-

ing/improving the analysis studies presented in this dissertation.

• A list of references for further reading is given at the end.

In summary, the thesis author has been the primary author of all reported work.

He has carried out all the performance simulations, post-processing and analysis by

himself, with natural supervision and guidance from the supervisors. Furthermore,

the thesis author has written all the associated papers [66–72] as the first author, and

composed majority of the text in all the articles.





Chapter 2

Mobile Communications

Fundamentals, Analysis

Methods and Assumptions

2.1 Mobile Communications Fundamentals

The design objective of early mobile communication systems was to have a single

high power transmitter (base-station), installed on a high mast, that could provide

coverage to a large geographic area. One such example was the Bell mobile system

in New York in the 1970’s. The system was able to support 12 simultaneous calls up

to thousand square miles [73]. Initially, this coverage based strategy was performing

well. However, as the subscriber base started to increase, the call blocking probability

also increased correspondingly (due to system resource unavailability). Thus, in order

to cope with the increasing capacity demand, a new strategy had to be formulated.

Wireless communication channel, like every other transmission medium, has a cap

on its maximum capacity. This capacity limit was presented in 1945 by Claude E.

Shannon in his ground breaking paper ‘A Mathematical Theory of Communication’.

Shannon showed that for any communication channel with certain bandwidth and

Gaussian noise characteristics, the maximum channel capacity, C, is given by [74]:

C [bps] = W · log2(1 + SNR) (2.1)

where, W is the channel bandwidth in Hertz and SNR is the signal to noise ratio.

Thus, from (2.1), one way of increasing the capacity of the channel is by increas-

ing the channel bandwidth. Unfortunately, the RF spectrum is a scarce resource.

The spectrum in the ultra-high frequency band, where most of the radio commu-

nications take place (i.e., from 300 MHz - 3 GHz), is severely congested. Serious

11
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competition among the stakeholders (usually mobile operators) drive the price of the

spectrum higher. Hence, increasing the channel bandwidth in the UHF band is not

necessarily a viable business option for operators. More recently, communications in

the extremely high frequency (EHF) band is being considered for inclusion in the

5G technology standard [75]. Mm-wave communications occur in the underutilized

microwave spectrum (30 GHz to 300 GHz) thus providing huge chunk of spectrum

bandwidth. The downside, however, is that in such extremely high frequency range,

natural phenomenons like atmospheric absorption start to have significant impact of

the radio signals thereby severely limiting the communications distance. As a possible

solution, antennas with high gain tend to overcome the coverage limitation problem.

Another proposal is to utilize the super high frequency (SHF) band which ranges from

3 GHz to 30 GHz [76]. In the SHF band, the impact of atmospheric absorption on

the radio signals is reduced sigificantly. This allows non line of sight (NLOS) com-

munications between transmitter and receiver, which is not possible in EHF band.

A second method to enhance the capacity of a wireless communications system

is by improving the efficiency of the air-interface, i.e., transmitting more bits per

Hertz. This is a traditional approach that the wireless industry has been following

till date. Such a method can be realized by utilizing higher modulation and coding

techniques, which in turn require higher SNR at the receiving end to de-modulate

the signal with acceptable bit-error rate. However, with LTE (Long Term Evolution),

the wireless channel capacity is already practically at par with the shannon capacity

bounds. Hence, for future capacity requirements, some of the telecommunication in-

dustry players believe that upcoming generations of broadband cellular systems will

not be defined by a single radio interface only, but rather encompass a suite of differ-

ent technologies [77].

The third method involves utilizing spatial multiplexing techniques through the

use of advanced antenna systems. MIMO (Multiple Input and Multiple Output)

system is a type of advanced antenna system that utilizes multiple antennas at the

transmitter and receiving end to achieve multiple independent radio links for trans-

ferring multiple streams of data at a single time instant. This method is shown to

significantly increase the cell level capacity. Nevertheless, in order to realize multiple

links, the level of uncorrelation between individual path has to be high enough; higher

the degree of uncorrelation translates to higher MIMO channel gain and vice versa.

Massive-MIMO is another key technology that is being considered as a candidate for

upcoming 5G [78, 79]. However, in the current UHF band, due to the size of the

antenna elements, it might not be feasible for the operators to deploy a large antenna

array in urban downtowns, where, e.g., zoning restrictions apply.
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 Dividing larger 

cells into smaller 

cells

3-sector cell siteSingle sector cell site

(Omni directional)

(a) Site sectorization (b) Site splitting

Figure 2.1 Illustration of (a) Site sectorization and (b) Site splitting techniques for
network capacity enhancement.

The techniques described so far help in enhancing the cell level capacities. How-

ever, for network level capacity gain extensive spatial reuse of the frequency spectrum

is required throughout the network coverage area. A high degree of spatial re-use can

be achieved by network densification. As such, based on (2.1), the network level

capacity, Cnet, over an area can be roughly approximated as:

Cnet

[
bps/km

2
]

= NT · [W · log2(1 + SINR)] (2.2)

where, NT is the number of co-channel transmitters re-using the same spectrum re-

source in a given area. It is pertinent to note in (2.2), that with the introduction of

co-channel transmitters within the area, the SNR from (2.1) is now SINR which is

simply the ratio of useful signal (signal received from the serving transmitter) and

Guassian noise plus total interference. The total interference is the sum of all other

signals coming from non-serving transmitters in the given area. SINR defines the

instantaneous radio channel condition at a given location. Higher value of NT trans-

lates into higher total interference and hence lower SINR. In an ideal scenario, a

higher network level capacity is achieved with simultaneous maximization of NT and

SINR.

Network densification can be achieved either by site sectorization or by site split-

ting. Site sectorization involves increasing the number of logical sectors or cells within

a base station serving area. Each of the logical sectors then serves a portion of the

coverage area. Whereas, Site splitting involves dividing larger cells into small cells

by reducing the cell sizes. Fig. 2.1 shows Site sectorization and Site splitting tech-
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niques. The idea of enhancing system capacity through cell site densification was

first proposed by D. H. Ring in 1940 to solve the spectrum congestion and increased

user capacity demands [18], and it still is considered as a feasible pathway for mobile

operators to cost-effectively enhance the system capacity. Ultra-dense networks take

the network densification to a whole new level, where thousands of base stations are

deployed to fulfill the exponentially rising user capacity demand. As such ultra-dense

networks are also one of the key flavors of 5G systems and hence form a dominant

theme of this dissertation.

2.2 Cellular Network Concepts and Evolution

2.2.1 Basic concepts

Current cellular networks are inherently heterogeneous in terms of network deploy-

ments. A heterogeneous network is formed by a combination of different base station

types, each having its own characteristics. The classification is typically done based on

site location, transmission power of the base transceiver station (BTS) and backhaul

connectivity. Some of the main classes of different cell types are given below:

• Macrocellular base stations: These types of base stations are normally used for

wide area coverage. The antennas are deployed above the average roof-top level

in order for the signals to propagate further. Typical transmission power of

macrocellular base station can vary from 20 W to 60 W [80]. The cell size can

range from a few hundred meters (in dense urban environment) to as much

as 35 km (in rural areas). Deployment requires proper RF (radio frequency)

planning.

• Microcellular/pico base stations: These types of base stations are normally used

for local area coverage. The antennas are deployed well below the average roof-

top level, typically on a street-level. Typical transmission power of microcellular

base station can vary from 100 mW to 10 W [80, 81]. However, in practical

outdoor deployment scenarios, the transmit power may range from 250 mW

to approximately 2 W [82], depending upon the vendor and intended area to

be served. The cell size, due to street-level deployment and lower transmission

power, can range from a few hundred meters (in dense urban environment) to

2 km (in urban areas). Microcells can be deployed as a standalone cell site or

in form of distributed antenna systems (where the remote antenna nodes are

deployed over a given area to provide seamless coverage). Deployment requires
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proper RF (radio frequency) planning.

• Femtocellular base stations: Femtocell access points (FAPs) are typically de-

ployed inside residential or office environment. Unlike macrocell and microcells

base stations, FAPs are deployed by the end users in a plug-and-play fashion

similar to WLAN (wireless local area networks) access points [83]. Due to be-

ing located inside the building the need for proper RF planning is eliminated.

The maximum output power of femtocells access points equals 100 mW [80,81].

Unlike traditional cellular base stations, the femtocell access points utilize the

residential broadband connection (ADSL, FTTH) to connect to the mobile op-

erator’s core network. Furthermore, to regulate/control the access to the resi-

dential femtocells, the FAPs can be configured to work either in open subscriber

group (OSG) mode which enables public access to the FAP, or closed subscriber

group mode (CSG) to restrict the access to certain listed users, or it can be

configured to work in hybrid mode, which allows public access to the FAP but

preference/priority is given to listed users [84].

2.2.2 Network evolution

In the past and still today, mobile operators have been building their networks us-

ing the Outside-In approach, i.e. relying primarily on outside macro base stations.

Looking at the network evolution, initially, the network is designed from the coverage

perspective by deploying macrocell sites to serve both outdoor and indoor locations

with certain minimum quality of service. As the number of devices accessing the

network increases, it transitions from coverage limited to capacity limited state, thus,

necessitating for denser deployments. The densification of the network is done grad-

ually i.e., in the initial stages, the mobile operator tries to accomodate the network

capacity demands by densifying the macro-layer itself by installing more macro base-

stations. As the network matures, and the number of devices accessing the services

keeps increasing, several capacity-limited local hotspot areas within the network be-

gin to appear. These hotspots, limited in size and scattered throughout the network

service area, are then covered by deploying street-level microcells. Thus forming what

is typically known as a hierarchical cellular structure; where macrocells provide the

umbrella coverage and microcells aim to fulfill the capacity demands in local hotspot

areas. However, as the demand for further capacity increases (mostly coming from

indoor locations) the achievable network capacity from densifying the outdoor layers

begin to saturate and the operators are forced to transition towards indoors i.e., start

deploying dedicated indoor solutions. This shifts the network provisioning paradigm
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Cell Site A

Dominance Area 

of Cell site A

Cell Site B

Dominance Area 

of Cell site B

UE 1 UE 2

Figure 2.2 Homogeneous environment. Note: The square shape of the dominance
area, as shown in the figure, is just for illustration purpose. The actual dominance
area depends on the deployed infrastructure (macro-/micro-cell etc.) and cell plan.

from outside-in to inside-in, wherein a dedicated indoor solution caters for indoor

capacity requirements.

2.3 Overview of the Analysis Methodology

An overview of the key assumptions used in the performance analysis of different

deployment and densification solutions, in this dissertation, are highlighted below:

• A homogeneous propagation environment is assumed i.e., all the cell sites ex-

perience similar radio propagation conditions. As such, the dominance areas

of all the cell sites are identical, as shown in Fig. 2.2. Hence, for the perfor-

mance evaluation of different deployment strategies, the receiver points from the

dominance (best server) area of the center cell site are considered for statistical

analysis while other cells or transmission points are treated as interference.

• For simulating a continuous cellular network effect, the dominant interfering

tiers that contribute significantly to the interference level in the dominance

area of a serving cell are taken into account.

• The distribution of receiver points outdoors and across all the buildings (floors)

is uniform.
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• A full cell load over the network is assumed i.e., all the cells are transmitting at

full power, which is the worst case scenario and also a typical methodology that

is used for network capacity dimensioning. As such the different deployment

solutions are thus pushed to their ultimate limits in a systematic manner.

The metrics and and general simulation parameters used in the performance eval-

uation studies are described in the following sections.

2.3.1 Cell and network area spectral efficiency

For a network operating at a full load, i.e., all the base stations transmitting at full

power, the cell spectral efficiency, ηcell, is defined as the aggregate bit rate per Hz that

an individual cell can support, under given radio channel and interference conditions.

The average network area spectral efficiency, in turn, is defined as:

η̄area

[
bps/Hz per km

2
]

= ρcell × η̄cell (2.3)

where ρcell is the cell density (number of cells per km2) and η̄cell is the average cell

spectral efficiency [bps/Hz] which is given by the Shannon capacity bound:

η̄cell = 〈log2(1 + Γ)〉 . (2.4)

The quantity Γ in (2.4) refers to the instantaneous signal-to-interference-noise

ratio (SINR), which defines the radio channel conditions while 〈.〉 denotes averaging

across receiver points. From (2.4) it is evident that the cell/network spectral efficiency

depends directly on the distribution of Γ. The level of useful signal and interference

that a user equipment (UE) receiver experiences at a given time is largely determined

by the deployed network architecture. This will be explained in the following chap-

ters where the mathematical expression for SINR will be formulated for each of the

underlying deployment strategies.

2.3.2 Energy efficiency

One of the most commonly used metric for assessing the energy efficiency of a network

is by evaluating the bits-per-energy ratio, i.e., the amount of bits communicated

per unit energy. On a network level, this relates to the aggregate data rate that is

achievable while consuming a given power, e.g. 1 kW. This methodology is appropriate

for assessing the energy efficiency of a network operating under full load condition [56].
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Hence the network energy-efficiency is defined as:

Eeff [bps/Hz/kW] =
η̄area
Parea

(2.5)

where η̄area is the average area spectral efficiency [bps/Hz per km2] given by (2.3) and

Parea is the area power consumption of the access network elements (base stations)

within a nominal 1 km2 geographical area. As already established in (2.5), the energy

efficiency of a network depends on network area spectral efficiency and normalized

power consumption, Parea, also known as the area power consumption measured in

W/km2. A similar performance metric has also been used e.g. in [56,85–87]. As such,

the area power consumption of a wireless access network depends on the dominance

area of a site, Asite (which is 3×Acell for a 3-sectored site), and the individual power

consumption of a base station, PBS , and is given by:

Parea

[
W/km

2
]

=
PBS

Asite
(2.6)

In general, a base station site comprises of a base station unit, also known as

the base transceiver station (BTS), which has the capability to transmit and receive

radio signals to and from the mobile subscribers. Due to the clearly different deploy-

ment purposes, the different classes of base stations (macrocell, microcell, femtocell

etc.) vary in their internal architectures which consequently have significant impact

on their overall power consumption. For a correct estimation of area power consump-

tion, it is thus important that the power consumption of an individual base station

is modelled accurately. Hence, the power consumption models for legacy deploy-

ment solutions (macrocell/microcell) are introduced in Chapter 3, while the power

consumption model for indoor femtocell access point is introduced in Chapter 4.

2.3.3 Cost efficiency

Cost efficiency analysis, or cost-benefit analysis, is one of the key methodologies that

provide a general picture of the cost structure of an evolutionary pathway for a certain

technology or system and whether or not it is a feasible option for investment. In this

section the cost modelling methodology used in the analysis studies is described.

The cost efficiency is defined as the cost incurred in transmitting one bps/Hz and

is calculated as following:

Ceff [bps/Hz/kAC] =
η̄area

Tcost/km2

(2.7)
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where η̄area is the average area spectral efficiency [bps/Hz per km2] given by (2.3)

and Tcost/km2 is the total area cost i.e., the total cost of the base stations normalized

over 1 km2 area. Here the term base station may refer to macro-/micro- cellular base

stations or even femtocell access point (FAP), depending upon the type of deployment.

The cost of deploying a cellular network can be broadly divided into two types; (i)

Investment cost or CAPEX (capital expenditure), and (ii) Running/operational costs

or OPEX (operational expenditure). The CAPEX consists of equipment costs like

radio base station, transmission equipment, antennas, cables, and site build out and

installation cost. OPEX consists of site rental, transmission or leased line, and OA&M

(operation, administration & maintenance). In addition to these, there can be cost

components such as radio network planning, core network and marketing costs whose

impact can be modeled and taken into account as part of the radio network costs [88].

However, in the frame of the analysis studies in this dissertation, the scope is limited

to items listed for CAPEX and OPEX as they typically depend very strongly on the

number of deployed radio units. Combining CAPEX and OPEX gives the total cost

of ownership (TCO) value of the deployed network. The total cost structure of a

mobile operator is dominated by the accumulated running costs i.e. the OPEX [89],

which spans over the life-time of the network, while the CAPEX is considered during

the initial network roll-out phase or when the network is upgraded. Thus, in the cost

analysis studies, a standard economical method known as discounted cash flow (DCF)

analysis has been used in order to account for both the CAPEX and OPEX in finding

the ‘total cost per base station’. The net present value (NPV) of the base station

cost is then found by summing up the discounted annual cash flow expenditure for a

given study period (in years) [89,90]. Mathematically;

BSNPV =

Y∑
i=0

ci
(1 + r)i

(2.8)

where Y is the study period in years (typically 8 years for base stations value depre-

ciation), ci is the total annual expenditure per base station (total annual cost which

includes running cost and may include investment cost) in the ith year and r is the

discount rate which is assumed to be equal to 10%. Furthermore, it is assumed that

the mobile operator deploys its network as a Greenfield project i.e., the whole network

is deployed in the first year. Hence, when calculating the NPV of the base station,

the CAPEX is only considered in the first year while in the following years the cost

from operating expenditures is only considered.

Like power consumption, the cost structure for the different base station classes
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also vary significantly because of the underlying base station system architecture as

well as the deployment setup. Hence, the cost-elements for legacy deployment solu-

tions (macrocell/microcell) are introduced in Chapter 3, while the cost-elements for

indoor femtocell access point are introduced in Chapter 4.

2.3.4 General simulation parameters

This section lists the simulation parameters that have been used throught the analysis

covered in the following chapters. It is pertinent to mention that only the general

simulation parameters, common to all the studies, are listed here while more specific

parameters for different deployment strategies are given in the respective chapters.

• The operating frequency for the different deployment strategies is 2.1 GHz,

which is chosen from the UMTS-FDD/LTE Band 1 and is commonly used by

mobile operators in Europe. All the studies in this dissertation have been carried

out at this center-frequency/cellular band in order to have a common ground

and be able to compare the results.

• Assuming a 9 dB receiver noise figure and a 20 MHz bandwidth (which is

nominal for long term evolution, LTE), the receiver noise floor level is cal-

culated to be -92 dBm. 9 dB noise figure is also the baseline assumption in

3GPP studies [91].

• For modeling the outdoor and indoor radio channels, deterministic ray based

radio propagation models are deployed. More information on the models is

given in Section 2.5.

2.4 Antenna Model

To model a directional antenna, an extended 3GPP antenna model based on [92]

was adopted for simulations. The proposed version extends the original model of [93],

which only considers the horizontal plane, to include a vertical antenna pattern model

with an option to set the electrical downtilt. The horizontal (azimuth) pattern, Gh,

is given by:

Gh(ϕ) = −min

[
12

(
ϕ

HPBWh

)2

, FBRh

]
+Gm (2.9)

where ϕ,−180◦ ≤ ϕ ≤ 180◦ is the azimuth angle relative to the main beam direction,

HPBWh is the horizontal half power beamwidth [◦], FBRh is the front-to-back ratio
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[dB] and Gm is the maximum gain of the antenna [dBi]. The vertical (elevation)

pattern, Gv, is given by:

Gv(φ) = −max

[
−12

(
φ− φetilt
HPBWv

)2

, SLLv

]
(2.10)

where φ,−90◦ ≤ φ ≤ 90◦ is the negative elevation angle relative to horizontal plane

(i.e., φ = −90◦ is the upward plane relative to the main beam, φ = 0◦ is along the

main beam direction, and φ = 90◦ is the downward plane relative to the main beam),

φetilt is the electrical downtilt angle [◦], HPBWv is the vertical half power beamwidth

[◦], and SLLv is the side lobe level [◦] relative to the maximum gain.

The antenna parameter values for FBRh and SLLv, were adopted from [92] i.e.,

the value for FBRh was set at 30 dB, while for SLLv the value was fixed at -18 dB.

The rest of the input parameter values for the antenna model are given in each chapter

seperately.

2.5 Description of the Applied Propagation Models

Accurate modelling of the radio propagation channel is one of the key elements for

making reliable simulations of wireless communications networks. Several radio prop-

agation models exist, ranging from empirical, semi-empirical to deterministic models,

each with their own pros and cons. For the simulation studies in this dissertation,

deterministic models were selected, due to their high-level of accuracy as compared

to the other models.

2.5.1 3D ray-tracing model (3D RT)

A commercial radio wave propagation tool, Wireless InSite [94], was used for the stud-

ies covered in Chapter 3. The outdoor and indoor radio channels are modelled using

a deterministic 3D propagation model. The model employs a ray-launching technique

based on ’Shooting and Bouncing Ray’ (SBR) method to find the propagation paths

through the 3D building geometry between a transmitter and receiver [95]. Rays are

shot from the emitting source in discrete intervals and traced correspondingly as they

reflect, diffract and transmit (penetrate) through and around the obstacles. Each

ray is traced independently and the tracing continues until the maximum number of

interactions (reflections, transmissions, diffractions) per ray is reached. Once all the

propagation paths have been computed and stored, the field strength for each ray

path is then calculated using Uniform Theory of Diffraction (UTD) [96].
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The accuracy of a 3D propagation model is dependent upon the input data and the

total number of reflections, transmissions (or wall penetrations) and diffractions a sin-

gle ray can encounter. Although, the propagation tool allows up to a maximum of 30

reflections and transmissions per ray path, setting higher number of interactions per

ray path can significantly increase the complexity and hence the computation time.

According to [94], the computation time is roughly proportional to: (NR+NT +1)!
NR!×NT ! ,

where NR is the total number of reflections and NT is the total number of transmis-

sions (or penetrations) a single ray can undergo. Furthermore, the computation time

also increases with higher number diffractions allowed per ray path.

An optimum number of interactions varies with propagation environment. Hence,

in order to limit the calculation time, an empirical ’hit-and-trial’ method was used,

which involves simulating with a smaller number of interactions, and then re-simulating

the same scenario by steadily increasing interactions and comparing the results. Once

the results start to converge with insignificant change, those settings were then se-

lected. This was observed at 10 reflections, 1 diffraction and 1 transmission (penetra-

tion inside obstacles).

2.5.2 Dominant path model (DPM)

Although, limiting the number of interactions per ray path has noticeable impact on

the the overall computation time for ray tracing models, nevertheless, it still takes

considerable amount of time for simulating a propagation environment with large

number of transmitters. Hence, during the course of the doctoral studies a new

propagation simulator, ProMan, was procured. ProMan is a tool within the WinProp

Software Suite [97] that includes different propagation models ranging from empirical

to deterministic models. Besides having the traditional ray-optical model, the tool

offers a novel deterministic model based on dominant path between a transmitter and

a receiver. The performance evaluation studies covered in Chapter 4 and 5 utilize this

model for outdoor/indoor channel modeling.

The basic premise behind the Dominant Path Model (DPM) is that in a typical

propagation scenario, only two or three ray paths contribute 90% of the total energy

at the receiver end [98]. The DPM determines these dominant paths between the

transmitter and each receiver pixel, thereby significantly reducing the computation

time compared to ray tracing while maintaining the accuracy nearly identical to ray

tracing algorithms.

The computation of the path loss in DPM is based on the following equation [99]:
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L = 20log10

(
4π

λ

)
+ 10nlog10(d) +

k∑
i=0

f(ϕ, i) + Ω− gt (2.11)

where d is the distance between a transmitter and a receiver, n is the path loss

exponent, λ is the wave length (depends upon the operating frequency), The sum

of individual interaction losses function,
∑k

i=0 f(ϕ, i), is due to diffraction for each

interaction i of all k with ϕ as the angle between the former direction and the new

direction of propagation. Ω is the wave-guiding (tunneling) effect for considering the

effect of reflections (and scattering). The quantity Ω is empirically determined and is

described in detail in [100], gt is the gain of the transmitting antenna in the receiver’s

direction.

For path loss exponent, n, the recommended values depends on the propagation

environment (Urban, Suburban, Indoor) and also on the height of the transmitter

(macro, micro). Tables [2.1, 2.2 and 2.3] list the recommended path loss exponent

values, taken from [97], for different types of propagation environment. The path loss

exponent values quite nicely conforms to what have been reported in e.g., [15, 101].

Table 2.1 Example path loss exponent values for macrocell and microcell in urban
environment

Environment Macro Micro

Line-of-Sight (LOS) before breakpoint 2.4 2.6

Line-of-Sight (LOS) after breakpoint 3.6 3.8

Obstructed Line-of-Sight (OLOS) before breakpoint 2.6 2.8

Obstructed Line-of-Sight (OLOS) after breakpoint 4.0 4.0

Table 2.2 Example path loss exponent values for macrocell and microcell in subur-
ban/rural environment

Environment Macro Micro

Line-of-Sight (LOS) before breakpoint 2.0 2.2

Line-of-Sight (LOS) after breakpoint 3.6 3.8

Obstructed Line-of-Sight (OLOS) before breakpoint 2.1 2.3

Obstructed Line-of-Sight (OLOS) after breakpoint 4.0 4.0
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Table 2.3 Example path loss exponent values for indoor environment

Environment Empty building Filled building

Line-of-Sight (LOS) 2.0 2.1

Obstructed Line-of-Sight (OLOS) 2.1 2.3

Non Line-of-Sight (NLOS) before breakpoint 2.2 2.5

• In Line-of-Sight (LOS) connection, a clear propagation path exists between a

transmitter and a receiver, without any obstruction.

• In Obstructed Line-of-Sight (OLOS) connection, a clear propagation path does

not exist between a transmitter and a receiver due to obstruction present in

between. As such, the radio waves propagate via reflections and diffractions.

• In Non Line-of-Sight (NLOS) connection, the propagation path between a trans-

mitter and a receiver is obstructed in such a way that the only means of com-

munication is via wave penetration/transmission through the obstruction.



Chapter 3

Densification of Legacy

Deployment Solutions

THIS chapter looks into network densification of legacy deployment solutions that

have been used by the mobile operators till date. First, the performance of

a densified homogeneous macrocellular deployment with different intersite distances

(ISD), is investigated in Section 3.1. The performance is evaluated based on the met-

rics defined in Chapter 2 i.e., in terms of network spectral efficiency, energy efficiency

and cost efficiency. Next, Section 3.2 examines the performance of densified homo-

geneous microcellular deployments with different cell plans, resulting in varying cell

densities per km2. Finally, the impact of heterogeneous co-channel macro-/micro-

cellular deployment on the overall capacity performance is analyed in Section 3.3.

The study aims to answer the following questions:

• How much system capacity gain can be achieved through network densification

using legacy deployment solutions?

• Is the capacity gain sufficient to lower the energy per bit and cost per bit in

order to make the legacy deployment solutions energy and cost efficient?

The presented results in this chapter are based on radio propagation simulations

which take into account both outdoor and indoor receiver points in a dense urban

area with high-rise buildings. All the results and analysis presented in this chapter

are based on the author’s published work in [66,67].

3.1 Macrocellular Densification

Macrocellular networks have been and still continue to be the basis for cellular network

deployments globally. High power transmitters with highly elevated and directive an-

tenna structures are superior in terms of wide-area coverage provisioning. They also

25
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play a major role in fulfilling the mobility demands of cellular users, and hence, are

assumed to maintain their position in the future as well. Moreover, it is envisioned

that macrocell networks will continue to provide the outdoor coverage layer with small

cells satisfying the local outdoor and indoor capacity demands. Current cellular net-

works are inherently heterogeneous in terms of network configuration and this trend

is building towards an even denser heterogeneous configuration as new small cell tech-

nology and different indoor network solutions become more and more common.

In this section, the downlink capacity performance of macrocellular network den-

sification is investigated in a full load condition, which is the worst case scenario and

also a typical methodology that is used for network capacity dimensioning. The sys-

tem model and simulation assumptions used in the analysis are described first. This

is followed by capacity-, energy- and cost- efficiency analysis and results.

3.1.1 System model and assumptions

Scenario description

The analysis is done in a dense urban area. Hence, to imitate such an environment

a Manhattan grid city model is utilized, as shown in Fig. 3.1. The model has been

widely used for simulation of urban environment, e.g. [102, 103]. Each building has

dimensions of 110 m x 110 m, a height of 40 m and comprises of 8 floors. The street

width between two consecutive buildings within a block is taken to be 30 m, which

also corresponds to inter-block separation. For the indoor floor plan, an open space

is considered with no internal wall partitions i.e. no hard obstructions for the signal

propagation except for the ceiling/floor and exterior walls. Furthermore, in order

to model a modern building, an average building penetration loss (BPL) of 25 dB

is assumed. This assumption is inline with what has been recently reported of wall

penetration losses in modern construction, see e.g. [13, 14,17].

ISDs (cell density) and electrical tilt

The cell density depends upon the average ISD (d̄site), which further specifies the

dominance area of a cell. In the study, the dominance area is defined as the region

where a cell provides highest signal level as compared to the rest of the cells. Alto-

gether five different ISDs were considered. These were calculated from the center of

the building (except in the average ISD of 170 m case, where it is calculated based

on average inter cell distance owing to the square layout of the buildings). Assuming
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Urban environment

 Manhattan-type city model

 Building dimensions: 100 m x 100 m

    Building height: 40 m

    Street width: 30 m 

 8 floors per building

 Floor plan: Open office

 WPL: 25 dB

 ISD: Inter site distance [in meters]

    [960, 828, 593, 297, 170]

 The green arrows indicate sector 

orientation.

ISD

Figure 3.1 Manhattan grid city model (aerial view). The green arrows show sector
antenna positions and orientations (example case: ISD 297 m). Note that only the
first interfering tier is illustrated. The number of interfering tiers considered for each
ISD in the simulations is given in Table 3.1.

a regular hexagon cell, the dominance area of a cell, Acell is given by:

Acell

[
km2

]
=

√
3

6
(d̄site)

2 (3.1)

The cell density, ρcell, per km2 is defined as 1/Acell.

In order to improve the cell edge coverage and avoid unnecessary interference into

neighboring cells, the macrocell sector antennas are required to be downtilted such

that the main beam of the antenna points at the cell border region [15, 104]. As

such, the electrical tilt angle depends on the ISD as it defines the maximum cell

range. Knowing the base station (BS) antenna height (hBS), the mobile station

(MS) antenna height (hMS) and the cell range (rcell), the tilt angle can be calculated

geometrically as:

φetilt = arctan

(
hBS − hMS

rcell

)
(3.2)

For a three sectored hexagonal cell site, the rcell, can be calculated as 2
3 d̄site. In some

of the reported studies, for example [105], a small correction factor to (3.2) in order to

consider the 3 dB vertical beamwidth. However, for simplicity, that factor is ignored

in this thesis.

Table 3.1 lists the average ISD and the corresponding electrical tilt angles, cell

areas and the cell densities per km2 for different levels of pure macrocellular network
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Table 3.1 ISD, electrical tilt, cell area and cell density

d̄site φetilt Acell[km2] ρcell[per km2] Interfering Tiers

960 m 3.5o 0.26 3.8 2

828 m 4.1o 0.20 5.1 2

593 m 5.8o 0.10 9.9 3

297 m 11.4o 0.03 39.3 4

170 m 47.5o 0.008 119.9 4

Table 3.2 General simulation parameters for macrocellular densification

Parameter Unit Value

Operating frequency [MHz] 2100

Bandwidth, W [MHz] 20

Transmit power per macrocell sector [dBm] 43

BS antenna beamwidth, HPBWh/v [◦] Directional (65o/6o)

MS antenna type Halfwave dipole

BS antenna gain [dBi] 18

MS antenna gain [dBi] 2

BS antenna height, hBS [m] 42

MS antenna height, hMS [m] 2

Receiver noise figure [dB] 9

Receiver noise floor level, Pn [dBm] -92

Propagation environment Manhattan

Propagation model 3D ray tracing

Building dimensions [m] 110×110

Building height [m] 40

Street width [m] 30

Indoor layout Open office

Outdoor-to-indoor wall penetration loss [dB] 25
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densification. ISD 170 m represents an extreme deployment scenario, wherein the

macrocell sites are deployed on top of every buillding.

General simulation parameters

The rest of the simulation parameters are gathered in Table 3.2. Typically for LTE

based macrocells, the transmit power ranges from 43-48 dBm (i.e., 20 - 60 W) [106].

The antennas are modeled using (2.9) and (2.10). Each sector of a 3-sectored macrocell

site uses a directional antenna with 65o horizontal beamwidth, 6o vertical beamdwidth

and a gain of 18 dBi, taken from [92]. Hence, the effective isotropic radiated power

(EIRP) in the maximum antenna gain direction is 43 dBm + 18 dBi = 61 dBm.

3.1.2 Capacity efficiency analysis

Methodology for capacity efficiency analysis

This section expands on the analysis methodology and capacity efficiency metrics

described in Chapter 2.

In a homogeneous deployment scenario, the SINR, at a j th receiver point (both

outdoor and indoor) is calculated using the following relation:

Γj =
Sj∑

j 6=i

Ii + Pn

(3.3)

where Sj is the received signal power of the center cell site at j th receiver point.
∑
j 6=i

Ii

is the sum of the received powers from all the other cells acting as interferers at j th

receiver point, and Pn is the noise floor level which includes the noise figure of the

receiver as well.

In a multi-cellular scenario, a cell having the strongest signal level is considered as

the serving cell and the rest are treated as interferers. For a set of i cells reachable at

the j th receiver, the best serving signal can be found, mathematically, as following:

Sj = arg max
i

(Prij) (3.4)

where Prij is the received power from the i th cell at the j th receiver.
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Figure 3.2 10th percentile (cell edge) values for (a) Coverage, and (b)
Signal-to-Interference Noise ratio, for pure macrocellular deployment with different
cell densities. The black dashed line in (a) indicates the thermal noise floor at -92
dBm.

Capacity efficiency results and analysis

The general target of radio network planning is to design a network that provides

sufficient coverage and maximizes overall capacity of the network with minimal costs.

One of the most obvious methods for enhancing the network capacity is to increase

the number of cells. However, the achievable average SINR values that eventually de-

fine the capacities (or ’cell spectral efficiency’) in the cell level depend heavily on the

network configuration. In this section, the results from the simulations, in terms of

coverage, radio channel conditions and capacity, are analyzed and discussed. From

the overall cell site capacity perspective, the improvement in the cell edge performance

is of significance, as these regions, due to being away from the serving base station,

experience worse radio propagation conditions. The improvement in the cell edge

conditions can be achieved with a proper radio network deployment that eventually

minimizes the inter-cell interference caused by the overlap between adjacent or neigh-

boring cells, hence resulting in higher average cell level capacity.

Fig. 3.2 shows the statistical 10th percentile values for the received signal lev-

els (i.e., coverage) and SINR, respectively, for the outdoor and different indoor floor

levels. The x-axis indicates the cell density per km2 and y-axis the corresponding re-

ceived signal strength [dBm] or SINR [dB]. For analysis, the indoor floor levels have

been grouped into three classes; the bottom floors, middle floors and the top floors.

The bottom floors bar presents the average of the 10th percentile values on the 1st
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and the 2nd floor, the middle floors bar indicate the average of the 10th percentile

values on the 4th and the 5th floor, while the top floors bar shows the average of the

10th percentile values on 7th and 8th floor. From Fig. 3.2a it can be seen that the

outdoor receiver points experience quite high signal levels from the very beginning

as compared to the indoor floors. The received signal levels are relative to receiver

noise floor level which is at -92 dBm (as shown by the dashed line). For less densified

configurations, the receiver points in the lower floors experience high signal losses as

compared to ones on the top floors. However, as a result of densification of the net-

work, the overall coverage levels start to improve. The improvement in the coverage

level comes from the deployment of more base stations together with antenna down

tilt that results in smaller cell sizes, thereby reducing the path losses. Subsequent

densification of the network does not bring any further improvement in the indoor

coverage, while the outdoor receiver points experience a moderate improvement in the

average signal levels. In the extreme case of 120 cells/km2 (or average ISD of 170 m),

the average signal levels saturate for receivers in outdoor and top floors, whilst the

signal levels in the middle and lower floors start to experience coverage limitations.

This is due to very high antenna tilt angles that cause signal losses in the lower floors.

Fig. 3.2b shows the 10th percentile values i.e., the statistics from the cell edge, for

SINR in outdoor and indoor environment for different cell densities. Although the

coverage conditions on the top floor are better than in the middle and lower floors, the

SINR performance degrades quite abruptly on top floor as the cell density increases.

This is due to the rising interference conditions that become more prominent on the

top floors as the network is densified. On the other hand, as a result of coverage im-

provement, the radio conditions in the lower and middle floor improve slightly when

the network is densified to the level of 5 cells/km2 (or average ISD of 828 m). For more

densified configurations, lower and middle floors start to become coverage and clearly

interference limited. Table 3.3 provides the 10th percentile values for the cell spectral

efficiency versus cell densities, for the outdoor and different indoor floor levels. The

SINR values under the dominance area of the center site are directly mapped to the

cell spectral efficiency. In a full load condition, the cell efficiency is shown to decrease

as the network is densified. Initially (3.8 cells/km2), the cell edge spectral efficiency

is at the level of 0.84 bps/Hz and reduces to the level of 0.49 bps/Hz (42 % reduction)

for outdoor locations when network is densified to the level of 120 cells/km2. For

the indoor floor levels, the overall cell edge efficiency is higher on the middle and

top floors as compared to the lower floor levels and even outdoor location. However,

as the network is densified to 120 cells/km2, the cell spectral efficiency reduces to

approximately 0.27 bps/Hz (70 % reduction) on all the floor levels.
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Table 3.3 Cell edge (10th percentile) capacity [bps/Hz] performance of pure macro-
cellular densification

Cell spectral efficiency [bps/Hz]
d̄site ρcell Outdoor

Bottom Middle Top
[meters] [Cells per km2] floors floors floors

960 3.8 0.84 0.76 0.96 0.98
828 5.1 0.84 0.97 1 0.88
593 9.9 0.92 0.88 0.86 0.75
297 39.3 0.88 0.75 0.73 0.47
170 119.9 0.49 0.26 0.27 0.28

Table 3.4 Average cell and network area spectral efficiency for different ISDs

η̄cell η̄area
[bps/Hz] [bps/Hz/km2]

d̄site ρcell Outdoor Indoor Outdoor Indoor
[meters] [Cells per km2]

960 3.8 2.7 2.67 15.1 14.96
828 5.1 2.65 2.61 22.42 22.06
593 9.9 2.57 2.05 36.05 28.74
297 39.3 2.09 1.99 92.81 88.06
170 119.9 1.65 0.88 289.2 153.9

The higher degree of resource reuse due to denser deployments results in an in-

crease of the network area spectral efficiency as shown in Table 3.4. The impact of

outdoor and indoor location on the network spectral efficiency is observed to be quite

marginal in the beginning (ISD of 960 m and 828 m), but as the network is densified,

the difference in the network capacity gain starts to become more visible. For the

cell spectral efficiency, the effect tends to get more recognizable when the network is

densified beyond the level of 5 cells/km2 (or average ISD of 828 m). This is attributed

to the deteriorating indoor coverage, mainly on the bottom floors, which negatively

affects the indoor radio channel conditions (SINR).

In mobile communications industry, it has been widely speculated that around

60-85% of the overall network traffic originates from indoor users [107]. Hence, to

properly dimension its network a mobile operator has to consider service provisioning

from the indoor perspective. However, the results indicate that macrocellular net-

work densification in urban Manhattan environment clearly suffers from inefficiency

indoors. If the radio network planning target is limited to coverage provisioning for

outdoor users only, the densification efficiency is higher (as shown in Table 3.4). On
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Figure 3.3 Relative network area efficiency (blue line) and average cell efficiency
(green line) vs. relative cell density (the dashed line indicate a linearly increasing
network spectral efficiency curve in an ideal case).

the other hand, if networks are planned for indoor coverage (as in practice), the

efficiency is clearly lower. To illustrate this for a practical outdoor/indoor user dis-

tribution, Fig. 3.3 shows the capacity analysis in a slightly different way, where the

relative network area spectral efficiency for a network with different cell densities per

km2 has been depicted. The network capacity values are relative with respect to

nominal site density (3.8 cells/km2). The dashed line illustrates 100 % densification

efficiency (ρeff ) line, whereas the solid line shows the improvement of the network

area spectral efficiency for 20/80 % outdoor/indoor receiver point distribution. For

less densified configuration, there can be observed a linearly increasing trend in the

network spectral efficiency. The densification efficiency is still roughly 0.8 for 9.9

cells/km2 (or average ISD of 597 m). However, beyond that point the efficiency

can be observed to deteriorate significantly due to increase of inter-cell interference

resulting from network densification, and abruptly drops down to 0.38 (62 % degra-

dation) for 119.9 cells/km2 scenario. These results clearly illustrate the inefficiency

of macrocellular network densification with a more practical user distribution.
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3.1.3 Energy efficiency analysis

Power consumption model for Macrocell base station

For evaluating the energy efficiency of different levels of macrocellular densification,

a correct estimation of area power consumption is imperative which depends on the

acurate modeling of the power consumption of an individual base station. The power

consumption model for macrocellular base station, proposed in [85], considers the

impact of external and internal components of the base station power consumption

while at the same time also taking into account the impact of hourly network load.

As such the power consumption of a macro base station site, PMacro
BS , is given by:

PMacro
BS [W] = Pconst + Pload · F (3.5)

where Pconst is the total load-independent power contribution stemming from recti-

fier, PRect, microwave link for backhaul connectivity, PMLink, and site air conditioning

unit, PAir−Cond, as given in (3.6). Pload, in turn, is the total load-dependent power

consumption share stemming from power amplifier, PAmp, transceiver, PTRX , and

digital signal processing units, PDSP , as given in (3.7). F is the load factor, varying

between 0 (no load) and 1 (high/peak load). As the network is assumed to be oper-

ating at full load, i.e., all the base stations transmitting at full power, therefore F is

assumed to be 1.

Pconst [W] = (nsect · PRect) + PMLink + PAir−Cond (3.6)

Pload [W ] = nsect · [PAmp + PTRX + PDSP ] (3.7)

In general, the contributions of PAmp, PTRX and PRect scale with the number of

sectors, nsector, per base station site. The power consumption of the power amplifier,

in turn, depends mainly on the input power requirements of the antenna, PTX and

the power amplifier efficiency, ηAmp, and can be modelled and evaluated as:

PAmp =
PTX

ηAmp
(3.8)

Table 3.5 summarizes the input parameters for the macro base station power con-

sumption model. The parameters are approximate values taken from [85], except for

power amplifier efficiency. With the advancements in power amplifier (PA) technolo-

gies e.g., Doherty PA with advanced signal conditioning algorithms, PA efficiencies

in the range of 35 % to 65 % can be achieved when the network is operating in full
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Table 3.5 Input parameters for the macrocellular BS power consumption model

Component/Equipment Unit Value

Number of sectors, 3

Transmit power at the antenna [Watts] 20

Power consumption of DSP card [Watts] 100

Power Amplifier efficiency [%] 45

Power consumption of Transceiver [Watts] 100

Power consumption of Rectifier [Watts] 100

Power consumption of Air-conditioning unit [Watts] 0

Power consumption of Microwave-Link unit [Watts] 80

load, as reported e.g. in [56, 108, 109], hence, a 45 % PA efficiency is asumed in the

analysis. Moreover, new outdoor pole mounted BTS’s are also making their way into

the markets, which don’t require power consuming air-conditioning [110]. Hence, a

0 Watt contribution is assumed from the air conditioning unit in this study. Based

on the parameters in Table 3.5, the total power consumption of a macro base station

can be evaluated yielding approximately 1113 W (∼ 1.11 kW). It is emphasized over

here that many legacy macro-base stations can have still substantially higher total

power consumption values, but the focus here is primarily on modern higher-efficiency

equipment to understand the energy behavior of macro densification in the future.

Energy efficiency results and analysis

The power consumption per km2 increases with the increase in the cell density over

an area. This is because the area power consumption depends on the coverage area

of the base station. Using the input parameters from Table 3.5, the energy efficiency

of macrocellular deployment with varying cell densities have been calculated using

(2.5). Table 3.6 gives the area power consumption of pure macrocellular deployment

with different cell densities. As one can note from the results, the power consumption

per km2 increases with the increase in the cell density. In other words, densification

of the network leads to increased power consumption per area proportionally with

the increase in number of base stations. By densifying the network, the spectrum

resources are reused more frequently, which thereby improves the network area spec-

tral efficiency. However, looking at the impact of site densification on the energy

efficiency of the network, as shown in Fig. 3.4, it is noted that although increasing

the number of bps/Hz/km2, the energy needed to transmit 1 bps/Hz also increases as

the network is densified, especially in the indoor environment. Considering the initial
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Table 3.6 Area power consumption of pure macrocellular deployment over different
ISDs

ISD ρcell Pkm2

[meters] [Cells per km2] [kW/km2]

960 3.8 1.4
828 5.1 1.9
593 9.9 3.7
297 39.3 14.5
170 119.9 44.4
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Figure 3.4 Energy efficiency [bps/Hz/kW] of pure Macrocellular network densifi-
cation.

case of 3.8 cells/km2 (ISD 960 m), where the average network area spectral efficiency

is almost the same for both outdoor and indoor environment. In this case, the total

power consumed per km2 is approximately 1.4 kW, which leads to energy efficiency of

approximately 10.8 bps/Hz/kW for outdoor and 10.7 bps/Hz/kW for indoor environ-

ment. Upon decreasing the inter-site distance to 828 m (i.e., 5.1 cells/km2), a slight

improvement can be observed in the energy efficiency (11.8 bps/Hz/kW for outdoor

and 11.6 bps/Hz/kW for indoor). This improvement comes from the fact that in the

initial stages of densification, the macrocellular network is slightly coverage limited.

Hence, by densifying the network, the coverage levels improve in both outdoor and

indoor environment, thereby improving the radio channel conditions and hence per-

mitting higher cell spectral efficiency. Subsequent densification down to ISD 593 m
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Table 3.7 CAPEX and OPEX costs for macrocellular base station deployment

CAPEX (Initial costs) Macrocell BS

Base station equipment 10 kAC

Site deployment cost 5 kAC

Total CAPEX 15 kAC

OPEX (Running costs) Macrocell BS

Site rent (lease) 5 kAC/year

Leased Line rent (backhaul) 2.25 kAC/year

Operation and Maintenance 5 kAC/year

Total OPEX 12.25 kAC/year

and 297 m starts to degrade the energy efficiency performance as the network becomes

more and more interference limited. The impact of degradation is more visible in the

indoor environment due to relatively low rate of spectral efficiency improvement as

compared to the outdoor environment. Eventually, when the network is further den-

sified to an extreme case (ISD 170 m case or 120 cells/km2), given approximately

32 times more cells/km2 as compared to initial ISD 960 m case, the area power con-

sumption increases also increases proportionally (i.e. 32 times more). However at this

stage, a slight improvement in the outdoor energy efficiency can be observed, but for

the indoor environment the degradation in the energy efficiency performance extends

even further. The reason is attributed to the indoor capacity inefficiency at this level

of densification which is not able to offset the high area power consumption.

3.1.4 Cost efficiency analysis

Table 3.7 gives the various cost items related to CAPEX and OPEX and their approx-

imate values for macrocell cell site taken from [64,111]. Using the cost values in Table

3.7, the total cost for a 3-sectored macrocellular base station in NPV is estimated to

be 104 kAC, using (2.8).

The cost efficiency analysis results for different macrocellular cell densities are shown

in Fig. 3.5. As evident, the total cost of deployment per km2 increases as the base

station density increases. However, the important metric to investigate is not the ag-

gregate cost but the cost per bit efficiency, i.e., the relative gain that can be achieved

from densification. In other words, the question is whether the macrocellular densifi-

cation can provide decent capacity gain to offset the incurred cost of deployment and

hence bring down the cost per bit to make macrocellular densification a viable business
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Figure 3.5 Cost efficiency [bps/Hz/kAC] of pure macrocellular network densification.

case for investment?

In general, looking at the cost efficiency trend in Fig. 3.5, it can be seen that it

follows the energy efficiency performance pattern. In the initial stages (increasing

the cell density from 3.8 to 5.1 cells/km2), there is a slight improvement in the cost

efficiency performance for both outdoor and indoor environment. However, further

densification not only degrades the cost efficiency performance but also the difference

between outdoor and indoor environment starts to become more noticeable. This is,

as mentioned previously, attributed to the inefficiency of pure macrocellular network

densification in the indoor environment. As evident from (2.7), the cost efficiency

depends on the area spectral efficiency. Hence, the more the network is densified, the

smaller capacity gain in the indoor environment is achieved due to capacity ineffi-

ciencies associated with macrocellular densification strategy. This in turn results in

higher cost per bit. For the outdoor environment, increasing the base station density

to the extreme case (i.e., 120 cells/km2) results in relatively higher area capacity gain

than the indoor environment, which results in slightly improved cost efficiency. How-

ever, the efficiency still lags behind the cost efficiency of ISD 960 m. Hence, it can

be concluded that the pure macrocellular densification suffers from cost inefficiency

especially in indoor environment in dense urban area.
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3.2 Microcellular Densification

Microcells have been a popular choice among mobile operators as a cost effective

means of overcoming the capacity demand in their networks. Microcells are small

base stations, mounted below the roof top level (e.g., 5 to 10 m above the ground),

with a coverage radii smaller than the one of macrocell. Traditionally, they have been

used to complement the macrocellular layer, by offloading the traffic in hot spot areas.

In the previous section it was shown that the densification of macrocellular networks

suffer from network area capacity saturation in dense urban environment, especially

in indoors. This is due to very high levels of interference originating from the neigh-

boring sites as they come closer together (reduced intersite distance). Microcells are

thus identified with the technical solutions proposed to cope with the aforementioned

problem. Bringing the base station antenna down below the average roof-top level can

help reduce the overall interference, as the surrounding environment acts as a shield

by limiting the propagation. Although, microcells allow for much tighter reuse scheme

than macrocells, their performance is still limited by co-channel interferers mostly in

LOS (line of sight) streets. Moreover, in urban environment, the signal originating

from a cell site might leak and cause interference into neighboring non-LOS streets

due to so called tunneling effect. Hence, proper cell planning is required to overcome

this problem and increase the overall capacity performance of the system.

In this section, the downlink performance of microcellular network densification is

investigated, in a full load condition. The section starts by outlining the deployment

cell plans for microcells in urban type of environment. The different cell plans are

based on microcellular inter-site distances (network densification) and site location.

Next, the analysis methodology and general simulation parameters are described fol-

lowed by results and analysis of microcellular densification.

Microcellular deployment cell plans

For microcell site deployment, the symmetric cell plans, full block and half block

proposed in [112], have been used as the basis and further extended. Depending

upon the site placement, the cell plans are classified into two groups; square cell plans

and rectangular/linear cell plans. In the square cell plan, the sites are placed at the

intersection of two streets, whereas in the linear cell plan, the sites are located in

between two buildings, hence the overall LOS interferers are reduced as depicted in

Fig. 3.6.

Based on the intersite distance (ISD), the square cell plans are categorized as:
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Table 3.8 Cell plans and corresponding ISDs, Site areas and Site densities.

Cell plan d̄site[m] Acell[km2] ρcell[per km2] Interfering tiers

Full square 280 0.0392 26 3

Half square 140 0.0196 51 6

Quarter square 70 0.00751 129 9

Linear-A 189.5 0.0196 51 3

Linear-B 119.5 0.0098 102 6

• Full square (FS) cell plan; A single sector site is placed at every second street

intersection. Furthermore, each site covers one full building block in all four

directions along the street (Fig. 3.6a).

• Half square (HS) cell plan; A single sector site is placed at every street inter-

section. Each site covers half of a block in all four directions along the street

(Fig. 3.6b).

• Quarter square (QS) cell plan; This is the densest layout which is a combination

of Half square cell plan and Linear-B cell plan, which is introduced next. In this

cell plan, a site is placed at every intersection and also between two intersections

(Fig. 3.6c).

whereas, the rectangular/linear cell plans, based on the ISD, are categorized as:

• Linear-A (Lin-A) cell plan; This cell plan is more or less the same as Full square

cell plan, where a site is located at every other block, but with the only difference

that instead of being located at the intersection, the site is placed between two

intersections (Fig. 3.6d).

• Linear-B (Lin-B) cell plan; This is the more dense layout in linear cell plans

where a site is located at every block and between two intersections (Fig. 3.6e).

Table 3.8 lists the average inter-site distance (ISD) and the corresponding cell areas,

cell densities per km2, and the number of co-channel microcell interfering tiers con-

sidered in the simulations. The cell density depends upon the average ISD (d̄site),

which further specifies the dominance area of a cell. The dominance area is defined

as the region where a serving cell provides highest signal level as compared to the rest

of the cells, see (3.4).
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(a) (b)

(c)

(d) (e)

Figure 3.6 Manhattan grid city model (aerial view). (a) Full square cell plan, (b)
Half square cell plan, (c) Quarter square cell plan, (d) Linear-A cell plan, and (e)
Linear-B cell plan. The shaded region is the dominance area of the middle site which
is considered for statistical analysis. The circular dots indicate the site locations.
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Analysis methodology and simulation parameters

Due to homogeneity of the environment, the receiver points from the dominance area

of the center cell site have been considered for statistical analysis and then normalized

to 1 km2 area. However, for the Quarter square cell plan, the propagation environment

for sites located at the intersection is different than for the sites located between the

intersection. Hence, for the analysis of Quarter square cell plan, the combined average

statistics from the dominance region of middle site located at the intersection and the

site located between two intersections is considered, as shown by the colored boxes

in Fig. 3.6c. The methodology for calculating the capacity-efficiency of microcellular

deployments is the same as that of homogeneous macrocellular deployments, described

in Section 3.1.2.

Table 3.9 gathers the general list of simulation parameters specific to microcellular

deployment. The microcells are deployed at street level at a height of 10 m above

the ground. Moreover, all of the sites utilize an Omni-directional antenna with 1.8

dBi gain. Note that the effective isotropic radiated power (EIRP) in the maximum

antenna gain direction is 34.8 dBm (33 dBm + 1.8 dBi = 34.8 dBm).

3.2.1 Capacity efficiency analysis

In this section, the results from the simulations in terms of coverage, radio channel

conditions (SINR) and capacity are analyzed and discussed. It is pertinent to mention

over here that all the results and analysis in this section are based on the performance

metrics defined in Chapter 2 and elaborated in Section 3.1.

Fig. 3.7 shows the statistical 10th percentile values for the received signal lev-

els (i.e., coverage) and SINR, respectively, for the outdoor and different indoor floor

levels. The x-axis indicates the cell density per km2 and y-axis the corresponding

Received Signal Strength [dBm] or SINR [dB]. For analysis, the indoor floor levels

have been grouped into three classes; the bottom floors, middle floors and the top

floors. The bottom floors bar presents the average of the 10th percentile values on 1st

and 2nd floor, the middle floors bar indicate the average of the 10th percentile values

on 4th and 5th floor, while the top floors bar shows the average of the 10th percentile

values on 7th and 8th floor.

From Fig. 3.7a, it can be seen that the outdoor receiver points experience quite

high signal levels as compared to the indoor receivers, for all of the layouts. The black

dotted line indicates the receiver noise floor level at −92 dBm. Unlike macrocellular

deployment, the receiver points on the top floors experience lowest signal levels as

compared to the rest of the floors. This is due to lower microcellular antenna height
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Table 3.9 General microcellular simulation parameters.

Parameter Unit Value

Operating frequency [MHz] 2100

Bandwidth, W [MHz] 20

Transmit power per microcell base station [dBm] 33

BS antenna type Omni-directional

BS antenna beamwidth, HPBWh/v [◦] 360o/90o

BS antenna gain, Gm [dBi] 1.8

MS antenna type Halfwave dipole

MS antenna gain [dBi] 2.2

BS antenna height, hBS [m] 10

MS antenna height, hMS [m] 2

Receiver noise figure [dB] 9

Receiver noise floor level, Pn [dBm] -92

Propagation environment Manhattan

Propagation model 3D ray tracing

Building dimensions [m] 110×110

Building height [m] 40

Street width [m] 30

Indoor layout Open office

Outdoor-to-indoor wall penetration loss [dB] 25

which reduces the EIRP in the direction of top floors. In the square cell plans, as the

network is densified from FS Omni (26 cells/km2) to QS Omni (129 cells/km2), a

slight improvement of approximately 2-3 dBs can be noticed, mostly on the bottom

and middle floors. The improvement in the coverage level comes from the deployment

of more base stations which results in smaller cell sizes, thereby reducing the path

losses. The effect of site densification, on the indoor coverage levels, is observed to be

quite marginal in the linear cell plans in the top floors, while the bottom and middle

floors experience some improvement.

Fig. 3.7b presents the 10th percentile values, i.e. the statistics from the cell edge,

for SINR in outdoor and indoor environment for different cell plans. Negative SINR

values can be observed for both outdoor and indoor receiver points for all the layouts.

This is due to the high interference levels from the co-channel cells at the cell border

region. As the network is densified, the SINR performance degrades even further. In

comparison with square cell plans, the linear cell plans provide better SINR perfor-
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Figure 3.7 10th percentile (cell edge) values for (a) Coverage, and (b)
Signal-to-Interference Noise ratio (SINR), for pure microcellular deployment with
different deployment cell plans. The black dashed line in (a) indicates the thermal
noise floor at -92 dBm.

mance by limiting the overall interferers. For the same cell density of 51 cells/km2,

the Linear-A cell plan exhibits much better SINR performance, both outdoor and in-

door, as compared to Half square cell plan. Hence, site placement play an important

role in determining the radio channel conditions at the cell edge. Table 3.10 maps the

10th percentile SINR values (at the cell border region) to the cell spectral efficiency

using basic shannon capacity theorem. As it is a direct mapping, the general trend

follows that of SINR performance.

Table 3.11 provides the combined overview of the average cell and network area

spectral efficiency, for the outdoor and indoor environments, for different cell plans.

In a full load condition, the cell efficiency is shown to decrease as the network is den-

sified. Initially for the FS cell plan (26 cells/km2), the cell spectral efficiency is at the

level of 0.9 bps/Hz for outdoor and 0.8 bps/Hz for indoor. This reduces to the level of

0.5 bps/Hz (44 % reduction) for outdoor locations and 0.4 bps/Hz (50 % reduction)

for the indoor locations when the network is densified to the level of 129 cells/km2

(QS cell plan). Similarly for the linear cell plans, the outdoor efficiency decreases

from 1.3 bps/Hz (51 cells/km2) to 0.9 bps/Hz (102 cells/km2), while for the indoor

the cell efficiency reduces to 0.7 bps/Hz from 1 bps/Hz (30 % reduction in both out-

door and indoor performance). Moreover, with a cell density comparable to that of

Half square cell plan (51 cells/km2), the Linear-A cell provides better cell spectral

efficiency, both outdoor and indoor, due to better interference shielding. Next, look-
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Table 3.10 Microcellular cell edge (10th percentile values) spectral efficiency for
outdoor and different indoor floor levels

Cell spectral efficiency, ηcell

[bps/Hz]

Cell layout

10th percentile

Outdoor Bottom Middle Top

floors floors floors

Full Square 0.46 0.44 0.44 0.4

Half Square 0.35 0.3 0.26 0.26

Quarter Square 0.23 0.18 0.17 0.15

Linear-A 0.54 0.55 0.48 0.47

Linear-B 0.4 0.3 0.3 0.26

Table 3.11 Average cell spectral and network area spectral efficiency for different
microcell layouts

η̄cell η̄area
[bps/Hz] [bps/Hz/km2]

Cell layout
ρcell Outdoor Indoor Outdoor Indoor

[Cells per km2]

Full square 26 0.9 0.8 23 20.4
Half square 51 0.7 0.5 35.7 25.5
Quarter square 129 0.5 0.4 64.5 51.6
Linear-A 51 1.3 1 66.3 51
Linear-B 102 0.9 0.7 91.8 71.4

ing at the network level capacity, the higher degree of resource reuse, due to denser

deployments, results in an increase of the area spectral efficiency. It is interesting to

note that due to strategic placement of the microcells, the Linear-A cell plan offers

slightly higher outdoor network capacity and comparable indoor network capacity

with 60 % less cells as compared to QS cell plan. However, in case of both square cell

plans and linear cell plans, the indoor network area capacity is lower than outdoor ca-

pacity mainly due to associated coverage limitation on the top floors. In other words,

densifying the microcell network helps in increasing the indoor network area capacity

but not in direct proportion to cell density, as observed in outdoors. Hence, similar

to a pure macrocellular deployment, it is concluded that homogeneous microcellular

network densification also suffers from inefficiency and coverage problems especially

in urban indoor environment.
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Table 3.12 Area power consumption and energy efficiency for different microcell
layouts

Eeff

[bps/Hz/kW]

Cell layout
ρcell Pkm2

Outdoor Indoor
[Cells per km2] [kW/km2]

Full square 26 3.9 5.9 5.1
Half square 51 7.7 4.7 3.3
Quarter square 129 19.4 3.3 2.7
Linear-A 51 7.7 8.6 6.6
Linear-B 102 15.3 6 4.7

3.2.2 Energy efficiency analysis

Power consumption of microocell base station

The power consumption for microcell base station can be calculated using similar

model used for macrocellular base station proposed in [85]. However, the input pa-

rameters given therein, for calculating the power consumption of a microcell base

station, results in higher power consumption value than what is reported in the re-

cent datasheets of different network vendors [113,114], typically between 100 - 220 W

for a 30 dBm transmit power base station. Thus, to avoid any bias, the power con-

sumption of the micro base station in the analysis is assumed at 150 W.

Table 3.12 gives the area power consumption and energy-efficiency of pure mi-

crocellular deployments with different cell plans. The area power consumption values

have been mapped to corresponding energy efficiency values using (2.5). Looking at

the energy-efficiency performance of square cell plans, the efficiency decreases, both

in outdoor and indoor, as the network is densified. The reason is attributed to the

high interference levels which decrease the average cell level capacities as the sites

are brought closer together. Same trend is observed for Linear cell plans. However,

in comparison, the Linear cell plans still offer relatively better outdoor and indoor

energy-efficiency performance than square cell plans due to better strategic location.

3.2.3 Cost efficiency analysis

Cost structure of microocell base station

Table 3.13 gives the various cost items related to CAPEX and OPEX and their

approximate values for deploying a microcell site. For microcells, the comparatively

low price tag comes from the fact that due to small size factor and smaller coverage
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Table 3.13 CAPEX and OPEX costs for microcellular base-station

CAPEX (Initial costs) Microcell BS

Base station equipment 2.5 kAC

Site deployment cost 0.5 kAC

Total CAPEX 3 kAC

OPEX (Running costs) Microcell BS

Site rent (lease) 1 kAC/year

Leased Line rent (backhaul) 2 kAC/year

Operation and Maintenance 1.5 kAC/year

Total OPEX 4.5 kAC/year

footprint, the low-power radio implementation eliminates most of the equipment cost

that are considered for macrocellular cell site. Hence, the cost of microcell is assumed

to be 1/4 of macrocell base station cost. Further, as microcells are intended to be

deployed on lamp posts or building walls etc., signficant cost savings can be achieved

as compared to macrocells which usually require construction of large masts etc.

Based on the cost values given in Table 3.13, the total cost for an omni-directional

microcellular base station in NPV is estimated to be 32 kAC, using (2.8).

Table 3.14 gives the total area cost and cost-efficiency of pure microcellular

deployments with different cell plans. The cost-efficiency values have been computed

using (2.7). Looking at the overall cost-efficiency performance of square cell plans, the

general trend follows that of energy-efficiency pattern of microcellular deployments

examined in the previous section. The cost efficiency, observed for both outdoor and

indoor environment, decreases as the microcellular networks are densified. For the

outdoor environment, this is attributed to the rising interference levels as the sites

are brought closer together. For the indoor environment, the poor performance is due

to coverage limitation in the upper floor levels of high-rise buildings in dense urban

environment, arising mainly because of the street level deployment of microcells which

result in low antenna gains as the floor levels increase.

3.3 Macro-Micro Heterogeneous Network Deploy-

ment

As evident from the discussion in the previous sections, both homogeneous macro-

cellular and microcellular deployments suffer from poor indoor capacity efficiency, in



48 3. DENSIFICATION OF LEGACY DEPLOYMENT SOLUTIONS

Table 3.14 Total area cost and cost efficiency for different microcell layouts

Ceff

[bps/Hz/kAC]

Cell layout
ρcell Tcost/km2

Outdoor Indoor
[Cells per km2] [kAC/km2]

Full square 26 832 0.03 0.02
Half square 51 1632 0.02 0.01
Quarter square 129 4128 0.01 0.01
Linear-A 51 1632 0.04 0.03
Linear-B 102 3264 0.03 0.02

comparison to outdoor environment, mainly due to poor indoor coverage. In the pure

macrocellular deployment scenario the lower floors are coverage limited, while in the

microcellular deployments the higher floors experience poor coverage due to lower

height of microcellular antennas.

This section looks into heterogeneous co-channel macro-micro deployments as a

possible solution to overcome the indoor coverage problem inherent in homogeneous

legacy deployments. The performance of co-channel macro-micro deployment is eval-

uated, analyzed and contrasted against pure macrocellular and microcellular deploy-

ment specifically from the network densification point of view. Moreover, the analysis

in this section is based on the system model and methodologies covered in Section

3.1 and 3.2. The general simulation parameters for macro- and micro- cellular de-

ployments are kept the same except for the propagation model, which is based on

dominant path model (DPM) instead of 3D ray tracing (3D RT), which was used for

studies in the earlier sections.

In a co-channel macro-micro heterogeneous deployment scenario, the interference

conditions at the receiver point differs from homogeneous macro/micro deployment

scenario. Thus, for SINR calculations, two different cases are considered; (a) a receiver

point connected to a macrocell and, (b) a receiver point connected to a microcell. The

SINR in such a scenario is given by:

ΓMacro
j =

SMacro
j∑

i

IMacro
i,j +

∑
k

IMicro
k,j + Pn

ΓMicro
j =

SMicro
j∑

i

IMacro
i,j +

∑
k

IMicro
k,j + Pn

(3.9)
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where ΓMacro
j, and ΓMicro

j, are the SINR conditions experienced by the j th UE con-

nected to the macrocell and microcell, respectively. In both cases, the receiver point

is interfered by the corresponding co-channel macrocells and microcells.

For the purpose of comparison, the following deployment scenarios have been eval-

uated:

• Pure macrocellular deployment ; Starting with inter-site distance (ISD) of 593 m

(Macro 593), the network is densified to ISD 297 m (Macro 297).

• Pure microcellular deployment ; Starting with Full square cell plan (FS Omni),

the network is densified to Half square cell plan (HS Omni).

• Heterogeneous macro-micro deployment ; In this scenario, the macrocellular net-

work is jointly deployed with co-channel microcellular network. Initially, the

macrocells are deployed with ISD 593 m and the microcells are deployed using

Full square cell plan (Macro593+FS). The network is then densified at both

macro- and micro- layer, where the macrocell ISD is decreased to 297 m and

the microcells are brought closer to form Half square cell plan (Macro 297+HS).

Fig. 3.8 shows the performance comparison of heterogeneous and homogeneous

deployment solutions with different levels of densification. Starting with the cell edge

coverage performance (Fig. 3.8a), both outdoor and indoor coverage performance is

shown to have noticeable improvement in heterogeneous deployment scenario. The

improvement in the indoor coverage performance is attributed to the fact that the

top and bottom floors are being jointly serviced by macrocell and microcell sites

respectively. Next, coming to the cell edge SINR performance (Fig. 3.8b), the impact

of deploying co-channel macro-micro network does not bring any positive improvement

in the indoor radio channel conditions even though the indoor coverage conditions

improve. This is due to the fact that as both macro-and micro- layers are deployed in

co-channel configuration, the level of interference increases which negatively impacts

the SINR performance not only in the indoor environment but also in the outdoor

environment. The cell edge capacity efficiency (Fig. 3.8c) also follows the same trend

as it relates directly to the radio channel conditions. From the average cell spectral

efficiency point of view, in the intial deployment scenario (Macro593+FS), the outdoor

performance improves slightly as compared to the standalong Full square cell plan,

however, subsequent densification of macro-micro layer reduces the outdoor/indoor

cell level capacities due to rising co-channel interference. Finally, looking at the

network spectral efficiencies of different deployment scenarios, the dense macro-micro

deployment (Macro297+HS) offers better outdoor/indoor network capacity gains due-
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Figure 3.8 Performance comparison of homogeneous and heterogeneous deployment
scenarios.
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to higher spatial re-use.

3.4 Chapter Conclusions

This chapter examined the techno-economic feasibility of utilizing legacy deployment

solutions (macro-/micro-cellular technology) for fulfilling the exponentially rising ca-

pacity demand through network densification. The performance was evaluated and

analyzed based on: (i) homogeneous network deployment (pure macro- or micro-

cellular deployment) and (ii) heterogeneous network deployment (combined macro-

and micro-cellular deployment), with varying cell densities per km2.

In the homogeneous network deployment case, it is shown that under full load

condition, both macrocellular and microcellular deployments suffer from cell level ca-

pacity degradation as the network is densified. Furthermore, from the coverage point

of view, in a dense urban environment with high rise buildings, the macrocellular

densification suffer from poor indoor coverage mainly in the lower floor levels. This is

mainly caused by increasing antenna downtilting, to avoid, inter-cell interference, as

the cell sites are brought closer together. The coverage limitation, in part, affects the

attainable capacity in the indoor environment, which results in the indoor network

area capacity to saturate as the network is densified. In the microcellular deploy-

ment scenario, the top floor levels suffer from coverage limitation due to lower EIRP

and high path loss, resulting from street-level deployment of microcell sites. In both

macrocellular and microcellular deployment scenarios, densifying the network helps

in increasing the indoor network area capacity, even though the cell level capacity is

shown to degrade. However, the relative increase in the network capacity is not in

direct proportion to cell density, as in outdoor environment. From the energy and

cost-efficiency point of view, the poor indoor capacity performance has also a direct

impact on the energy and cost efficiency in both macrocellular and microcellular net-

works, as lower network area capacity in the indoor environment results in higher

energy consumption and cost per bit.

The heterogeneous network deployment or so called hierarchical cellular structure,

is shown to overcome the inherent indoor coverage problem of the homogeneous net-

work deployment, in urban areas with high rise buildings. The coverage levels improve

due to the fact that lower floor levels are served by street-level microcells, while top

floors are served by roof-top macrocells. Nevertheless, the hierarchical deployment of

macro-microcellular network deployment brings only slight improvement in the indoor

network area capacity. The increased interference levels from co-channel deployment

of macro- and micro-cells reduces the cell level capacities both in the outdoor and
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indoor environment, which limits the network level capacity gains. This can be im-

proved by utilizing advanced interference cancellation and mitigation techniques e.g.

base station coordination or beamforming etc.

As a bottom line, if the target of the operator is to provide only outdoor ser-

vice, the legacy deployment solutions might still be good and viable options option to

go with. However, for the indoor environment, where the capacity demand is expo-

nentially increasing, densification of outdoor legacy deployment solutions to extreme

levels, might not be feasible due to associated indoor network capacity in-efficiencies,

as already discussed in this chapter, coverage problems owing to high building pen-

etration losses in modern buildings, and also due to the zoning restrictions in some

regions. Addressing the rising indoor capacity demand is thus likely to require ded-

icated indoor deployments, e.g. indoor picocell or femtocells, that will provide local

indoor capacity within the network. Chapter 4 looks into the ultra-dense deployment

of indoor femtocells and evaluates the techno-economics feasibility of deploying such

extremely dense indoor networks for meeting the indoor capacity demands of the

future.



Chapter 4

Indoor Femtocell-based

HetNet Deployment Solutions

AS recently elaborated in e.g. [3–5], the amount of mobile data traffic is expected to

grow by a factor 1000 by the year 2020. Such massive mobile data growth can-

not be supported and delivered using traditional legacy deployment solutions (macro-

/micro-cellular networks) alone [4] but a heterogeneous network with multiple network

layers all the way down to pico and femto access points is likely to be deployed. This

poses also considerable challenges from radio network planning and operation perspec-

tives. Of particular importance is the ability to provide enhanced indoor coverage and

capacity as more and more of the mobile data is arising and consumed indoors [4,5].

Contemplating on the relative share of today’s indoor/outdoor data traffic, there

is a global consensus among mobile operators and wireless infrastructure vendors that

majority of the overall mobile data traffic, approximately 65-70 %, is generated by

indoor users [107]. Hence, it can be assumed that the indoor users generate significant

portion of mobile operators revenue. However, despite this fact, poor indoor cover-

age from outdoor deployments has been and still is the topmost complaint that the

mobile operators are struggling with [115]. Outdoor signals incur high losses when

penetrating into the indoor environment via external walls. Traditionally, the values

have been in the range of 5 dB - 15 dB, however, more recent measurement based

studies have reported building penetration losses up to 35 dB in modern construc-

tions [13, 14]. Apart from the capacity and coverage limitations, the Energy- and

Cost- inefficiencies associated with legacy outdoor deployment solutions, as observed

in Chapter 3, represents a key concern for mobile operators1. This necessitates a shift

from current Outside-In approach to a new deployment paradigm that puts more

1Recently, political initiatives have put strigent requirements on mobile operators to reduce
their CO2 emissions [11]. Also from the cost perspective, the energy consumption of the radio
access networks contribute significantly, towards mobile operator OPEX (operational expenditures).
Roughly 80 % of the energy consumed by the RAN comes from the base stations [10].

53
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focus on the service provisioning from indoor perspective. As such, indoor deploy-

ment of small cells has been identified as a cost-efficient solution that offers wireless

carriers a sustainable evolutionary pathway to meet the indoor capacity demands of

the future [79, 116]. An increasing trend among the operators opting for such small

cell deployments has been recently observed.

For the Beyond 4G (B4G) networks, the experts envision that in order to fulfill

the surging capacity demands of 1000x or more, an extremely dense network of small

cells in inevitable that provides seamless coverage and mobility, thus giving rise to

a concept known as DenseNets. Network densification, based on ultra-dense deploy-

ment of small cells, is being considered as one of the key flavors of the emerging 5G

cellular networks that will truly address the 1000x data challenge [79, 116]. A large

share of these deployments will be indoor, as this is the arena where majority of the

data traffic is believed to originate from in future. While the outdoor basic macro

layer is still always needed for high mobility outdoor users, such massive scale indoor

deployments may also shift the current Outside-In deployment strategy towards a

new paradigm based on Inside-Out approach where not only the indoor users but

potentially also some low-mobility outdoor neighborhood users can be served by in-

door base-stations [117]. Among other small cell solutions, femtocells are on the list

of candidate technologies that will enable successful realization of DenseNets. Indoor

femtocells access points (FAPs) are low power nodes, with very small coverage foot-

print, that use the conventional DSL connection as their backhaul. Due to being

located inside the buildings, they are well positioned for delivering proper indoor cov-

erage. However, because of the small coverage footprint, (typically 2-5 times smaller

foot-print than microcell and 10-15 times smaller than macrocells), a very dense de-

ployment of femtocells will be needed in order to have a ubiquitous indoor coverage.

Such dense deployment triggers cost and energy efficiency concerns for mobile oper-

ators.

This Chapter examines the techno-economical aspects of ultra dense network de-

ployment based on indoor small cell (femtocell) solution. The performance is eval-

uated in comparison with legacy deployment solutions (macrocell, microcell). The

impact of varying wall penetration losses on the performance of ultra dense small cells

in a suburban environment is investigated in Section 4.1. Section 4.2 examines the po-

tential of using indoor dense small cell deployments for indoor and indoor-to-outdoor

service provisioning in suburban and urban environment. Next, the techno-economical

comparison of ultra-dense small cell networks and legacy deployment solutions, for

indoor service provisioning, in a suburban environment is made in Section 4.3. Fi-

nally, the impact of small cell backhaul limitation on the overall capacity performance
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Suburban environment

 Two-storey town houses 

 House dimensions: 10 m x 10 m

    House height: 5 m

    Main street width: 15 m

    Street width (within block): 5 m

 20 houses per block

 Each house has a single 

femtocell AP (FAP)

 FAP density: 3125 FAPs/km
2

 WPL: 10/20/30 dB

Femtocell Access point (FAP)

Figure 4.1 Suburban scenario (aerial and 3D view) used in the analysis; the dotted
lines imply continuous blocks of houses. The femtocells are deployed inside each house
(dense deployment) and assumed to be on the first floor.

is examined in Section 4.4. All the results and analysis presented in this chapter are

based on the author’s work reported in [68,69,72].

4.1 Performance Analysis of DenseNets with Modern

Buildings

This section looks into the impact of modern buildings and their increased wall pen-

etration losses on three different mobile network deployment strategies, namely; (i)

pure macrocell deployment, (ii) pure femtocell deployment, and (iii) heterogeneous

co-channel macro-femto network deployment. The pure macrocellular deployment is

evaluated in order to compare the legacy deployment solution with small cells based

solution in a suburban enviroment.

4.1.1 System model and assumptions

Scenario description

The analysis is done in a general suburban locality with rectangular residential build-

ing blocks arranged in a grid pattern; see Fig. 4.1. A block consists of 20 town houses

and each house has dimensions of 10 m x 10 m, a height of 5 m and comprises of
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2 floors. The street width between two consecutive houses within a block is taken

to be 5 m, whereas the inter-block separation is 15 m. For the indoor floor plan, an

open space is assumed with no room partitions i.e. no hard obstructions for the signal

propagation except for the ceiling/floor and exterior walls, as shown in Fig. 4.1

Deployment strategies

• Macrocellular deployment ; The macrocells are deployed using a hexagonal lay-

out with an intersite distance (ISD or d̄site) of 1732 m, which is stemming

from 3GPP specifications for a suburban deployment [118]. Assuming a regu-

lar hexagonal cell, the dominance area of a cell, Acell is calculated using (3.1),

which in turn gives the cell density, ρcell, per km2. For an ISD of 1732 m, the

resulting macrocell density is approximately 3.5 cells/km2.

• Femtocell deployment ; A very dense deployment of indoor femtocell access

points (FAPs) is assumed wherein every residential house has a femtocell de-

ployed on the ground floor; see Fig. 4.1. Hence, the FAP density for the consid-

ered scenario is 3125 FAPs/km2. Moreover, the femtocells are assumed to be

operating in an OSG (open subscriber group) mode [119], in which a non-FAP-

member user equipment (UE) can also be connected to the FAP if it enters its

dominance area.

• Macro-Femtocell co-channel deployment ; This third strategy is basically the

combination of the previous two deployment strategies. The femtocells are

deployed within the dominance area of macrocells and both operate on the

same carrier (hence called co-channel deployment).

Wall and floor penetration losses

To account for the outdoor-to-indoor propagation loss, three different exterior wall

penetration losses (WPL) of 10 dB, 20 dB and 30 dB were considered. These values

have been selected to model the building penetration losses for both older and modern

constructions, for instance, a loss of approximately 5-15 dB has been observed for older

buildings, while for modern constructions the measured WPL range lies between 25-

35 dB, in the 2100 MHz band [14].

Typically, in macrocellular scenario, the effect of floor, in a two storey town house,

is almost negligible as the main mode of propagation is via external walls. However,

in the femtocell scenario, the floor penetration loss does have an effect on the upper

floor coverage. Hence, the floor penetration loss for a typical town house was taken
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Table 4.1 General simulation parameters of suburban macro/femto deployment
study

Parameter Unit Value

Operating frequency [MHz] 2100

Bandwidth, W [MHz] 20

Macrocell sites 19 sites (3.5 cells/km2)

Femtocells Access Points (FAPs) 1 FAP/house (893 cells/km2)

Transmit power [dBm] 43 (Macrocell sector), 20 (FAP)

BS antenna type Directional (Macro), Omni (FAP)

BS antenna beamwidth, HPBWh/v [◦] Directional (65o/6o),

Omni (360o/90o)

BS antenna gain, Gm [dBi] Omni (1.8), Directional (18)

UE antenna type Halfwave dipole

UE antenna gain [dBi] 2.2

BS antenna height, hBS [m] Macro (30), Femto (2)

UE antenna height, hMS [m] 2

Receiver noise figure [dB] 9

Receiver noise floor level, Pn [dBm] -92

Propagation environment suburban

Propagation model 3D ray tracing

Building dimensions [m] 10×10

Building height [m] 5

Indoor layout Open space

External wall penetration loss [dB] 10, 20, 30

to be 4 dB.

General simulation parameters

Table 4.1 gathers the list of general simulation parameters. The femtocells are as-

sumed to employ an omni-directional antenna, which is typically used in commercially

available FAPs. The effective isotropic radiated power (EIRP) in the maximum an-

tenna gain direction is 61 dBm (43 dBm + 18 dBi = 61 dBm) for macrocells and

21.8 dBm (20 dBm + 1.8 dBi = 21.8 dBm) for the FAPs. Moreover, to determine the

receiver thermal noise floor, a 20 MHz bandwidth is assumed (stemming from 3GPP

Long Term Evolution, LTE).
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ISD

Femtocell AP

Figure 4.2 Suburban scenario used in the analysis; the dotted lines imply continuous
blocks of houses. The red arrows indicate the orientation of the macrocell sectors (only
one tier of macrocells is shown, whereas the analysis considers two tiers of macrocell
interferers). The femtocells are deployed inside each house (dense deployment) and
assumed to be on the first floor.

4.1.2 Analysis methodology

This section expands on the analysis methodology and capacity efficiency metrics

described in Chapter 2. Due to homogeneity of the environment, only the receiver

points and femtocells falling within the dominance area of the center macrocell site

have been considered for statistical analysis and then normalized to 1 km2 area, as

shown in Fig. 4.2. Moreover, the distribution of receiver points across all the houses

(and floors) is uniform. Receiver spacing for outdoor is 5 m, while for the indoor the

spacing is 2.5 m.

As evident from (2.4), the cell/area spectral efficiency depends directly on the

distribution of SINR (Γ) within a cell area. The amount of interference a UE receiver

experiences at a given time is largely determined by the deployed network architecture.
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FAP
FAP Macrocell UE

Interfering signal

Wanted signal

Macrocellular site

FAP UE

Figure 4.3 Radio channel (interference) conditions experienced by UEs in a co-
channel macro-femto network (Other macrocell tiers not shown).
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Fig. 4.3 shows an example of UE interference conditions in a typical macro-femto

network architecture. Depending on the underlying deployment strategy, a UE may

experience interference from either co-channel macro layer, co-channel femto layer

or from both macro and femto layers. The mathematical expression for calculating

SINR (Γ) in each of the deployment strategy is given as follows:

Interference conditions; Macro-only deployment

In Macro-only deployment case, the UE experiences interference from other co-channel

macrocells. The SINR in such a scenario is given by:

Γj =
SMacro
j∑

i

IMacro
i,j + Pn

(4.1)

where SMacro
j is the received signal power of the serving macrocell at j th UE. IMacro

i,j

is the received power of the i th macrocell interferer at j th UE, and Pn denotes the

noise floor which includes also the UE receiver noise figure.

Interference conditions; Femto-only deployment

In femto-only deployment case, the UE experiences interference from other co-channel

femtocells. These are usually the femtocell access points deployed in the nearby neigh-

bouring houses or rooms (if multiple femtocell APs are deployed within a building).

The SINR in such a scenario is given by:

Γj =
SFemto
j∑

k

IFemto
k,j + Pn

(4.2)

where SFemto
j is the received signal power of the serving FAP at the j th UE. IFemto

k,j

is the received power of k th femtocell interferer at j th UE, and Pn denotes again the

effective noise floor.

Interference conditions; Macro-Femto deployment

For the co-channel Macro-Femto deployment scenario, two different UE cases are con-

sidered; (a) a UE connected to a femtocell and, (b) a UE connected to the macrocell.

In both cases the UE is interfered by other co-channel macro and femtocell transmit-



4.1. PERFORMANCE ANALYSIS OF DENSENETS WITH MODERN
BUILDINGS 61

ters. The SINR conditions experienced by a UE in such a scenario is given by:

ΓMacro
j =

SMacro
j∑

i

IMacro
i,j +

∑
k

IFemto
k,j + Pn

ΓFemto
j =

SFemto
j∑

i

IMacro
i,j +

∑
k

IFemto
k,j + Pn

(4.3)

where ΓMacro
j, and ΓFemto

j, are the SINR conditions experienced by the j th UE con-

nected to the macrocell and FAP, respectively. In both cases, the UE is interfered by

the corresponding co-channel macro- and femtocell transmitters.

4.1.3 Capacity efficiency analysis

In general, received useful signal power and SINR are the most important perfor-

mance indicators that provide primary information on how well a system/network is

performing under given radio channel conditions. From the overall cell site capacity

perspective, the performance at the cell edge is of significance as these regions, due

to being far away from the serving base station, experience worse coverage and radio

channel conditions. Hence, the focus in this subsection is first on the worst 10th per-

centile values, which represent the conditions at the cell edge regions, thus reflecting

the system coverage.

Fig. 4.4 shows the outdoor and indoor 10th percentile values for a) received signal

power (i.e., coverage) and b) SINR, for the three deployment strategies under different

external wall penetration losses. The x-axis indicates the wall penetration loss [dB],

and y-axis the corresponding received signal power [dBm] or SINR [dB]. Starting with

the coverage analysis (Fig. 4.4a), it can seen that for Macro-only outdoor scenario, the

coverage improves slightly as the external wall penetration loss increases from 10 dB

to 20 dB. This is due to more signal power being reflected back into the street than

being allowed to penetrate inside the house/building. Subsequent increase in WPL,

however, brings no improvement. For the Macro-only indoor coverage, the result is

quite consistent i.e., increase in WPL results in the signal being attenuated more as

it penetrates into the indoor environment. At 30 dB WPL, the cell edge houses suffer

heavy coverage limitation in the Macro-only strategy.

Coming next to the femto-only strategy, the outdoor coverage is much better than

Macro-only strategy (∼16 dB higher received signal level) in the 10 dB WPL sce-

nario. The reason can be attributed to very dense deployment of FAPs, which results
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Figure 4.4 10th percentile (cell edge) values for (a) Coverage, and (b) Signal-
to-Interference Noise ratio, for different deployment strategies and wall penetration
losses. The red line in (a) indicates the thermal noise floor at -92 dBm

in outdoor UEs being served by the nearby FAPs from the indoor locations. For the

20 dB and subsequent 30 dB WPL values, the outdoor coverage level of femto-only

deployment strategy drops below that of Macro-only deployment strategy because

the femto AP signals penetrating outside experience higher and higher attenuation

from the external wall. For the indoor environment, the WPL does not have any

impact on the indoor coverage, as the FAPs are located inside the houses/buildings

and within close vicinity of the UEs, resulting in high average received signal powers

(approximately -35 dBm, irrespective of WPL) due to low path loss. In the co-channel

Macro-Femto deployment strategy, for the lower 10 dB WPL value, the outdoor UEs

are served by the strong nearby femtocell AP but for 20 dB and 30 dB WPL values,

the macro signal level is stronger and thus the UEs are served by the macro-layer.

The indoor UEs at the cell edge are always served by the indoor FAP due to stronger

signal power received from the FAP.

The corresponding radio channel conditions in terms of SINR for all three deploy-

ment strategies in different wall penetration loss scenarios are shown in Fig. 4.4b. In

Macro-only deployment strategy, the WPL does not affect the outdoor performance

much. For all three WPLs, the SINR is below 0 dB at the cell edge. For the indoor

environment, in the initial 10 dB WPL scenario, the radio channel conditions are

actually slightly better than in outdoor environment, primarily due to better inter-

ference shielding from other co-channel macrocells. However, as the wall penetration
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loss is increased to 20 dB and onwards up to 30 dB, the radio channel conditions start

to degrade due to coverage limitation in the indoor environment. This implies that

for providing adequate coverage at the cell edge, and if only macro-layer is deployed

for service provisioning, the macrocell sites need to be either densified substantially

or the height of the macrocell sites needs to be increased for improving path loss

and thereby the indoor coverage. These options are both very costly and difficult to

realize, hence already motivating towards indoor femto deployments.

Examining next the femto-only strategy, the outdoor radio channel conditions

seem to suffer from severe interference from the neighbouring FAPs and the SINR

performance starts to degrade as the WPL increases, due to decreasing signal strength

from the indoor FAPs (see Fig 4.4a). However, for the indoor performance, the WPL

actually favors the FAPs by making them more isolated from co-channel neighbouring

femto APs. The higher the wall attenuation, the better the femtocells are isolated,

which results in increased indoor SINRs.

In the two-tier Macro-Femto deployment case, the outdoor SINR performance is

at the level of Femto-only deployment, however as the WPL increases, radio chan-

nel conditions start to improve due to better coverage conditions at the cell edge.

Comparatively, the SINR level lies below Macro-only deployment strategy for 30 dB

WPL scenario even though the UEs in both strategies experience the same coverage

conditions as shown in Fig. 4.4a. This is because of the additional interference that

the outdoor UEs experience from the nearby indoor FAPs in case of Macro-Femto

network. The same phenomenon of additional interference is also observed by the

indoor UEs which are served by the indoor FAPs. The additional interference from

the co-channel macro-layer results in degradation of the SINR performance in the

indoor environment. However, the increasing wall penetration loss somewhat helps

in isolating the femtocells, thereby improving the radio channel conditions (SINR) as

shown in Fig. 4.4b.

Fig. 4.5 maps the SINR values to cell-edge capacity/spectral efficiency values

using (2.4). As shown, the Femto-only and Macro-Femto deployment strategies per-

form much better in the indoor environment and yield comparatively better cell edge

spectral efficiencies than Macro-only deployment, while for the outdoor environment

the overall performance of all the strategies is very similar, and fairly low (below

1 bps/Hz). The increasing wall penetration loss helps in achieving highest indoor

cell spectral efficiency for Femto-only deployment yielding up to ∼18 bps/Hz spectral

efficiency in 30 dB WPL case while the corresponding spectral efficiency with 10 dB

WPL value is only 5.6 bps/Hz. The Macro-Femto deployment strategy delivers up to

∼8 bps/Hz in 30 dB WPL case while the corresponding efficiency is only 1.4 bps/Hz
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Figure 4.5 10th percentile (cell edge) cell spectral efficiency values for different
deployment strategies and wall penetration losses.

in the 10 dB WPL case.

Table 4.2 and Table 4.3 gathers and summarizes next the obtained average cell

and network area spectral efficiencies in the different deployment strategies for both

outdoor and indoor users and under different building penetration losses, respectively.

The network area spectral efficiencies have been calculated using (2.3). The average

cell spectral efficiency performance follows the same pattern as that of cell edge per-

formance with Femto-only network providing better average cell spectral efficiency for

the indoors with highest wall penetration loss, and is followed by two tier co-channel

Macro-Femto deployment solution. With lowest WPL value, i.e. 10 dB, the difference

in the indoor average cell performance is small, however, as the wall penetration loss

increases, so does the difference in achievable average cell spectral efficiencies between

Femto-only network and Macro-Femto network.

Investigating next the obtained average area spectral efficiencies, a huge dif-

ference can be observed between Macro-only deployment compared with Femto-only

and Macro-Femto deployment. The reason is simply attributed to the extremely dense

femtocells which are deployed in every house, i.e., 3125 femtocells/km2 as compared

to 3.5 macrocells/km2. The extreme densification of the femtocells actually results

in extreme spatial frequency reuse providing very steep network capacity gains even

though the average cell-level capacities are relatively low for femtocells as compared

to Macro-only deployment for the outdoor scenario. Furthermore, due to better iso-
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Table 4.2 Average Cell spectral for different deployment strategies

η̄cell [bps/Hz]

Deployment strategy
10 dB WPL 20 dB WPL 30 dB WPL

Outdoor Indoor Outdoor Indoor Outdoor Indoor

Macro-only 2.43 2.9 2.35 2.28 2.35 2.21

Femto-only 0.8 7.6 1 15.7 1.2 19.5

Macro-Femto 2 Tier 1.3 6.4 2.1 12.8 2.2 14.5

Table 4.3 Average network area spectral efficiency for different deployment strate-
gies

η̄area [bps/Hz/km2]

Deployment strategy
10 dB WPL 20 dB WPL 30 dB WPL

Outdoor Indoor Outdoor Indoor Outdoor Indoor

Macro-only 8.4 10.1 8.1 7.9 8.1 7.7

Femto-only 2602 23800 3197 48940 3632 60840

Macro-Femto 2 Tier 4007 20080 6410 40090 6926 45460

lation provided by high wall penetration losses, the indoor network capacity increases

significantly for both femto-only and Macro-Femto deployment strategies because in

both cases the indoor UEs are served by the femtocells. Hence, from the network

area spectral efficiency point of view, it can be concluded that femtocells are the best

choice for providing indoor connectivity due to better coverage, radio channel condi-

tions and also huge capacity gains. Moreover, as the femtocells are deployed inside

the customer premises, the indoor coverage problems that arise due to high external

wall penetration losses in legacy macro networks can be effectively eliminated. In

fact, mobile operators can eventually exploit the high wall penetration losses to their

advantage by deploying the indoor femto networks which will be better isolated from

the interfering outdoor transmitter and, likewise, the outdoor UEs can be protected

from the nearby indoor co-channel femtocell interferers, thus resulting in an increase

in the total cell and network level capacities.

4.1.4 Energy efficiency analysis

The energy-efficiency performance metric defined in Chapter 2, depends upon two

key inputs; (i) network area capacity and (ii) total area power consumption. For

estimating the total area power consumption it is imperative that the power con-
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sumption of an individual base station is modelled accurately. A base station site

comprises of a base station unit, also known as the base transceiver station (BTS),

which has the capability to transmit and receive radio signals to and from the mobile

subscribers, together with possible associated units like cooling and air-conditioning

in macro devices, and to provide connectivity towards the core network. Due to the

clearly different deployment purposes of macrocells and femtocells, also the base sta-

tion architectures for these types of networks are different. Hence, two separate power

consumption models, discussed in [85] and [120], are utilized for estimating the power

consumption of macrocell base station and femtocell access point, which are explained

as following:

Macrocellular base station power consumption model

The power consumption model for macrocell base station has been described in detail

in Chapter 3. The input parameters for the macro base station power consumption

model are given in Table 3.5. Based on the parameters in Table 3.5, the total power

consumption of a macro base station can be evaluated yielding approximately 1113 W.

Femtocell Access Point (FAP) power consumption model

The power consumption model proposed in [120] defines three power consumption

components within a femtocell access point/base station. A microprocessor is respon-

sible for operations and management related to radio protocols, baseband process-

ing and backhaul connection with the core network, an FPGA board taking care of

encryption and authentication related protocols and a radio frequency (RF) block

consisting of a power amplifier and a transceiver. Thus, the power consumption of a

femtocell access point, PFemto
BS , can be evaluated using the following model [120]:

PFemto
BS [W ] = PMP + PFPGA + PTRX + PAmp (4.4)

The power amplifier power consumption is determined using (3.8). As the femtocell

technology targets the consumer market segment, the internal electronics components

of the access points, especially the PA, are not necessarily as power efficient as those of

macrocellular base stations to keep the FAP price tag within affordable range. Thus,

the PA efficiency in FAP’s is typically relatively low. For the analysis a 20 % power

amplifier efficiency has been assumed for the femtocell AP. Table 4.4 gathers the rest

of the parameters, applied from [120], for evaluating the power consumption of the

femtocell AP. Based on the parameters in Table 4.4, the total power consumption of

a femtocell base station can be evaluated and yields roughly 10.1 W.
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Table 4.4 Input parameters for the femtocell BS power consumption model

Component/Equipment Unit Value

Transmit power at the antenna, PTX [Watts] 0.1

Power Amplifier efficiency, ηAmp [%] 20

Power consumption of Transceiver, PTRX [Watts] 1.7

Power consumption of Microprocessor, PMP [Watts] 3.2

Power consumption of FPGA, PFPGA [Watts] 4.7

Energy-efficiency results and analysis

Thus far the performance analysis of different deployment strategies focused on the

coverage, interference and capacity metrics. It was tentatively concluded that due to

dense deployment of femtocells the network can expect very steep system capacity

gains. However, one big question that remains is the energy consumption of such

extremely dense network. Generally speaking, the cost structure of a mobile operator

can be categorized into a) Investment/Capital expenditure (or CAPEX) and Run-

ning/Operational expenditure (or OPEX). Furthermore, it is generally acknowledged

in the mobile industry that energy consumption makes up a substantial portion of

mobile operators expenditures. Thus, reducing the OPEX through improved network

level energy efficiency is a key objective for today’s network operators. Hence, this

section will look at the energy efficiency (EE) aspects of the considered deployment

strategies and also study the impact of wall penetration losses on the achievable en-

ergy efficiency.

Fig. 4.6 shows the obtained energy-efficiency performance of the three deploy-

ment strategies, for both outdoor and indoor users and under different wall pen-

etration losses using (2.5). Focusing first on the outdoor environment, it can be

established that the impact of increasing wall penetration loss on dedicated indoor

solution (Femto-only deployment) and hybrid Macro-Femto solution is constructive

while for the pure outdoor solution it is having a (slightly) degrading effect on the

energy-efficiency. Among the three deployment strategies, the most energy efficient

strategy is the Macro-Femto deployment supporting an average network throughput

of ∼211 bps/Hz per 1 kW power consumption, under 30 dB WPL, followed by Femto-

only network (Eeff∼115 bps/Hz/kW). For achieving the same level of efficiency, the

Macro-only network will have to improve its area spectral efficiency by ∼12 times.

Looking next at the indoor performance, the Femto-only network outperforms all

other strategies in terms of energy-efficiency by offering the highest average network
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Figure 4.6 Energy-Efficiency performance of different deployment strategies and
wall penetration losses.

throughput of 1928 bps/Hz per 1 kW of power consumption under WPL of 30 dB. To

reach the ‘Femto-only’ network efficiency, the Macro-Femto network should improve

its system capacity by ∼1.4 times (e.g. through better interference management or co-

ordination), while the lowest performing Macro-only strategy should improve its area

efficiency by ∼100 times to reach the same energy efficiency of 1928 bps/Hz/kW. Such

area efficiency improvement is virtually impossible, demonstrating again the poten-

tial of (co-channel) small-cell deployments in providing the exponentially increasing

amount of mobile data with sustainable energy-efficiency.

4.2 Indoor and Indoor-to-Outdoor Service Provi-

sioning

As mentioned in the beginning of the chapter, 5G networks will most likely encompass

extremely dense deployments of small cells, typically in the indoor scenarios. It is

believed that majority of these small cells will be purchased and deployed either by

end users in their homes in a ‘plug and play’ fashion, or by enterprises in commercial

buildings with no or minimal assistance from the mobile operators, thereby enabling

significant savings for the operators in terms of CAPEX and OPEX. Moreover, owing

to a very small coverage footprint, the extreme density of these small cells will enable
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very tight frequency reuse, resulting in large network capacity gains, thus, fulfilling

the indoor capacity demands in a cost-efficient manner.

For the outdoor service provisioning, the operators have so far been relying on out-

door installations (mostly macro- layer), while deploying microcells only in hotspot

areas. Outdoor deployments, unfortunately, come with a substantial price tag for

the wireless carriers, with major cost items being site rental, RF engineering and

backhaul connectivity. The associated high CAPEX and OPEX, nowadays, are a key

concern for cost aware mobile operators that are striving to provide better services

at lower cost in a highly competitive markets, where ‘flat business model ’ prevail.

Fortunately, there is an option for mobile operators to bring their infrastructure cost

down significantly. Indoor small cells despite having limited coverage foot-print, tend

to radiate/spill their signals into the neighborhood outdoor environment. These sig-

nals usually originate from small cells located in the nearby buildings. By enabling

the indoor small cells to operate in an open subscriber group (OSG) mode and thus

provide service in their immediate outdoor vicinities, mobile operators can signifi-

cantly lower their infrastructure costs by benefiting from zero site rental, RF engi-

neering and backhaul connectivity costs, and thereby providing connectivity to out-

door users/customers with lower incurred costs. Similar concept of indoor-to-outdoor

service provisioning has been presented by Qualcomm as ‘Neighborhood Small Cells

(NSC)’ in [116, 117]. Furthermore, key challenges related to deployment, mobility

management and RRM (radio resource management) of NSC have been discussed

quite nicely in [117].

In the previous section, the impact of different wall penetration loss on the

overall (outdoor and indoor) performance for three different deployment strategies

was examined. This section evaluates the impact of different wall penetration losses

on the performance evaluation of indoor DenseNets, from indoor-to-outdoor service

provisioning perspective. For the performance evaluation, two different propagation

environments are considered; suburban and dense urban. The scenario for the subur-

ban is depicted in Fig. 4.1, while scenario illustration for the urban environment is

given in Fig. 4.7. In each of the environment, the femtocells access points (FAPs) are

extremely densely populated and operate in an open subscriber group (OSG) config-

uration. In the OSG mode, the outdoor macrocell users can also attach to the indoor

femtocells, in locations where the indoor femtocells are dominant and vice versa. In

the suburban scenario, three different wall penetration losses; 10 dB, 20 dB and 30 dB

have been considered. The values have been selected to model the exterior wall pene-

tration losses of typical town houses with older and modern constructions [13]. While

for the urban environment, in turn, a downtown (city center) area with tall buildings
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Urban environment

 Manhattan-type city model

 Building Dimensions: 100 m x 100 m

    Building height: 30 m

    Street width: 30 m

 5 floors per building

 Floor plan: 20 offices and 2 corridors.

 Femtocell AP (FAP) deployed in 

each office, across all the floors

 FAP density: 5917 FAPs/km
2

 WPL: 40 dB

Femtocell Access point (FAP)

Figure 4.7 Urban scenario (aerial and 3D view) used in the analysis; the dotted
lines imply continuous blocks of buildings. The femtocells are deployed in each room,
across all the floors.

is assumed. The external wall penetration loss in such urban buildings is believed to

be even higher, due to presence of steel columns etc., hence the WPL in this case is

selected to be 40 dB. Moreover, from the deployment point of view, in a suburban

environment, a single femtocell is assumed per residential home which results in a cell

density of 3125 FAPs/km2. In the urban environment, due to larger buildings, 20

FAPs per floor are assumed (1 FAP in every office room), which gives an extremely

high cell density of 5917 FAPs/km2. The results and analysis discussed in this section

are based on the analysis methodology established in earlier section.

Fig. 4.8 shows the spectral efficiency and energy efficiency performance for indoor

deployed DenseNets in suburban and urban environments for different wall penetra-

tion loss scenarios. From the indoor users’ perspective, the high wall penetration loss

is actually shown to improve the capacity performance in the suburban environment.

The reason is simply due to better shielding, with increasing WPL, from neighbouring

interfering femtocells access points that are installed in other houses, as shown also

by the SINR performance in Fig. 4.8a. Owing to very high frequency reuse (result-

ing from ultra dense indoor deployments), along with better interference shielding

due to high wall penetration loss yielding high cell level capacities, the area capacity

in the indoor environment increases proportionally. For the urban environment, on

the other hand, due to the dominant interferers being present inside the building,

the cell level capacities are deteriorated, resulting in lower cell spectral efficiency as
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Figure 4.8 Performance analysis of femtocells based DenseNets for outdoor and
indoor users in suburban and urban environments with different wall penetration
losses; (a) Signal to Interference and Noise ratio, (b) Average cell spectral efficiency,
(c) Average network spectral efficiency, and (d) Network energy efficiency. (In (a);
I-dr = Indoor, O-dr = Outdoor)

compared to suburban scenarios. Furthermore, the lower cell level capacity, in urban

scenario, also naturally decreases the achievable network capacity. Hence, slightly

lower network spectral efficiency performance can be witnessed in the urban environ-

ment, as compared to suburban 20 dB and 30 dB wall penetration loss scenarios. For

comparison purposes, the wall penetration loss of 20 dB and 30 dB are also plotted

for the urban scenario. Furthermore, in the urban indoor environment, as the domi-

nant interferers are already present inside the building, the wall penetration loss does

not have any essential impact on the cell-, network- and energy efficiency performance.

Looking next at the indoor-to-outdoor service provisioning performance, the achiev-

able outdoor capacity gain from dense indoor femtocell deployments is comparatively
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lower. The reason, as mentioned earlier, is attributed to the high wall penetration loss

that actually deteriorates the signal quality of indoor transmitters, as clearly shown

in Fig. 4.8a, thereby reducing cell throughput. Comparing the network spectral effi-

ciency and network energy efficiency with densest pure macro-layer configuration (120

cells/km2) in Chapter 3, the indoor ultra dense femtocell deployment still offers 400

times more indoor area capacity and 12 times more outdoor area capacity in suburban

30 dB WPL scenario, while in the urban environment, the relative indoor/outdoor

area capacity gain is 300 times and 2.2 times respectively in the 40 dB external wall

penetration scenario. Similarly, from the energy efficiency point of view, owing to the

extremely high frequency reuse and significantly low power consumption per femto-

cell AP (in the order of 10W), the amount of bits transferrable per kW, in suburban

30 dB scenario, is 600 times and 20 times more than in the densest macrocellular

configuration, for indoor and outdoor respectively.

Hence, it is concluded that for indoor users, the dense femto-cell deployment pro-

vides enormous network level capacity gain, and reduces also the energy per commu-

nicated bit substantially, compared to densified macro network. Furthermore, mobile

operators can provide certain services to the outdoor users from indoor access points,

however, in order to guarantee higher bit rates, the operators will be required to

deploy dedicated outdoor installations as well. Furthermore, the indoor-to-outdoor

service provisioning will obviously work only in small streets or neighbourhoods, as

the indoor small cells, due to lower transmit power levels, will only be able to cover

areas in the vicinity of the buildings. Any outdoor location, wider than few tens of me-

ters might experience coverage limitation if there is no dedicated outdoor access layer

available. Indoor-to-outdoor service provisioning solution using Indoor DenseNets can

thus be considered as a good complement to the outdoor network, as a means of, e.g.,

offloading capacity in times when the outdoor layer is overloaded with users during

busy hours.

4.3 Techno-economical Analysis and Comparison of

Legacy and Ultra-dense Small Cell Networks

So far, in the previous sections it was observed that ultra-dense small cell networks can

generate enormous indoor system capacity due to extremely high degree of spatial re-

use. This section now looks at the techno-economical aspects of the indoor ultra-dense

networks. The performance of ultra-dense small cells (based on indoor femtocells) is

analyzed and compared with densification of legacy deployment solutions (macrocell
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3 microcells per block

5 microcells per block

9 microcells per block
(a) (b) (c)

Femtocell AP

Macrocells

Figure 4.9 Suburban scenario used in the analysis. (a) Macrocellular deployment ;
actual site separation depends on the ISD. The red solid line arrows indicate the
orientation of the macrocell sectors (only one tier of macrocells is shown, whereas
the analysis considers two tiers of macrocell interferers). (b) Microcellular deploy-
ment ; showing three deployment cases based on densification level. (c) Femtocell
deployment ; The femtocells are deployed in each house (ultra-dense deployment) and
assumed to be on the ground floor.

.

and microcell) in a suburban environment. Specifically, the coverage, capacity, energy

and cost efficiency of the considered deployment strategies are analyzed and compared

from indoor service provisioning perspective. In Chapter 3, the densification of legacy

deployment solutions in dense urban environment was shown to be in-efficient in

terms of indoor capacity efficiency. The main objective of this section is to examine

whether indoor femtocells would be a feasible pathway for mobile operators to evolve

their networks in order to address the indoor capacity requirements in an energy- and

cost-efficient manner.

4.3.1 Deployment strategies

For the techno-economical analysis, four competing deployment strategies are con-

sidered as alternative solutions for indoor service provisioning, namely; Macrocellular

only deployment, Microcellular only deployment, Femtocell only deployment and a

hybrid Macro-Femto co-channel deployment.

Macrocellular deployment

The macrocells are deployed using a hexagonal layout, as shown in Fig. 4.9a. To

evaluate the indoor performance of macrocellular network from network densification

point of view, three intersite distances (ISD or d̄site) are considered; 1732 m (baseline),

866 m, 433 m.
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Microcellular deployment

Microcells are relatively low power base stations that are installed outdoors to cover a

small hot spot area (up to 100 - 250 m). Due to their compact size and discrete form,

they are well suited for installation on lamp posts, building side walls etc. For the

analysis, the microcells are deployed at the street intersections of the neighborhood,

as shown in Fig. 4.9b. For evaluating the performance and economical benefits of

microcellular densification, three deployment cases are considered; (i) 3 microcells

per block, (ii) 5 microcells per block, in which a microcell is located on every second

intersection and (iii) 9 microcells per block, which is the densest deployment scenario,

wherein a microcell is located on every intersection of the neighborhood block.

Femtocell deployment

For the femtocell deployment, an ultra-dense deployment of indoor femtocell access

points (FAPs) is assumed wherein every residential house has a femtocell deployed

on the ground floor; see Fig. 4.9c. Moreover, the femtocells are assumed to be op-

erating in an OSG (open subscriber group) mode, in which a non-FAP-member user

equipment (UE) can also be connected to the FAP if it enters its dominance area.

Macro-Femtocell co-channel deployment

The fourth deployment strategy is basically the hybrid combination of the macrocel-

lular deployment strategy and femto cell deployment. The femtocells are deployed

within the dominance area of macrocells and both operate on the same carrier (hence

called co-channel deployment). The techno-economical analysis of the Macro-Femto

deployment scenario is done for all three considered ISDs of macrocellular deploy-

ment. It is pertinent to note that in all the three macrocellular deployment cases,

the femtocell density remains the same. Furthermore, for simplicity, no coordination

between macrocell base station and femtocell base station, nor between different fem-

tocell base stations is assumed.

The cell density, ρcell, per km2 is generally calculated as the inverse of cell area.

Table 4.5 gives the cell area and cell densities for different deployment scenarios.

4.3.2 System model and assumptions

The scenario is based on the general suburban locality described in Section 4.1 and

depicted in Fig. 4.1. While assuming a modern construction throughout the area,

a wall penetration loss of 30 dB is assumed. Inside the residential houses, the floor
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Table 4.5 Cell densities for different deployment scenarios

Deployment strategy Cell Area [km2] Cell density

Macrocellular only :

Macrocell - ISD 1732 m 0.29 3.5 cells/km2

Macrocell - ISD 866 m 0.07 13.9 cells/km2

Macrocell - ISD 433 m 0.02 55.4 cells/km2

Microcellular only :

3 microcells per block 0.0021 468.8 cells/km2

5 microcells per block 0.0013 781.3 cells/km2

9 microcells per block 0.0007 1406.3 cells/km2

Femtocell only 0.00032 3125 cells/km2

Macro-Femto HetNet :

Macrocell - ISD 1732 m Macro (0.29), Femto (0.00032) 3128.5 cells/km2

Macrocell - ISD 866 m Macro (0.07), Femto (0.00032) 3138.9 cells/km2

Macrocell - ISD 433 m Macro (0.02), Femto (0.00032) 3180.4 cells/km2

penetration loss is taken to be 4 dB, which is typical value for town houses [13].

Table 4.6 gathers the the simulation parameters used in the analysis. Note that

the effective isotropic radiated power (EIRP) in the maximum antenna gain direction

is 61 dBm (43 dBm + 18 dBi = 61 dBm) for macrocells, 35 dBm (30 dBm+5dBi

= 35 dBm) for microcells and 22.2 dBm (20 dBm + 2.2 dBi = 22.2 dBm) for the

FAPs. Moreover, to determine the receiver thermal noise floor, a 20 MHz bandwidth

is assumed (stemming from 3GPP Long Term Evolution, LTE).

4.3.3 Capacity efficiency analysis

In this section, the results from the simulations in terms of coverage, radio channel

conditions (SINR) and capacity are analyzed and discussed. It is pertinent to mention

over here that all the results and analysis in this section are based on the performance

metrics defined in Chapter 2 and elaborated in Section 3.1 for legacy deployment

solutions (macrocell and microcell) and Section 4.1 for femtocells based deployment

solutions. The SINR for pure macrocell/microcell deployment is calculated using

(3.1), while for femtocell deployment scenarios, the SINR for pure femtocell and

macro-femto co-channel deployment is given by (4.2) and (4.3), respectively.

Fig. 4.10 shows the indoor 10th percentile values for a) received signal power (i.e.,

coverage) and b) SINR (radio channel condition), for the four deployment strategies.
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Table 4.6 General simulation parameters

Parameter Unit Value

Operating frequency [MHz] 2100

Bandwidth, W [MHz] 20

Transmit power at the antenna port [dBm] Macrocell: 43, Microcell: 30,

Femtocell: 20

BS antenna type Directional (Macro),

Omni (Microcell and FAP)

BS antenna beamwidth, HPBWh/v [◦] Directional (65o/6o),

Omni (360o/90o)

BS antenna gain, Gm [dBi] Macrocell: 18, Microcell: 5,

Femtocell: 2.2

UE antenna type Halfwave dipole

UE antenna gain [dBi] 2.2

BS antenna height, hBS [m] Macrocell:30, Microcell: 4,

Femtocell: 2

UE antenna height, hMS [m] 2 (relative to floor level)

Receiver noise figure [dB] 9

Receiver noise floor level, Pn [dBm] -92

Propagation environment suburban

Propagation model Dominant Path Model

Building dimensions [m] 10×10

Building height [m] 5

Indoor floor plan Open space

External wall penetration loss [dB] 30

The x-axis indicates the respective cell densities for each of the deployment strat-

egy, and y-axis the corresponding received signal power [dBm] or SINR [dB]. Starting

with the coverage analysis (Fig. 4.10a), it is shown that deployment strategies based

on the indoor deployed femtocell solutions offer much stronger signal strength, even

at the cell border regions, as compared to the outdoor deployed macro and micro

based networks. The reason for such high signal strength is simply due to the fact

that femtocell APs, due to being in close proximity of the indoor receiving points,

offer quite low path loss to the receivers. Moreover, the signals coming from out-

door macro and micro sites are attenuated signficantly due to high wall penetration

loss, which further increases the path loss between outdoor sites and indoor receiving
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Figure 4.10 10th percentile (cell edge) values for (a) Indoor coverage, and (b) Indoor
Signal-to-Interference and Noise ratio, for different deployment strategies. The black
dashed line in (a) indicates the thermal noise floor at -92 dBm

points. Although, the effect of wall penetration loss can be decreased by densifying

the outdoor macro- or micro- layers, nevertheless, the coverage level still lags behind

that of femto based solutions. From Fig. 4.10a, it is quite clear that the femtocell AP

dominates the indoor coverage even with dense outdoor macro-layer deployed.

The corresponding radio channel conditions in terms of SINR for all four deploy-

ment strategies are shown in Fig. 4.10b. A very similar trend in the SINR performance

is shown. Femtocells APs, due to being located inside the residential houses, are well

isolated from other co-channel femtocells, located in neighboring houses. For the

femto- only deployment case, the signals coming from the co-channel femtocell in-

terferers are attenuated upto 60 dB due to the wall penetration losses, which results

in quite high SINR performance (upto 50 dB) in the indoor environment. However,

when a co-channel heterogeneous network is considered, the femto AP isolation is

partially degraded due to additional interference from the outdoor macro-layer and

hence degradation in the radio channel conditions can be witnessed. Thus, the out-

door network densification in case of homogeneous and heterogeneous deployment

strategies is shown to further degrade the radio channel conditions indoors, due to

closing in of the interfering sites.

Next, coming to the capacity efficiency analysis, Table 4.7 gives the indoor cell-

edge spectral efficiency along with average cell and area capacities for different deploy-

ment strategies. The SINR values, analyzed in the previous subsection, are directly
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Table 4.7 Cell edge efficiency, Average cell spectral & area spectral efficiency for
different deployment strategies, evaluated for indoor users

Deployment strategy Cell edge efficiency η̄cell η̄area

[bps/Hz] [bps/Hz] [bps/Hz/km2]

Macrocellular only :

Macrocell - ISD 1732 m 0.59 2 7

Macrocell - ISD 866 m 0.57 1.74 24

Macrocell - ISD 433 m 0.54 1.76 98

Microcellular only :

3 microcells per block 1.12 2.7 1267

5 microcells per block 1 2.4 1877

9 microcells per block 0.7 1.97 2768

Femtocell only 16.7 18.97 59280

Macro-Femto HetNet :

Macrocell - ISD 1732 m 9.76 13.57 42440

Macrocell - ISD 866 m 8.19 11.07 34750

Macrocell - ISD 433 m 7.36 9.78 31100

mapped to the cell spectral efficiency values using (2.4). As shown, the Femto-only

and Macro-Femto deployment strategies perform much better in the indoor environ-

ment and yield comparatively better cell edge spectral efficiencies than the outdoor

macro- and micro- only deployments. Densifiying the outdoor networks (macro, mi-

cro) clearly has a negative impact mainly on the indoor cell edge capacities, due to

radio channel degradation, in all of the deployment strategies. The same trend is also

observed for average cell level capacities. Investigating, next, the obtained average

area spectral efficiencies, a huge difference can be seen between outdoor macro- and

micro- only deployment compared with Femto-only and Macro-Femto deployments.

The reason is attributed to the extremely dense femtocells which are deployed in every

house. The extreme densification of the femtocells actually results in extreme spatial

frequency reuse providing very steep network capacity gains. Furthermore, due to

better isolation provided by high wall penetration losses, the indoor network capac-

ity increases significantly for both femto-only and macro-femto deployment strategies

because in both cases the indoor UEs are served by the femtocells. Hence, from the

network area spectral efficiency point of view, it is observed that femtocells are the

best choice for providing indoor local area service due to better coverage, radio chan-

nel conditions and also huge capacity gains. Moreover, as the femtocells are deployed
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Table 4.8 Energy efficiency for different deployment strategies

Deployment strategy Area power consumption Energy efficiency

[kW/km2] [bps/Hz/kW]

Macrocellular only :

Macrocell - ISD 1732 m 1.2 5.8

Macrocell - ISD 866 m 4.8 5

Macrocell - ISD 433 m 19.2 5.1

Microcellular only :

3 microcells per block 70.3 18

5 microcells per block 117.2 16

9 microcells per block 211 13.1

Femtocell only 31.3 1894

Macro-Femto HetNet :

Macrocell - ISD 1732 m 32.5 1306

Macrocell - ISD 866 m 36.1 963

Macrocell - ISD 433 m 50.5 616

inside the customer premises, the indoor coverage problems that can arise due to

high external wall penetration losses in legacy outdoor networks can be effectively

eliminated.

4.3.4 Energy and Cost efficiency analysis

Based on the power consumption models and corresponding input values, as described

in Chapter 3 for legacy deployment solutions and Section 4.1 for femtocellular access

point, the power consumption for macrocellular base station, microcellular base sta-

tion and femtocell access point operating in full load condition is computed to be

1113 W, 150 W and 10.1 W, respectively.

Table 4.8 gathers the energy-efficiencies for different deployment strategies. Look-

ing at the area power consumption values, the power consumption increases with

increasing outdoor base stations (macro and micro) density over 1 km2. It is also

interesting to note that despite having extreme cell density (3125 FAPs per km2),

the area power consumption of femtocells per km2 is relatively not that high. As

an example case; comparing femtocell deployment with pure macrocellular deploy-

ment (ISD 433 m), it is shown that with approximately 160 times more cell sites,

the area power consumption of femtocell deployment is just 1.6 times more per km2.
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Table 4.9 CAPEX and OPEX costs for different types of base-stations

CAPEX (Initial costs) Macrocell BS Microcell BS Femtocell AP

Base station equipment 10 kAC 2.5 kAC 0.1 kAC

Site deployment cost 5 kAC 0.5 kAC 0 kAC

Total CAPEX 15 kAC 3 kAC 0.1kAC

OPEX (Running costs) Macrocell BS Microcell BS Femtocell AP

Site rent (lease) 5 kAC/year 1 kAC/year 0 kAC/year

Leased Line rent (backhaul) 2 kAC/year 2 kAC/year 0.5 kAC/year

Operation and Maintenance 7 kAC/year 1.5 kAC/year 0 kAC/year

Total OPEX 14 kAC/year 4.5 kAC/year 0.5 kAC/year

Furthermore, when compared to microcell deployments e.g., 3 cells per block, the

femtocell area power consumption is approximately half. The reason for this is the

extremely low power consumption per femtocell AP as compared to the outdoor base

stations (approximately, 90 % smaller power consumption than microcells site and

99% smaller than macrocells site).

From the energy efficiency point of view, the femtocell based deployments clearly

dominate this arena as well. Owing to the high capacity gains achieved from ultra-

dense deployment, the amount of bits transferrable per kW is significantly high for

femtocells. In other words, the energy consumption per transferring one bit of data

goes down in ultra-dense deployment of femtocells. Moreover, the network densifi-

cation of outdoor deployment networks does not bring any significant capacity gain

that can offset the high power consumption of the network. Hence as a preliminary

conclusion; the ultra-dense deployment of femtocells seem to be an energy-efficient

pathway for mobile operators to provide indoor service.

Next, coming to the economics and the cost-efficiency results of the four deploy-

ment strategies. Table 4.9 gives the various cost items related to CAPEX and OPEX

and their approximate values for macrocell, microcell and femtocell cell site. The cost

of femtocell AP, which are mainly targeted towards the residential consumer market,

is selected to be comparable to commercially available WLAN AP. From operational

expenses point of view, due to relatively small size factor, the microcells tend to have

lower OPEX costs as compared to macrocells, while the only running cost incurred in

operating a femtocell is the backhaul connectivity. For the analysis, the backhaul for

femtocells is assumed to be via residential DSL connection (the annual rate is based

on flat rate of 40 AC per month, which is typical monthly connection fee for high speed
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Table 4.10 Cost efficiency for different deployment strategies

Deployment strategy Total cost per Area Energy efficiency

[kAC/km2] [bps/Hz/kAC]

Macrocellular only :

Macrocell - ISD 1732 m 121 0.06

Macrocell - ISD 866 m 482 0.05

Macrocell - ISD 433 m 1924 0.051

Microcellular only :

3 microcells per block 15002 0.08

5 microcells per block 25002 0.075

9 microcells per block 45000 0.062

Femtocell only 10313 5.75

Macro-Femto HetNet :

Macrocell - ISD 1732 m 10434 4.1

Macrocell - ISD 866 m 10795 3.2

Macrocell - ISD 433 m 12237 2.5

residential internet connection in Europe, e.g. [121]). As such, the approximate costs

of macrocell, microcell and femtocell base station in net present value (NPV) is calcu-

lated to be 104 kAC, 32 kACand 3.3 kAC, respectively. Based on the approximate costs of

different base station types, the Total cost per Area and Cost efficiency performance

values for each of the deployment strategies are summarized in Table 4.10. Similar to

the findings observed for energy-efficiency, we can see that the capacity gain achieved

through ultra-dense deployment of femtocells, together with lower cost per femtocell

AP, actually brings down the cost of deployment of ultra dense femtocell networks,

which further reduces the cost per bit. Interesting thing to note here is the marginal

difference in the cost-efficiency of macrocell and microcell deployments.

4.4 Impact of Backhaul Limitation on Femtocell Ca-

pacity Performance

The findings from the techno-economical analysis in the previous section indicate that

the indoor femtocell based solution provide lowest ‘cost’ and ‘energy’ consumption per

bit, as compared to the legacy deployment solution, for indoor service provisioning. It

is pertinent to note over here that the analysis have so far been based on the assump-
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tion of ‘no backhaul limitation for femtocell access points’. In reality, however, the

indoor femtocells are connected to the core network of the mobile operator via fixed

broadband residential internet connection e.g., ADSL (Asynchronous Digital Sub-

scriber Line), FTTH (Fiber to the Home) etc. The connectivity speed of these fixed

line connection depends on the end users (customers) subscription. Hence, the actual

performance of femtocell access point, in practice, is limited by the fixed broadband

connection line of the residence. In this section, the impact of backhaul limitation

on the network capacity performance of femtocell deployment strategy is evaluated

and compared with legacy deployment solutions (macrocell and microcell), which are

assumed to have no such constraint.

Table 4.11 and Table 4.12 give the average cell and corresponding network level

capacities, respectively, for each of the deployment strategies under different oper-

ating bandwidths. The femtocell deployment is constraint by four backhaul (B/H)

capacity constraints, while for the legacy deployment solutions no such backhaul lim-

itation is assumed. Clearly, from cell capacity point of view, it can be seen that

the capacity of femtocell deploment is severely limited by the backhaul even though

the air-interface may be able to offer higher throughput due to better radio channel

conditions. From the network area capacity point of view, at low operating band-

width (5 MHz), the femtocells still offer better cost and energy efficiency compared

to the legacy deployment solutions even if the femtocell backhaul offers very limited

connectivity (2 Mbps). On the other hand, as the operating bandwidth increases, the

legacy deployment solutions start to offer higher network capacity gains (especially the

microcellular deployments) compared to femtocells with low backhaul connectivity.

Nevertheless, in deployment scenarios where the femtocells are connected to atleast

32 Mbps connection, the network level throughput increases beyond what is offered

by the legacy solutions. Hence, it is concluded that the actual network level gains

from deploying dense femtocells will highly depend upon the backhaul connectivity.

4.5 Chapter Conclusions

This chapter analyzed and compared the dense deployment of indoor femtocell-based

solutions and legacy deployment solutions (macro-/micro-cell deployments) from tech-

nical and economical aspects.

First, the performance of ultra-dense indoor femtocell based deployment solution

was benchmarked with legacy macrocell deployment in a suburban environment with

different wall penetration losses recently encountered in modern buildings. From cov-

erage point of view, it was shown that the homogeneous macrocellular deployments
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Table 4.11 Average cell level capacity for different deployment strategies

Deployment Strategy

Average Cell Capacity

[Mbps]

5 MHz 10 MHz 20 MHz 40 MHz 100 MHz

Macrocell only:

ISD 1732 m 10 20 40 80 200

ISD 866 m 8.7 17.4 34.8 69.6 174

ISD 433 m 8.8 17.6 35.2 70.4 176

Microcell only:

3 cells/block 13.5 27 54 108 270

6 cells/block 12 24 48 96 240

9 cells/block 9.85 19.7 39.4 78.8 197

Femtocell only:

B/H: 2 Mbps 2 2 2 2 2

B/H: 8 Mbps 8 8 8 8 8

B/H: 32 Mbps 32 32 32 32 32

B/H: 100 Mbps 94.85 100 100 100 100

suffered from heavy indoor coverage limitations resulting from increased wall penetra-

tion losses, while the femtocell based solutions (pure femtocell and macro-femtocell

deployments) performed substantially better in terms of indoor coverage. From the

overall system capacity- and energy efficiency point of view, the femtocell based so-

lutions performed quite consistently in modern building constructions. Hence, to

counter the growing concerns of the mobile operators related to ’zero-energy’ and

other modern buildings, it is concluded that an attractive solution is to deploy dedi-

cated indoor solutions like femtocells.

Next, the performance of ultra-dense indoor femtocells was compared with legacy

macrocellular and microcellular based solution, as an alternative means of provid-

ing indoor service. Four key performance metrics were considered for the analysis;

coverage, capacity, energy- and cost efficiency. Moreover, a key study item was the

network densification of outdoor base stations and those deployments compared with

ultra-dense indoor femtocell deployments. From the coverage point of view, femto-

cells based solutions (both femto only and macro-femto) provided much better indoor

signal levels compared to outdoor legacy deployments. Unlike, the performance of

legacy deployment solutions observed in Chapter 3, owing to the extremely high spa-

tial re-use coupled with low power consumption and low cost per femtocell access
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Table 4.12 Average network level capacity for different deployment strategies

Deployment Strategy

Average Network Capacity

[Gbps]

5 MHz 10 MHz 20 MHz 40 MHz 100 MHz

Macrocell only:

ISD 1732 m 0.04 0.07 0.14 0.3 0.7

ISD 866 m 0.12 0.24 0.5 1 2.4

ISD 433 m 0.5 1 2 3.9 9.8

Microcell only:

3 cells/block 2.8 5.6 11.3 22.5 56.3

6 cells/block 3.9 7.8 15.6 31.3 78.1

9 cells/block 4.9 9.8 19.7 39.4 98.4

Femtocell only:

B/H: 2 Mbps 6.3 6.3 6.3 6.3 6.3

B/H: 8 Mbps 25 25 25 25 25

B/H: 32 Mbps 100 100 100 100 100

B/H: 100 Mbps 296.4 312.5 312.5 312.5 312.5

point, the femtocell based solutions offer extremely high overall indoor network area

capacity and energy- and cost-efficiency for indoor service provisioning. Even, in the

deployment scenario case, where the backhaul of femtocell is limited in terms of bit

rate, the overall network capacity gain is much more, as compared to legacy deploy-

ment solutions, due to extremely dense deployment. Hence, it is concluded that to

counter the growing concerns of the mobile operators related to the exponentially in-

creasing amounts of mobile data towards the 5G era, one strong solution is to deploy

dense layer of dedicated indoor solutions like femtocells which offer a cost-effective

and energy-efficient solution.

Apart from the indoor service provisioning, the coverage in the outdoor vicinity

of the building, provided by the indoor femtocell access points, can be utilized by

mobile operators to offload the macrocellular traffic in busy hours, thereby adding

addtional capacity to the system without investing in expensive network infrastruc-

ture. However, it is important to note that indoor femtocells cannot replace the

outdoor infrastructure. For outdoor user service provisioning, a dedicated outdoor

deployment will always be required. Chapter 5 then looks at an outdoor deployment

solution, based on the distributed antenna system (DAS), as a candidate solution for

high-speed service provisioning in the outdoor environment.



Chapter 5

Outdoor Distributed Antenna

Systems

THE majority of the future data traffic demand, as highlighted in the preceding

chapters, will originate from the indoor locations and will be localized to cer-

tain geographical areas, mainly ‘dense urban areas’ and not the whole network. In

Chapter 4, it was shown that the indoor based small cell solutions serve as a key tech-

nology to provide the indoor capacities with high speed data services. Nevertheless,

the evolution of outdoor network elements for enhanced outdoor users is still partially

unresolved. In Chapter 3, the densification of legacy deployment solutions (macro-

/micro-cell) was shown to provide better outdoor network level capacity compared

to the indoors, however, the cell level capacity degraded significantly with increasing

level of densification due to co-channel interference.

For the outdoor service provisioning, due to relatively low traffic volume and high

mobility users, mobile operators may still continue, for sometime, to rely on the

macrocellular layer to provide wide area coverage. This trend, however, will not last

for long, as the recent advancements in wireless connectivity e.g., for vehicles, sup-

porting different applications ranging from infotainment and security to navigation

etc., will put stringent requirements on the mobile operators infrastructure also out-

doors1,2. Consumers will expect the same level of quality of user experience (QoE)

within their vehicles as that experienced outside the vehicle, i.e., they will expect

access to infotainment services, inside their vehicles, to have the same degree of reli-

ability and uptime as they do when they tune into FM radio. Such innovations will

demand high bit rates with ‘anywhere anytime availability ’, which the legacy outdoor

deployments inherently lack. Traditional macrocellular deployments are only able to

1By year 2024, approximately 90 % of the new cars will have embedded connectivity [122]
2Current smartphone usage statistics; 58 % users in US and 47 % in Europe report using apps

while driving [123]
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provide peak bit rates to relatively few users in a certain geographic location. The

reason is attributed to the fact, that due to large coverage areas of macrocells, the

users located near the cell site experience much better radio channel conditions and

lower path loss as compared to the users at the cell edge, thus resulting in quite un-

even distribution of the achievable data rates throughout the cell coverage area, as

illustrated in Fig. 5.1. For next generation high speed services, the distance between

the eNode-B and UE has to be small enough to have minimum path loss and thus

provide high SINR. Massive MIMO with large antenna arrays is one way to go, which

is also a key topic being researched for 5G [124]. Another method is to bring the base

station antennas closer to the users.

Outdoor small cells can effectively address the inherent problem of macrocells.

Due to their relatively small coverage footprint, the users are always within their

vicinity, which helps in reducing the path loss. However, the problem with outdoor

small cells is that in order to have a continuous coverage, small cells in sizeable num-

bers need to be deployed quite close to each other, which poses problems for high

mobility users. In the indoor environment, where the location of indoor users rarely

change, the indoor small cell solutions are able to provide better service. In contrast,

the situation in the outdoor environment is completely different as majority of the

outdoor subscribers are high mobility users. Deploying several hundreds of outdoor

small cells to cover a certain downtown area can result in large number of handovers,

thus resulting in network signalling overload which eventually will result in connec-

tion drops. Thus, in order to provide high speed data services to high mobility users,

especially in downtown areas where majority of the capacity demand will be concen-

trated, operators will need to deploy solutions that offer both flavors of macro and

small cells i.e., re-designing their networks using solutions that prevent bad coverage,

poor radio link quality arising from interference and most importantly unsuccessful

handovers for high mobility users.

Outdoor distributed antenna systems (ODAS) technology inherently offers such

solution, wherein distributed remote antenna nodes, usually deployed on a public

utility poles (e.g., street lights) are clustered to form one large cell. Hence, through

the distributed antenna nodes the UE can experience highly stable signal strength

throughout the DAS cell coverage area. Depending upon the size of the cell, the

number of nodes per DAS cell may vary from 5 to 100 or even more. Compared to

a small cell, which typically has a cell range of 100 - 500 m, a DAS cell may cover

one street block or a whole neighbourhood. In the past, most of the DAS deploy-

ments had been limited to the indoor environments, usually deployed in large malls,

academic institutions (campus areas) or enterprise buildings with few outdoor instal-



87

MACROCELL SITE

Increasing path loss, increasing intercell interference

Good signal 

quality
Poor signal 

quality

Figure 5.1 Macrocellular pathloss phenomenon; good signal quality near the cell
site and poor signal quality at the cell edge.

MICROCELLS

Good 
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Figure 5.2 Outdoor small cell scenario; frequent handovers in short period of time
can result in signaling overload thereby causing connection drops (poor QoE) for fast
moving vehicles.
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lations. More recently, DAS deployments have started to make their way into the

outdoor deployment arena, with majority of the deployments taking place so far in

the North America and Far East Asia

This chapter looks into different deployment strategies for outdoor DAS in order

to establish new insight and understanding on the effective methodology to deploy

the ODAS solution. The different ODAS deployment strategies are compared with

the baseline stand-alone small cells, as an alternative solution for provisioning of high

bit rates. Specifically, two key metrics are taken into account; coverage and spectral-

efficiency for the performance comparison. Finally, an advanced form of outdoor

DAS concept, Dynamic DAS, is introduced and analyzed , that offers an efficient and

capacity-adaptive solution to provide on-demand outdoor capacity in urban areas by

dynamically configuring the remote antenna units to either act as individual small

cells or distributed nodes of a common central cell.

The text, results and analysis presented in this chapter are based on the author’s

published work in [70–72].

5.1 Outdoor DAS Deployment Strategies

Unlike macrocells, urban small cells and outdoor distributed antenna systems are

planned to provide service in a targeted area with concentrated demand for capac-

ity. Hence, in order to restrict the coverage foot-print of a stand-alone small cell or

an individual DAS node, the antennas are typically deployed on utility poles, street

lights etc. along the public right of way (streets, roads, pedestrian walkway etc.)

well below the average rooftop level. As such, both small cells and ODAS operate

in a microcellular environment, where the surrounding environment (especially the

buildings) define the cell pattern. In general, this allows for virtually unlimited num-

ber of ways to deploy microcells (stand-alone small cells and DAS nodes). However,

careless deployment, without any specific layout and planning, will result in irregu-

lar interference patterns, leading to highly unstable network performance behavior,

thereby yielding low overall cell and system level capacity. Hence, proper cell plan-

ning is required to maximize the utility and quality of the microcellular network. It

is emphasized that both stand-alone small cell and outdoor DAS, in this chapter, are

considered as microcells.

As a comparison point for the performance with ODAS deployment strategies,

stand-alone small cells deployment is assumed as the baseline. In the analysis, the

stand-alone cells are deployed at every second intersection (see Fig. 5.3) and each cell

covers one full block in all four directions along the street.
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Linear DAS cell plan Rectangular DAS cell plan

Deployment Strategy 1

Deployment Strategy 2Small cell configuration

3 nodes per DAS cell 5 nodes per DAS cell

Figure 5.3 Deployment scenarios for small cell configuration and outdoor dis-
tributed antenna systems with different deployment strategies. The red circular dots,
within the gauze wire patterns, depict remote antenna nodes belonging to a DAS
cell, while the remaining dots show interfering nodes. The actual simulation area
is cropped to focus on the center DAS/small cell. Approximate cell shape for each
configuration is shown by the gauze wire pattern.

In order to introduce the ODAS deployment solution into the network, the

following two strategies have been considered:

5.1.1 Strategy 1: cell clustering

In strategy 1, the already deployed small cells are grouped into clusters and each

cluster is configured to act as a single DAS cell, transmitting the same signal. In

essence, the antenna elements/nodes [per km2] remain unchanged. However, the

cell size increases as more nodes are combined into the DAS cell, which essentially

reduces the cell density [per km2]. Furthermore, to streamline the DAS planning

process, two cell plans are defined; (i) Linear cell plan and, (ii) Rectangular cell

plan. The cell plans are selected such that they can be easily tessellated together in

microcellular environment to form a seamless network coverage area with no gaps.
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Table 5.1 Cell densities for different deployment scenarios

Deployment strategy Cell density Node density

Small cell deployment 30 cells/km2 30 nodes/km2

DAS deployment, Strategy 1 :

Linear cell plan 6 cells/km2 30 nodes/km2

Rectangular cell plan 6 cells/km2 30 nodes/km2

DAS deployment, Strategy 2 :

3 nodes per DAS cell 30 cells/km 90 nodes/km2

5 nodes per DAS cell 30 cells/km 150 nodes/km2

The concept is similar to the cell plans used for nominal planning of macrocellular

sites e.g. hexagonal, clover-leaf, square cell layouts [125]. Although, the number of

nodes per DAS cell can be arbitrary, for the analysis purpose only 5 nodes per DAS

cell have been assumed. The deployment strategy 1, using Linear and Rectangular

cell plans, is shown in Fig. 5.3.

5.1.2 Strategy 2: increasing DAS nodes

In strategy 2, new antenna elements (AEs) are introduced within the coverage area

of existing small cell to form a DAS cell configuration. Thus, the cell size remains

constant, but now the antenna density [per km2] increases. This means that despite

of introducing new AEs into the network, the cell density [per km2] remains the

same. For the purpose of analysis only 3 and 5 AEs per DAS cell are considered, as

illustrated in Fig. 5.3.

Table 5.1 gives the cell and node densities for different deployment scenarios. In

case of stand-alone small cell, a node refers to the cell site, and in case of DAS it

refers to the remote antenna element.

5.2 System Model and Assumptions

The analysis is done in a dense urban area. Hence, to imitate such an environment

a Manhattan grid city model is utilized, as shown in Fig. 5.3, which can be regarded

as a good approximation of major downtowns around the world. Each building has

dimensions of 100 m x 100 m, a height of 25 m and comprises of 5 floors. The street

width between two consecutive buildings within a block is taken to be 30 m, which

also corresponds to inter-block separation. For the indoor floor plan, an open space
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Table 5.2 General simulation parameters for DAS simulations

Parameter Unit Value

Operating frequency [MHz] 2100

Bandwidth, W [MHz] 20

Transmit power [dBm] 33

Node antenna type Omni directional

Node antenna beamwidth, HPBWh/v [◦] 360o/90o

Node antenna gain [dBi] 5.5

UE antenna type Omni directional

UE antenna gain [dBi] 2.2

Node antenna height [m] 8,

UE noise figure [dB] 9

UE noise floor level, Pn [dBm] -92

Propagation environment Dense Urban

Propagation model Dominant Path Model

Building dimensions [m] 100×100

Building height [m] 25

Indoor floor plan Open space

External wall penetration loss [dB] 30

is considered with no internal wall partitions i.e. no hard obstructions for the signal

propagation except for the ceiling/floor and exterior walls. Furthermore, assuming

modern constructions throughout the urban environment, a building penetration loss

(BPL) of 30 dB is again assumed. Similar penetration loss values for modern buildings

have been reported in [13], for the 2100 MHz band.

Table 5.2 gathers the rest of the simulation parameters. ‘UE’ in the table refers to

‘user equipment’ i.e. the mobile receiver. It is pertinent to mention here that the total

transmit power per node remains the same irrespective of the deployment scenario.

Hence, the effective isotropic radiated power (EIRP) in the maximum antenna gain

direction is 38.5 dBm (33 dBm + 5.5 dBi = 38.5 dBm). Moreover, to determine the

receiver thermal noise floor, a 20 MHz bandwidth is assumed (stemming from 3GPP

Long Term Evolution, LTE).
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5.3 Methodology for Performance Analysis

According to (2.4) it is evident that the cell/area spectral efficiency depends directly

on the distribution of Γ i.e. SINR - which defines the radio channel condition. The

level of useful signal and interference that a UE receiver experiences at a given time is

largely determined by the deployed network architecture. This is elaborated in more

detail next.

5.3.1 Interference conditions; small cell deployment

In a stand-alone small cell deployment scenario, the UE experiences interference from

other co-channel small cells (SC); mostly from line of sight (LOS) cells. The SINR

in such a scenario is given by:

ΓSC
j =

SSC
j∑

i

ISC
i,j + Pn

(5.1)

where SSC
j is the received signal power of the serving cell at j th UE. ISC

i,j is the

received power of the i th small cell interferer at j th UE, and Pn denotes the noise

floor which includes also the UE receiver noise figure.

5.3.2 Interference conditions; DAS deployment

In case of DAS configuration, the received signal power from a serving DAS cell is

actually the superposition of the received signal powers from all the individual nodes

belonging to the serving DAS cell, i.e., the signal powers from all the nodes within

a DAS cell are effectively combined at the receiver, while the signal power received

from other co-channel DAS nodes is treated as interference. The total SINR that a

UE experiences in a DAS configuration is given by:

ΓDAS
j =

∑
k /∈ i

SDAS
k,j∑

i /∈ k

IDAS
i,j + Pn

(5.2)

where SDAS
k,j is the received signal power at the j th UE, from the k th node in the serving

DAS cell and k /∈ i. IDAS
i,j is the received power of the i th node, of the interfering cell,

at j th UE, and Pn denotes the noise floor which includes also the UE receiver noise

figure. It is pertinent to mention over here, that in real networks, achieving coherent
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combining of the useful signal energy at the receiver may necessitate accurate phase

alignment of the signals of the serving DAS cell already on the transmitter side. Here,

we do not address that issue explicitly but simply seek to understand the principal

performance behavior of such distribute antenna system.

5.4 Analysis of Outdoor DAS Deployment Strate-

gies

In this section the performance of each of the DAS deployment strategies, introduced

in Section 5.1, is evaluated and analyzed in terms of coverage and spectral efficiency.

This will provide technical insight into which deployment strategy will be best suited

for mobile operators in order to provide high speed data services.

Similar to the analysis in the previous chapters, due to homogeneity of the envi-

ronment, the receiver points from the dominance area of the center cell (small cell/

DAS cell) are considered for statistical analysis and the analysis results are further

normalized to 1 km2 area. For simulating a continuous cellular network effect, all the

interfering tiers that have significant contribution to the interference level in the dom-

inance area of a serving cell have been taken into account. Moreover, the distribution

of receiver points outdoors and across all the buildings (floors) is uniform.

5.4.1 Coverage and interference analysis

Fig. 5.4 shows the 10th percentile values for (a) received signal power (i.e., coverage)

and (b) SINR (radio channel condition), for the four deployment strategies. The x-

axis indicates the respective cell densities for each of the deployment strategy, and

y-axis the corresponding received signal power [dBm] or SINR [dB]. Starting with

the coverage analysis (Fig. 5.4a), it can be seen that in all the deployment strate-

gies the indoor environment experiences poor coverage as compared to the outdoors.

Several reasons can be attributed to this; (i) the signal propagation from outdoor to

indoor environment experiences heavy external wall penetration loss which degrades

the signal strength by 30 dB, (ii) due to relatively low antenna height installation, the

EIRP towards top floors of the buildings is smaller as compared to the lower floors or

street level, thus resulting in coverage limitation. However, there is a slight impact

of introducing DAS configuration in the network, as the network coverage levels in

the indoor environment tend to improve slightly. This is because of the superposition

of the received signals, from different DAS nodes, at the receiver end. Overall, the

cell edge conditions in the outdoor environment tend to be at the same level and
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Figure 5.4 10th percentile (cell edge) values for (a) Coverage, and (b)
Signal-to-Interference Noise ratio, for different deployment strategies. The black
dashed line in (a) indicates the thermal noise floor at -92 dBm. Moreover, the light
and dark shaded bars indicate the outdoor and indoor performance, respectively, for
each of the deployment scenario. (Str1: Strategy 1, Str2: Strategy 2)

substantially higher as compared to the indoor, with 5 nodes per DAS cell configu-

ration (employing strategy 2), bringing improvement as compared to the rest of the

deployment strategies.

Now coming towards the radio channel conditions, which are shown by the bar

graph in Fig. 5.4b, a clear performance difference between stand-alone small cell de-

ployment and DAS deployment is evident. The reason for poor SINR performance

in the small cell deployment is simply attributed to the fact that due to the close

proximity of the co-channel sites (mainly LOS sites), the interference level increases

at the cell edge. While in the DAS deployments this problem is reduced using the

two different deployment strategies. In strategy 1, although the node density is the

same as that of stand-alone small cell deployment, the DAS configuration effectively

clusters nearby co-channel sites into a DAS node, thereby eliminating the dominant

interference. Furthermore, in strategy 1, as the number of nodes increases within

a DAS cell, the cell size also increases, which consequently relocates the effective

interference further away. Also, the distributed nodes spread across the large DAS

cell, reinforces the signal strength thereby reducing the path loss. In strategy 2,

due to similar cell size as that of small cell deployment, the distance to the nearest

co-channel interferer remains the same, however, the interference in this strategy is

mitigated with increased signal strength from remote antenna nodes spread across
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Figure 5.5 Capacity efficiency statistics; (a) 10th (cell edge) spectral efficiency
[bps/Hz], and (b) average cell spectral efficiency [bps/Hz]. The light and dark shaded
bars indicate the outdoor and indoor performance, respectively, for each of the de-
ployment scenario.(Str1: Strategy 1, Str2: Strategy 2)

the cell area. Overall, from outdoor coverage and radio channel conditions point of

view, DAS configurations deployed using strategy 1 offer best performance.

5.4.2 Cell and area spectral efficiency analysis

Fig. 5.5 gives the indoor and outdoor cell-edge spectral efficiency along with aver-

age cell capacities for different deployment strategies considered in the analysis. The

SINR values, analyzed in the previous section, are directly mapped to the cell spectral

efficiency values using (2.4) taking into account the overall analyzed cell area. From

the figure, overall, DAS configurations offer much better outdoor cell edge capacity

performance as compared to small cell deployments, due to better interference man-

agement, while the indoor capacity values are fairly similar for all the configurations

(stand-alone and DAS). The same trend is also observed for average cell level capac-

ities. Investigating, next, the obtained average network spectral efficiencies, Fig. 5.6,

due to relatively smaller cell size the small cell deployment as well as the DAS strategy

2 offer much higher area capacity as compared to the DAS deployments employing

strategy 1. The small cell size results in higher cell density per km2 which translates

into higher spatial frequency reuse. To sum up, distributed antenna systems deployed

using strategy 1 offer better cell edge capacity performance, due to better interfer-

ence management, which can lead to higher data data rates per UE. However, such
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Figure 5.6 Average network efficiency statistics [bps/Hz/km2] for each of the de-
ployment scenario. The light and dark shaded bars indicate the outdoor and indoor
performance. (Str1: Strategy 1, Str2: Strategy 2)

strategy does not maximize the spatial reuse of frequencies, and thus the network or

area capacity is somewhat limited, while the deployment strategy 2 offers a balanced

performance in terms of cell and area level capacities.

5.5 Capacity Limitation of Traditional DAS and the

Dynamic DAS Concept

In a typical cellular network, the overall network traffic fluctuates during the time of

the day. An idle or low load is usually experienced for example, during late night or

early morning, while high/peak load is observed during day time or early evening, as

shown in Fig. 5.7. Also the traffic pattern varies separately for outdoor (after office

hours - on highways, boulevards etc.) and for the indoor environments (during office

hours and evenings). Hence, there is an inherent need to provide capacity dynamically

outdoors whenever needed.

Traditional DAS systems work on static configuration i.e., the clustering of the

antenna nodes are pre-configured at the base station hub and thus cannot efficiently

deliver capacity in highly dynamic outdoor hotspot regions where the traffic varies

geographically with time. Hence, most of the resources are wasted. In order to –
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Figure 5.7 Traffic variation pattern during different time periods at Broadway
Avenue, New York, USA. (Images courtesy of EarthCam.com)
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–address the exponentially increasing outdoor data traffic, the DAS network will need

to dynamically reconfigure itself based on the instantaneous load, thus delivering the

resources to parts of the network that experience high traffic load. The recent cloud

RAN (C-RAN) technology aim to offer the capabilities, where tens or even hundreds

of small cells or remote antenna units are connected via high speed and low latency

backhaul links to a central hub site which houses the centralized processing servers

[126], much like the traditional DAS system. In essence, the C-RAN is analogous to a

Dynamic Distributed Antenna system, that offers pooling of its resources at the central

hub site and dynamically concentrates them to geographic areas with high capacity

requirements e.g. sport arenas, high streets etc. C-RAN technologies are one of the

hot topics that are being considered as key enablers for upcoming 5G networks [79].

In the following section, the performance of dynamic DAS is analyzed in low and

high traffic scenarios with two different antenna configurations. The aim is to show

the potential of the proposed dynamic DAS concept to efficiently provide on-demand

capacity, based on outdoor mobile traffic condition, in a dynamic manner.

5.5.1 Dynamic DAS operation modes

For the performance evaluation of dynamic DAS, two scenarios are considered, based

on network traffic load periods in a certain geographic location:

Low traffic load period

During low traffic conditions, the DAS system configure as itself as a super microcell.

In super microcell mode, the distributed antenna nodes are configured to transmit

the same signal, which results in the UE experiencing highly stable signal strength

throughout the DAS cell coverage area. This leads to better radio channel conditions

thereby resulting in higher achievable bit rates.

High/Peak traffic load period

In peak load conditions with lots of devices needing service, the dynamic DAS config-

ures the remote antenna nodes (or DAS nodes) to act as multiple independent small

microcells. As such, the different nodes are configured to transmit independent sig-

nals. This increases the amount of spatial reuse which in turn increases the local-area

capacity. Hence, during peak load conditions when more users are trying to access the

network, the dynamic DAS efficiently delivers the network resources to those parts of

the network that experience high-traffic load.

Fig. 5.8 illustrates the dynamic DAS configurations in both scenarios. It is perti-
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Dynamic DAS configuration 

during low load period

During low load period, the antenna nodes are 

clustered together to form a super cell/ DAS cell

DAS antenna node clustered 

to form single a DAS cell

Dynamic DAS configuration 

during peak/high load period

During high load period, each antenna node acts 

as a single cell

DAS antenna node 

acts as a single cell

Figure 5.8 Dynamic distributed antenna system configurations during; (a) Peak
network load time period, and (b) low network load time period. The blue shaded
region in (b) shows the coverage area of a super microcell (DAS cell). Furthermore,
the red colored circles in (b), are the nodes that form a single cluster of DAS cell
nodes.

nent to mention over here that although the main aim of the chapter is to show the

performance of dynamic DAS in outdoor dense urban environment, indoor aspects

should not be forgotten. Thus, to be inline with the future deployment trend, the

interference contribution from the co-channel ultra dense indoor small cell deploy-

ment also has to be taken into account when evaluating the performance of dynamic

DAS in outdoor setting. Therefore, a femtocell access point is assumed in every of-

fice within each building. The coverage and spectral efficiency performance in indoor

environment are out of the scope of this chapter.

5.5.2 System model and assumptions

Scenario description

The performance analysis of dynamic DAS in different traffic conditions, is evaluated

in the dense urban environment described in Section 5.3.1. For the indoor floor plan,

instead of open office, a 3GPP office model is considered, as shown in Fig. 5.9. It

is pertinent to mention over here that the indoor floor plan is only relevant from

the indoor transmitters point of view, that act as interferers to outdoor deployment

infrastructure.
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Urban environment

 Manhattan-type city model

 Building Dimensions: 100 m x 100 m

    Building height: 25 m

    Street width: 30 m

 5 floors per building

 Floor plan: 20 offices and 2 corridors.

 Femtocell Access Points (FAP) deployed in each 

office, across all the floors

 External wall penetration loss: 40 dB

 Internal wall penetration loss:    4 dBOffice Office Office Office

Office Office Office Office

Office OfficeOffice Office

Corridor

Corridor

Figure 5.9 Dense urban scenario used in the analysis. The indoor floor plan is
based on the 3GPP office model.

Antenna model and configuration

The dynamic DAS, as mentioned in the previous section, is deployed in the microcel-

lular environment. In dense urban environment this gives rise to the street canyon

effect. The signals traveling in a street canyon tend to travel much further as com-

pared to the signal traveling in free space [127]. This is due to the tunneling effect

caused by the side walls which direct the signals into the alley. As a consequence,the

effect of distant interfering tiers especially the LOS tiers, which were negligible before,

starts to become more visible. Thus, in order to combat the street canyon effect, two

antenna configurations have been considered. The first antenna configuration is the

baseline configuration utilizing an Omni-directional antenna (typical for microcellular

deployment), while the second configuration utilizes a wide beam directional antenna

with extreme downtilt configuration (i.e., 90◦ mechanical downtilt, where the main

lobe in pointing directly downwards). The reason for having a wide beam antenna

relates to the deployment aspects of microcells. As mentioned earlier, the microcells

are typically deployed on street lamp post or other public utilities. Hence, the oper-

ators are bound, by the practical deployment as well as the local city council laws,

to use small antennas that can be easily deployed without affecting the aesthetics of

the locality. The size of a directional antenna depends on the beamwidth; as the nar-

row beam antennas require a large number of antenna array elements and vice versa.

Therefore, in order to keep the antenna size small, a directional antenna with 90◦ ver-

tical and horizontal half-power beamwidth, has been assumed in the simulations. The

modeling of the directional antenna is based on an extended 3GPP antenna model
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Table 5.3 General simulation parameters for Dynamic DAS simulations

Parameter Unit Value

Operating frequency [MHz] 2100

Bandwidth, W [MHz] 20

Transmit power per antenna node [dBm] 33

Node antenna type Omni- and Directional

Node antenna beamwidth, HPBWh/v [◦] 360o/90o (Omni config.)

[◦] 90o/90o (downtilt config.)

Node antenna gain [dBi] 5.5 (Omni) and 7 (Directional)

UE antenna type Omni directional

UE antenna gain [dBi] 2.2

Node antenna height [m] 8,

UE noise figure [dB] 9

UE noise floor level, Pn [dBm] -92

Propagation model Dominant Path Model

Backhaul capabilities No backhaul limitation assumed

proposed in [92].

Table 5.3 gather the rest of the simulation parameters. ‘UE’ in the table refers

to ‘user equipment’ i.e. the mobile receiver. It is pertinent to mention here that the

total transmit power per node remains the same irrespective of the dynamic DAS

operation mode. Hence, the effective isotropic radiated power (EIRP) in the maxi-

mum antenna gain direction for the Omni-directional antenna configuration case is

38.5 dBm (33 dBm + 5.5 dBi = 38.5 dBm) and 40 dBm (33 dBm + 7 dBi = 40 dBm)

for the down-tilt configuration. Moreover, to determine the receiver thermal noise

floor, a 20 MHz bandwidth is assumed (stemming from 3GPP Long Term Evolution,

LTE).

5.5.3 Methodology for evaluating the dynamic DAS concept

The level of useful signal and interference that UE receiver experiences, at a given

time, in dynamic DAS system is largely determined by the operation mode, which is

elaborated as follows:
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Interference condition; individual microcell mode

When the nodes in the DAS are configured to act as an individual microcell (MC),

the UE within a certain cell experiences interference from other co-channel interfering

cells (outdoor microcells or indoor FAPs); mostly from line of sight (LOS) cells. The

SINR in such a scenario is given by:

Γj =
SMC
j∑

i

Ii,j + Pn

(5.3)

where SMC
j is the received signal power of the serving microcell at j th UE. Ii,j is

the received power of the i th interferer cell at j th UE, and Pn denotes the noise floor

which includes also the UE receiver noise figure.

Interference condition; super microcell mode

In case of super microcell or DAS configuration mode, the received signal power

within the super microcell coverage area is actually the superposition of the received

signal powers from all the individual nodes belonging to the super cell, i.e. the signal

powers from all the nodes within a DAS cell are effectively combined at the receiver.

The received signals from other co-channel cells (interfering microcell nodes or indoor

FAPs) are treated as interference. The total SINR that a UE experiences in a DAS

configuration is given by:

Γj =

∑
k /∈ i

SDAS
k,j∑

i /∈ k

Ii,j + Pn

(5.4)

where SDAS
k,j is the received signal power at the j th UE, from the k th node in the

serving DAS cell and k /∈ i. Ii,j is the received power of the i th interfering cell, at j th

UE, and Pn denotes the noise floor which includes also the UE receiver noise figure.

5.5.4 Performance analysis of Dynamic DAS concept

This section looks into the performance of the dynamic DAS with different antenna

configurations under low and high network load scenarios. The key performance

metrics used in the analysis are coverage, SINR and spectral efficiency.

Due to the homogeneity of the environment, only the receiver points belonging to

the dominance area of nodes located within the blue shaded region, shown in Fig. 5.8,

are considered in the analysis. Moreover, the distribution of outdoor receiver points



5.5. CAPACITY LIMITATION OF TRADITIONAL DAS AND THE DYNAMIC
DAS CONCEPT 103

is uniform.

Coverage and interference analysis

Fig. 5.10 shows the statistical values in terms of 10th percentile (cell edge), 50th

percentile (Median) and 90th percentile (peak) values for; (a) received signal power

(i.e., coverage) and (b) SINR (radio channel condition), for the dynamic DAS op-

erating modes and with different antenna configurations. The y-axis indicates the

corresponding received signal power [dBm] or SINR [dB]. Starting with the coverage

performance (Fig. 5.10a); in both antenna configurations (Omni- and extreme tilt),

the received signal levels tend to improve as the dynamic DAS configures the remote

antenna nodes to form a super microcell. This is because in super microcell mode, the

received signals from different DAS nodes are superposed at the receiver end, which

not only tends to improve the median and peak values but also the received signal

level at the cell edge (10th percentile). Comparing the omni (no-tilt) with directional

(90◦ DT) antenna configuration; due to the main beam tilted downwards, the cov-

erage levels in the extreme tilt configuration are lower than in the baseline no-tilt

configuration. This helps in reducing in the inter-cell interference and hence improves

the radio channel conditions which is discussed next.

Fig. 5.10b shows the SINR performance bar graph for dynamic DAS modes with

different antenna configurations. During the peak time period, when the number of

users within the specific location increases, the network load rises. Hence, in order

to accommodate more users within that geographic locality, the dynamic DAS net-

work, through a server located in a central hub site, dynamically configures its remote

antenna nodes to act as separate small cells. As such, the cell density within that ge-

ographic location increases, which translates into higher frequency reuse in that area,

thereby accommodating more users, as will be shown in next section. The tradeoff,

however, in such a scenario is that due to closely spaced co-channel sites, the inter-cell

interference increases which degrade the radio channel conditions. In real networks,

this cell-level performance reduction, stemming mostly from cell-edge users, can par-

tially be compensated through inter-cell interference coordination (ICIC) and collabo-

rative scheduling. However, in dense urban environment with high-rise buildings, the

situation is exacerbated, due to street canyon effect. As mentioned in the earlier sec-

tion, the street/urban canyon effect allows the signal level to propagate further than

is possible in free space. As a result, the distance interferers become dominant as well,

thereby further degrading the SINR performance. To counter the urban canyon phe-

nomenon, an effective method is to steer the main antenna beam away from the street

alley and instead focus it down towards the street. This reduces the EIRP along the



104 5. OUTDOOR DISTRIBUTED ANTENNA SYSTEMS

−100

−80

−60

−40

−20

0

R
ec
ei
v
ed

S
ig
n
a
l
S
tr
en

g
th

[d
B
m
]

 

 

10th percentile
50th percentile
90th percentile

Single cell
- Omni

Super cell
- Omni Super cell

- 90 DT
Single cell
- 90 DT

Noise floor: -92 dBm

(a)

−10

0

10

20

30

40

50

S
IN

R
[d
B
]

 

 

10th percentile
50th percentile
90th percentile

Super cell
- 90 DT

Single cell
- 90 DT

Super cell
- Omni

Single cell
- Omni

(b)

Figure 5.10 10th percentile (cell edge), 50th percentile (median) and 90th percentile
(peak) values for outdoor (a) Coverage, and (b) Signal-to-Interference Noise ratio, for
dynamic DAS under different operation modes and with different antenna configura-
tions. Under high traffic conditions the dynamic DAS configures the nodes to operate
as individual microcells, whereas in low traffic time period, the nodes are reconfigured
to operate as one super microcell/DAS cell.

canyon thereby reducing the inter-cell interference in adjacent/neighboring LOS cells.

The reduction in inter-cell interference translates into better SINR performance, as

shown by the comparison of ‘Individual microcells - Omni ’ configuration with ‘In-

dividual microcells - 90◦ DT ’ configuration in Fig. 5.10b. Subsequently, when the

number of active users within a geographic location decreases, the network load goes

down and hence, the DAS network re-configures itself into super microcell mode. The

result is that the neighboring/adjacent nodes are clustered together to form a single

cell, which not only improves the coverage level but also reduces the inter-cell inter-

ference within the cell. Hence an improvement can be seen in the SINR performance,

as shown by ‘Super cell ’ configurations in Fig. 5.10b. In both dynamic DAS operation

modes, the 90◦ DT configuration outperforms the Omni- no tilt configuration, due to

effective interference control.

Cell and Area spectral efficiency analysis

Fig. 5.11 gives the capacity efficiency statistics for the dynamic DAS operation modes

with different antenna configurations. The SINR values, analyzed in the previous

section, are directly mapped to the cell spectral efficiency, shown in Fig. 5.11a, using

(2.4). The gain in cell spectral efficiency, that can be achieved when the nodes are
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Figure 5.11 Capacity efficiency statistics; (a) 10th percentile (cell edge), 50th per-
centile (median) and 90th percentile (peak) values for outdoor cell spectral efficiency
[bps/Hz], and (b) Average area spectral efficiency [bps/Hz/km2] for dynamic DAS
under different operation modes and with different antenna configurations.

clustered into DAS cell configuration, is approximately 1.5 times more than in the

peak load scenario, when the nodes operate as separate small cells, (with both an-

tenna configurations). Hence, in low load scenarios, the dynamic DAS network can

offer high speed services to high mobility users with fewer numbers of handovers, due

to the fact that the associated DAS nodes form one large cell. Coming to the area

spectral efficiency performance; during peak load, the average gain in the area capac-

ity, that is achievable through configuring each node as a small cell, is approximately

4.5 times more than the super microcell mode. This means that during peak load, the

network is able to handle more users. From the handover point of view, during peak

hours, the probability of high mobility users along the boulevards or high streets,

where the majority of the data traffic is typically concentrated, is quite low - due to

crowded roads. Hence, the frequency of handovers during peak hours, when the DAS

nodes are acting as separate small cells, also reduces.

From the overall performance, the extreme tilt configuration, due to better inter-

ference management, exhibits higher cell and area spectral efficiency as compared to

the baseline configuration.

5.6 Chapter Conclusions

This chapter examined the outdoor distributed antenna systems as an alternative so-

lution for flexible capacity provisioning in outdoor environment.
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First, the technical aspects of different deployment strategies for traditional out-

door distributed antenna system (ODAS) were analyzed and compared with stand-

alone small cell deployment. For the deployment of ODAS, two strategies were con-

sidered based on the number of DAS nodes deployed. In strategy 1, the existing

small cell sites were configured to act as single DAS cell, while in strategy 2, new an-

tenna nodes were introduced into existing network. For the performance comparison

of the ODAS strategies with standalone small cell deployment, two key metrics were

considered; coverage and capacity. From the coverage point of view, both solutions,

stand-alone small cells and DAS technology, offered comparative signal levels in the

outdoor environment. From the cell level capacity-efficiency point of view, due to bet-

ter interference management, distributed antenna systems offered better performance,

especially at the cell edge. However, the deployment strategy 1 for outdoor DAS suf-

fered from network level capacity inefficiency due to lower degree of spatial frequency

reuse. Strategy 2 on the other hand provided a balanced approach, providing good

cell level capacities while at the same time offering network capacities comparable to

or even better than small cell deployments. However, the downside of Strategy 2 is

that the total cost of deployment increases proportionally as new antenna nodes are

added to the network.

Next, an advanced form of outdoor distributed antenna system, Dynamic DAS

concept, was investigated, which dynamically adapts the system level capacity based

on the outdoor traffic conditions. The basic premise behind the Dynamic DAS is

that the outdoor mobile traffic variates during the time period of the day. Hence, to

efficiently address the capacity demand, the remote antenna nodes are configured to

act as a single micro cell during low traffic period, or multiple independent micro cells

during high traffic period to increase the degree of spatial reuse and hence accomodate

more users within the system. The potential of Dynamic DAS in an outdoor dense

urban environment was shown under low and high network load conditions using cell-

and network- level capacities as the performance evaluation metrics.



Chapter 6

Conclusions

6.1 Concluding Summary

Network densification has been identified as a key methodology to fulfill the surging

data capacity demands in the long run. This dissertation examined the performance

of network densification based on different deployment solutions in terms of capacity,

energy- and cost-efficiency, from both indoor and outdoor service provisioning view

points. For all the deployment scenarios, the network was assumed to be operating

in a full load condition, which is the worst case scenario. By doing so, the considered

deployment solutions are pushed to their extreme capacity limits. The ultimate aim

of the dissertation was to get technical insight and understanding of DenseNets and

their performance limits in the long run, and to draw cricitical conclusions on the

choice of deployment scheme that can assist mobile operators in deciding the best

evolution strategy for their network in the future.

Starting with the densification of classical deployment solutions used by the op-

erators (based on macro-/micro-cellular technologies), the results revealed that the

legacy solutions suffer from poor coverage and network capacity in-efficiencies in the

indoor environment. The coverage limitation is more severe in the macrocellular

deployment scenario, when building penetration losses increase beyond 20 dB. The

indoor capacity in-efficiency also negatively impacted the energy- and cost- efficiency

performance of the legacy solutions. Furthermore, the performance results showed

that if the target of the operator is to provide only outdoor service, the legacy de-

ployment solutions might still provide adequate service for the time being. However,

for the indoor environment, where the capacity demand is exponentially increasing,

addressing those demands by densifyinig the outdoor legacy deployments to extreme

levels might not be feasible due to zoning restrictions and because of the observed

inefficiencies.

When it comes to deployment solutions based on indoor small cells, the results
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showed that the dedicated indoor solutions with densely deployed femto-cells are

much more spectrally- and energy-efficient approach to address the enormous indoor

capacity demands, compared to conventional (legacy) deployment solutions. Unlike

outdoor deployments, the deployment of indoor femtocells, due to being located in-

side the building, provide superior indoor coverage and are not affected by increasing

building penetration losses. Moreover, the results also showed that a heterogeneous

macro-femtocells solutions provide superior outdoor cell edge performance as com-

pared to homogeneous macrocellular deployment. Although, the dissertation focuses

only on indoor femtocell deployments, the study can also be generalized to include

other competing indoor small cell solutions like WiFi, in which case the traffic from

outdoor layers is offloaded to WiFi networks. Hence, it is concluded that to counter

the growing concerns of the mobile operators related to the exponentially increasing

amounts of mobile data towards the 5G era and also modern buildings with higher

wall penetration losses, an appealing solution is to deploy dedicated indoor small cell

solutions like femtocells, WiFi etc. which offer a cost-effective and energy-efficient so-

lution for indoor capacity demands. Also from indoor-to-outdoor service provisioning

point of view, the mobile operators can partially leverage the indoor based femtocells

to provide certain neighborhood coverage to low mobility outdoor users, thereby of-

floading some of the traffic from outdoor layer. This strategy can result in significant

cost savings for mobile operators.

Finally, from the outdoor service provisioning view point, the dissertation looked

at the prospect of using outdoor distributed antenna systems (ODAS) as an alter-

native solution to provide outdoor coverage and capacity. The results showed that

due to being deployed on a street-level the ODAS solution is well suited to provide

almost uniform coverage and better cell edge capacity performance. However, the

traditional ODAS solution was shown to be in-efficient in terms of adopting to data

traffic variation in the outdoor environment. Hence, an advanced form of ‘dynamic

DAS’ concept was investigated that offers an efficient and capacity-adaptive solution

to provide outdoor capacity, on-demand, in urban areas by dynamically configuring

the remote antenna units to either act as individual small cells or distributed nodes

of a common central cell.

6.2 Future Work

Improvement is a journey with no destination...

In general, the evaluation of simulation results is tightly coupled with the corre-

sponding system models and assumptions. In this thesis, the network densification
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was studied utilizing legacy (macro-/micro-cellullar) solutions, indoor femtocell-based

solutions and outdoor distributed antenna systems. The performance of these solu-

tions were evaluated in ideal and static propagation conditions in urban and suburban

environments. Hence, it is pointed out that the results and conclusions presented in

this dissertation are strictly-speaking valid only for the assumed deployment scenar-

ios.

At the time of writing this section, there are several open questions regarding the

work in the thesis field. A small list of enhancements to the simulation studies have

been highlighted below which could be included in the future work:

• In this thesis, the performance of different deployment strategies was evaluated

assuming no-intercell interference coordination (ICIC) mechanism between ho-

mogeneous cells or heterogeneous cells. Hence, future work should look into

incoorporating the (ICIC) mechanism and observing the system capacity trend

as the network is densified. Furthermore, from spectrum management point

of view, it will be interesting to analyze the deployment case of dividing the

spectrum between macro, micro and femtocells i.e. using adjacent channels for

different layers of HetNet in order to eliminate the inter-layer interference.

• It will be interesting to see the impact of collaborative multicell processing tech-

niques and advanced antenna systems (e.g. Massive MIMO and beamforming)

on the performance of different deployment scenarios.

• All the simultions in this thesis were done in the UMTS Band 1 (2.1 GHz).

Recently studies advocating mobile communications in the cm-wave or mm-

wave bands have been published [75, 76, 128]. It will be interesting to evaluate

the techno-economic performance of ultra-dense networks in the cm-wave or

mm-wave bands.

• The dynamic DAS concept was evaluated based on two extreme ends (low and

high network load) with simple propagation modeling based analysis. Further

studies should concentrate on not only energy- and cost efficiency analysis but

also on the system-level simulations, which take into account the switching

criteria/algorithm of dynamic DAS, based on actual network load conditions.

• The cost efficiency analysis in the dissertation is based on simple cost model

assuming Greenfield deployment. In practice, however, the cost modeling can

be much more complex e.g., a) operators may already have some site assets, from

their existing older networks, which they can capitalize on, b) operators might

get into an agreement with other operators over site sharing or even spectrum
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sharing in order to enhance their capacity etc. Further studies, can concentrate

on a much more detailed techno-economic modeling that take into account the

different deployment aspects as found in practice.
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[66] S. F. Yunas, T. Isotalo, J. Niemelä, and M. Valkama, “Impact of Macrocellular

Network Densification on the Capacity, Energy and Cost Efficiency in Dense

Urban Environment,” International Journal of Wireless and Mobile Networks

(IJWMN), vol. 5, no. 5, pp. 99–118, Oct 2013.

[67] S. F. Yunas, T. Isotalo, and J. Niemelä, “Impact of network densification, site
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