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Abstract

For the last couple of decades, hand-in-hand progresses in stem-cell technologies

and culturing neuronal cells together with advances in microelectrode array (MEA)

technology have enabled more efficient biological models. Thus, understanding the

neuronal behavior in general or realizing some particular disease model by studying

neuronal responses to pharmacological or neurotoxical assays has become more

achievable.

Moreover, with the widespread practical usage of MEA technology, a vast amount

of new types of data has been collected to be analyzed. Conventionally, MEA

data from neuronal networks have been analyzed, e.g., with the methods using

predefined parameters and suitable for analyzing only specific neuronal behaviors

or by considering only a portion of the data such as extracted extracellular action

potentials (EAPs). Therefore, in addition to the current analysis methods, novel

methods and newly acquired measures are needed to understand the new models.

In fact, we hypothesized that existing measurement data carry a lot more informa-

tion than is considered at present. In this thesis, we proposed novel methods and

measures to increase the information which we can extract from MEA recordings;

thus, we hope these to contribute to better understanding of neuronal behaviors

and interactions.

Firstly, to analyze firing properties of neuronal ensembles, we developed a method

which identifies bursts based on spiking behavior of recordings; thus, the method

is feasible for the cultures with variable firing dynamics. The developed method

was also designed to process a large amount of data automatically for statistical

justification. Therefore, we increased the analysis power in the subsequent analyses

in comparison to the existing burst detection methods which are using pre-defined

and strict definitions.

Subsequently, we proposed novel metrics to evaluate and quantify the informa-

tion content of the bursts. Entropy-based measures were employed for quantifying

bursts according to their self-similarity and spectral uniformity. We showed that

different types of bursts can be distinguished using entropy-based measures. Also,

the joint analysis of bursts and action potential waveforms were proposed to obtain

a novel type of information, i.e., spike type compositions of bursts. We presented

that the spike type compositions of bursts would change under different pharma-

cological applications.

In addition, we developed a novel method to calculate synchronization between

neuronal ensembles by evaluating their time variant spectral distributions: For



that, we assessed correlations of the spectral entropy (CorSE). We showed that

CorSE was able to estimate synchronicity by studying both local field potentials

(LFPs) and extracellular action potentials (EAPs); thus, we could contribute to

understanding synchronicity between neuronal ensembles which also don’t exhibit

detectable EAPs.

In conclusion, motivated by the recent popularity of MEA usage in the neuroscience

field, we developed novel and enhanced methods to derive new types of information.

We showed that by using our developed methods one could extract additional

information from MEA recordings. As a result, the proposed methods and metrics

would enhance the analysis efficiency of the microelectrode array measurement

based studies and provide different viewpoints for the analyses. The derived novel

information would contribute to interpreting neuronal signals recorded from a single

or multiple recording locations. Consequently, methods presented in this thesis are

important complements to the existing methods to understand neuronal behavior

and population-wise neuronal interactions.
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CHAPTER 1

INTRODUCTION

Neuroscience has been searching for answers to the functioning of neurons and

neuronal systems for decades. While technology is advancing, new methods arise

to gather new types of information on neuronal functioning, and consequently

more opportunities arise to understand and treat neurological diseases. On the

other hand, the amount of knowledge gathered so far is not adequate for solving

major problems of neuroscience yet. Despite the large amount of collected data,

the information obtained is still limited since reasonable amount of information in

the measurement data is not completely raveled. This has actually been stated as

one of the seven challenges by Markram (2013) as the necessity of increasing the

information which we can extract from experiments. Hypothetically, measurement

data carry a lot more information than we are obtaining with current methods.

Such information, which potentially exists in the currently attainable data, would

be essential, e.g., for answering important problems of neuroscience or finding cures

for currently untreatable diseases.

In fact, despite the technological advances, neurodegenerative diseases are re-

garded as the silent epidemic of the 21st century. Stroke and heart diseases have

been the top two largest causes of death, and stroke alone is the leading cause

of long-term disability in the world according to the World Health Organization

(The top 10 causes of death, World Health Organization fact sheet no:310, WHO).

Traumatic events such as spinal cord injuries and brain insults affect especially the

population of young adults, leading to drastic disabilities, and need long-term re-

habilitation and use of various health care services, including lifelong institutional
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accommodation. Also, neurological disorders, such as epilepsy, affect millions of

people and increase the risk of death (Vos et al., 2015). Currently, novel stem

cell technologies provide hope that repairing damaged neuronal tissues due to ac-

cidents and many diseases might become a reality in the near future. However,

understanding neuronal systems and behavior is crucial in the search for treatment

of neurodegenerative diseases.

Together with the biological advances, cultured neuronal cells are very effective

to use as a model for studying the central nervous system, in particular the brain.

Such biological models provide a more flexible environment for the applications used

in, e.g., drug discovery, personalized medicine, and developing functional organs.

Besides, recent developments in microelectrode array (MEA) technology enable

studying the electrophysiological properties of neuronal cells, including the char-

acteristics of their connections and interaction with each other from early stages

of their development. Thus, current developments in MEA technology with the

widespread practical usage in studying developing neuronal cell cultures produced

new types of data which we could not obtain previously. In fact, recent MEA sys-

tems provide alternative ways to collect data at different spatial resolutions and

thus provide a new type of data, potentially carrying information on population

and cellular interactions (Obien et al., 2014). The acquired neuroelectrophysiologi-

cal information from cultures with highly plastic neuronal networks demands novel

methods, and using MEAs could enhance the interpretation and understanding

of neuronal behavior. With the increasing growth of using MEAs and studies on

developing neuronal cells, newer research questions are elevated.

In summary, there is a call to extract new information for studying developing

neuronal cell cultures, and in this thesis we propose novel tools and novel metrics

for such analysis. Accordingly, the main motivation of this thesis work can be

summarized as:

� Deriving new metrics by developing novel methods: Developing new meth-

ods to acquire new metrics for analyzing the activity of neuronal cells and

developing novel methods to understand the functionality of the cells and cell

networks.

� Obtaining novel information by using existing methods: Using new ways to

employ methods which were previously practiced in neuroscience or other

disciplines to gather novel information from neuronal cell cultures.

The thesis aims to find specific solutions for some existing research questions
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in this area. The contributions of the thesis to these research questions can be

grouped under three categories:

1. Identification of action potential (AP), i.e., spike, firing properties from new

culturing paradigms such as networks developed from stem cell based neurons.

Research question: APs have been widely studied by means of their wave-

forms and firing characteristics, where different definitions of AP bursts were

also made (Legendy and Salcman, 1985; Chiappalone et al., 2005; Mazzoni

et al., 2007; Pasquale et al., 2010). However, the existing definitions of bursts

are not well suited for the new type of data obtained from highly variable

developing neuronal cultures. Previously, a large amount of spike data from,

e.g., stem cell derived neuronal networks would be considered as data without

any bursts and removed from further analysis by existing algorithms. How

would we define and assess burst activity for highly variable neuronal net-

works without using any predefined criteria? Moreover, although the effects

of the overall spike activity on network bursting have been studied previ-

ously (Harris et al., 2001), the potential relations between AP waveforms

and their participation to burst activity, i.e. network activity, have not been

studied sufficiently. Can we obtain novel information by analyzing spike type

compositions of bursts?

Aims of the thesis to contribute to the research question:

� We aim to develop a method to detect bursts by utilizing the dynamics

of the studied signal, so that bursts which are not detected previously

can be analyzed. The burst detection method also needs to operate

with minimal user intervention to increase objectivity. Thus, an auto-

matic algorithm which enables the analysis of large data for statistical

justification is preferable (Publication I).

� We aim to develop a method to study single unit and network activity

simultaneously by means of spike waveforms and bursts. Consequently,

we would reveal any potential relations between AP waveforms and their

participation in network activity (Publication III).

Biological applications: Hypothetically, detecting bursts based on the dy-

namics of the studied signal instead of pre-defined criteria would enable elec-

trophysiological characterization of developing neuronal cultures. For such

cultures, because of the variability in the spike firing dynamics, an adaptive
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and automatic analysis process is required to minimize user intervention and

increase time efficiency. Thus, by utilizing an adaptive burst detection al-

gorithm, bursts with different metrics or different spike type compositions

can be classified, for example, for the assessment of neuronal response to

the pharmacological or neurotoxicological experiments, as in Johnstone et al.

(2010), as well as for tracking network development, as in Wagenaar et al.

(2006).

2. Investigation of population activity and neuronal interactions in developing

neuronal networks.

Research question: Population activity of neurons has been intensively stud-

ied in the literature. Bursts are one of the most commonly used markers for

network activity (Kandel and Spencer, 1961; Connors et al., 1982; Wagenaar

et al., 2006) and are also utilized for the assessment of neuronal responses.

Parameters calculated from bursts are commonly used as features for classify-

ing them (Johnstone et al., 2010; Mack et al., 2014). For example, according

to Johnstone et al. (2010), different drugs have specific affects on different

burst parameters but not on all. Thus, hypothetically, parameters/metrics

to quantify/classify bursts based on new type of information in addition to

the conventionally used ones would enrich the information and are highly

required (Johnstone et al., 2010). Would information theory based metrics be

beneficial to quantify and classify bursts?

Aims of the thesis to contribute to the research question:

� We aim to quantify detected neuronal bursts by using their information

content (Publication II).

Biological applications: We hypothesize that metrics based on the information

theory would reveal additional features of the bursts; accordingly, providing

additional features would enhance the efficiency of burst classification. Such

enhancement would have potential advantages in practical fields where the

response of neuronal networks is commonly assessed by the changes in burst

activity, e.g., neurotoxicology studies.

3. Analysis of the synchronous network activity in developing cultures.

Research question: Synchronicity has been studied for neuronal populations

to analyze simultaneous network activity. Generally, neuronal events such

as APs and bursts have been assessed for calculating network synchrony
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(Quiroga et al., 2002; Garofalo et al., 2009; Ito et al., 2011), or alternatively

phase or frequency coupling in some specific frequency bands have been ana-

lyzed (Ginter Jr et al., 2005). Local field potentials (LFPs) in the recordings

are totally omitted by event-based synchrony measures, and performances

of event detection methods have crucial influence on sequential analysis pro-

cedures (Obien et al., 2014). There is a call for methods which calculate

network synchrony by taking LFPs also into consideration and depending

less on the performances of event detection methods. How could we analyze

network synchrony by taking EAPs and LFPs into account for the neuronal

networks whose effective bandwidths were not well defined?

Aims of the thesis to contribute to the research question:

� We aim to develop an algorithm to estimate network synchrony which

depends less on the performances of event detection methods and takes

LFPs also into consideration (Publication IV and V).

Biological applications: Changes in the synchronization and accordingly func-

tional connectivity are assessed to obtain information on neuronal plasticity.

Also external manipulations or spontaneous developments of neuronal net-

works need to be assessed without omitting the large amount of LFP data,

which is currently usually considered as biological noise. Thus, for such stud-

ies, methods considering also LFPs would be beneficial.

In conclusion, we are inspired by the recent calls in neuroscience with the in-

creased usage of MEA technologies in the field. Hence, we developed novel and

enhanced data analysis methods to extract the new information hypothetically

carried by the existing data. We applied the new methods on various types of in

vivo and in vitro neuronal cell cultures, which were obtained with MEA recordings,

and ended up successfully gaining the hypothesized information.
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CHAPTER 2

BACKGROUND

In this chapter, the basics of neuronal electrophysiology are explained to provide

background information on the data which was studied in this thesis. Next, we

summarize how MEA technology is being used currently, what kind of potential

information MEA data contain, and what are the sources influencing the recorded

data. Finally, commonly used data analysis procedures for MEA recordings are

presented with the required enhancements or novelties to make these methods

produce more information and also more feasible for the analysis of developing

neuronal cultures.

2.1 Bioelectric activity and neuronal electrophys-

iology

Neurons are electrically active also at rest, where there is a potential difference

between the intracellular and extracellular medium originated from different con-

centrations of ions. In a resting state, the inside of the neuron is negative relative

to the outside, and this causes a voltage difference called transmembrane potential

which is around −65 mV. The most evident activity of a neuronal cell, i.e., AP,

occurs when the transmembrane potential reaches a threshold. This process can

be initiated with the arrival of a stimulus to the cell: a stimulus is first received by

the dendrites of a nerve cell. This causes the Na+ channels to open; Na+ influx

drives the interior of the cell membrane, making the inside of the cell more posi-

tive. Because of this change, the K+ ions are pushed out through the non-gated
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K+ ion channels, which are much slower to open. With the K+ channels open, the

membrane begins to repolarize first back to its resting potential and later to hyper-

polarization. After hyperpolarization, active Na+/K+ pumps bring the membrane

back to its resting state once more (Hall and Guyton, 2011). This whole process

is reflected as an AP waveform to the electrophysiological recording.

Neuronal electrophysiology includes different techniques for measuring electrical

activity of neurons, and the measured information varies depending on the location

and the characteristics of the measurement electrode. For example, if the above

mentioned process is measured extracellularly, i.e., extracellular AP (EAP), then

initially in the waveform there will be a large decay on the negative side followed

by a small positive peak, unlike in intracellular AP (IAP) (Henze et al., 2000). In

this thesis work, we merely concentrated on mesoscale extracellular measurements

which will be discussed later.

EAPs are generally tens to hundreds of microvolts in amplitude and less than 2

ms in duration (Buzsáki et al., 2012). EAPs, which are also referred to as “spikes”

in this work, can be identified when the source is in the vicinity of the electrodes

(up to ≈ 100µm according to Egert et al. (2002) and up to ≈ 140µm according

to Henze et al. (2000)). AP polarities are also affected by the electrode positions;

according to Egert et al. (2002), electrodes close to the somatic area have a better

chance for spike detection, and spikes are negative in polarity close to the soma

and positive in the dendritic tree. Gold et al. (2006) also proposed that varied

composition of ionic currents in different cells can alter the features of the EAP.

Electrode size also influences the electrical data measured. If the electrode is

small enough and located close enough to a single cell, it would enable recording

of APs from a single cell (single-unit recording) (Humphrey and Schmidt, 1990)

or, depending on the placement, it may record the spike activity of several nearby

cells simultaneously (multi-unit recording). On the other hand, with the increase of

electrode size, the amplitudes of APs are averaged with smaller amplitude signals

originating from nearby sources since larger electrodes collect the net activity of

several cells which are observed as local field potentials (LFPs). LFPs are more

challenging than APs to interpret (Einevoll et al., 2013), where any biological

structure with an excitable cell membrane, i.e., spine, dendrite, soma, axon, or

axon terminal and any sort of transmembrane current has contributions on the

extracellular field. Briefly, the main contributions on the extracellular field are

summarized in Buzsáki et al. (2012) as synaptic activities, fast action potentials,

calcium spikes, intrinsic currents, hyperpolarizations after spikes, gap junctions,

neuron-glia interactions, and ephaptic effects. Particularly APs, although they are
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not always detectable extracellularly, have important implications on LFPs.

Several studies, which are extensively reviewed in Buzsáki et al. (2012), address

interrelations between the spike activity and frequency relations of LFPs: Briefly,

increased spiking produces a broad frequency spectrum in LFPs. Increased power

in the higher frequency bands (over 100 Hz) is associated with an increased and syn-

chronized spike firing. The power in high frequency components of LFPs increases

with spatially dense cell bodies, and their effective area is limited to shorter dis-

tances. LFP components other than spike-related membrane voltage fluctuations,

i.e., postsynaptic potentials and membrane voltage fluctuations, have influence on

high frequency power as well. There can be phase lock between high and low

frequency components where phase locked neurons generate mostly extracellular

rhythmic currents, and the high frequency power of LFPs has indirect influence on

firing of neurons.

In conclusion, the bioelectric activity of neuronal cells is the main target for

information gathering in MEA measurements. Biological signals in the vicinity of

a recording electrode are the most essential component forming EAPs and LFPs;

however, a notable amount of background signals from further biological sources

is contributed to LFPs as well. For example, signals originating from, e.g., EAPs

of distant cells, ionic sub-threshold activity of nearby cells, or neurites contribute

to LFPs but are generally accepted as biological noise since it is challenging to

interpret most of these signals (Obien et al., 2014). Thus, it is crucial to know

the abilities and limitations of the measurement setup and the equipment before

further analysis is done to be able to interpret accurately what is recorded by MEAs

and also to avoid loosing information as much as possible.

2.2 MEA recordings

The first works with MEAs were introduced starting from the early 1970s by

Thomas et al. (1972), Wise and Angell (1975), Gross et al. (1977), and Pine (1980);

however, developments in information technology, microelectronics, and material

sciences gave a boost to MEA development and consequently to MEA-based stud-

ies starting from the second half of the 1990s. MEAs are basically designed for

recording mesoscale extracellular electrophysiology, which consists of LFPs and

EAPs (Obien et al., 2014). During the time, MEAs have been developed to answer

the needs of in vivo and in vitro studies; and they have been designed accordingly.

For in vivo studies, implantable MEAs have been fabricated by using three com-

mon techniques: microwires, micro-machined arrays, and flexible arrays (Cheung,
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2007; Ghane-Motlagh et al., 2013). Briefly, microwires are advantageous for deep

brain recordings. They were mainly designed to focus on individual neurons, but

an array of microwires allows multi-neural recordings as well. On the other hand,

accurate location of the electrode tips relative to each other is challenging because

of the bending of the wires during implantation (Ghane-Motlagh et al., 2013).

Silicon based micro-machined MEAs come in two specific models: silicon-based

multi-shaft arrays, i.e., Michigan arrays (Fig. 2.1A), and silicon-based multi-needle

arrays, i.e., Utah arrays (Fig. 2.1B). Michigan arrays allow recording from multiple

depths along the shaft and to keep the distance between electrodes fixed, which

makes them advantageous compared to microwires. Utah arrays have silicon nee-

dles isolated from each other, where the recording is obtained from the tips of these

needles (Ghane-Motlagh et al., 2013). Utah arrays are mostly designed to be im-

planted in cerebral cortex or peripheral nerves (Normann, 2007). Flexible arrays

allow electrodes to be placed on the surface of the brain in a less invasive way,

which also reduces chronic tissue inflammation. On the other hand, their flexible

structure may cause difficulties during implantation (Ghane-Motlagh et al., 2013).

Figure 2.1: Simplified illustrations of some commonly used MEA designs for in vivo and in vitro

recordings. MEA components are not in scale, and the numbers of electrodes are for illustration

only. (A) Michigan and (B) Utah arrays for in vivo recordings. (C) Planar MEA in a well for in

vitro recordings.

For in vitro studies, MEAs can be used for example for tissue slices or dissoci-

ated cell cultures (Fig. 2.1C). Planar MEAs have been commonly used to record
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neuronal activity extracellularly. MEAs with electrode diameter of 10 to 30 µm

and an inter-electrode distance of 100 to 500 µm have been found beneficial for

studying local neuronal activity and population interactions (Obien et al., 2014).

There are also different designs to improve the electrode-tissue contact with per-

foration. For such MEAs, tissue slices are pulled by negative pressure applied

through the openings in the substrate to position the slice on the electrodes and

improve signal quality, as in Gonzalez-Sulser et al. (2012). Recently, ultra-small

electrodes in nanometer scale are also being used to record intracellular activity,

including subthreshold signals by penetrating the cell membrane (cf. Spira and Hai

(2013)). These electrodes can be structured as three-dimensional silicon nanowires

(Robinson et al., 2013) or gold mushrooms (Hai et al., 2009). Another impor-

tant development is the number of electrodes and their spatial distribution on

MEAs. Initially, the number of electrodes on MEAs was limited to tens, and the

distances between electrodes were tens of micrometers. Later, advances in field

effect transistor and particularly complementary metal oxide semiconductor-based

active electrodes also initiated the development of high density MEAs (HDMEAs)

(Berdondini et al., 2001), which enabled the assessment of neuronal activity at

sub-cellular resolutions. Currently, thousands of electrodes are on HDMEAs, and

the distances between electrodes are less than 20µm. Together with MEA technol-

ogy, in vitro studies provide a better access compared to in vivo models in terms

of electrical stimulation and pharmacological or neurotoxicological manipulation

(Wagenaar et al., 2006). Moreover, engaging MEAs with in vitro cultures enable

studying the fundamental features of network activities, e.g., plasticity, learning,

pharmacological testing, and models of epilepsy.

2.2.1 Recorded signal

Biological signals are the main target of MEA recordings. However, signals recorded

by MEAs have contributions from different sources other than the biological ones

as well. Starting from neurons and until the recording device, several parameters

have an effect on the observed signal (Obien et al., 2014). Fig. 2.2 illustrates this

process.

Effects of source and extracellular medium

Extracellular medium is generally assumed as resistive (ohmic), homogeneous and

isotropic for simple models. A signal recorded at one point is basically the linear

sum of the current sources which are inversely weighted with the distance between
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Figure 2.2: Parameters affecting the signal recorded with MEAs

the recording point and the source locations (Nicholson and Freeman, 1975). Con-

sequently, signs, shapes, and amplitudes are strongly dependent on the electrode

and the source positions (Einevoll et al., 2013). The following equation gives a

single point current source for the potential at an electrode, Ve, and thus explains

the importance of electrode distance to the source.

Ve =
I

4πσr
, (2.1)

where I is the current, σ is the conductivity of the medium, and r is the distance

between the recording point and the source point. The equation can be written as

a volume integration of all transmembrane currents,

V (re) =
1

4πσ

∫∫∫

V

cr
|re − r0|

d3r . (2.2)

Here, re and r0 are the positions of the electrode and the source respectively, cr

is the current source density, and the triple integral states volume integration of

all transmembrane currents (Nicholson and Freeman, 1975). Consequently, the
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equation explains the importance of the size of the electrode on the measured

signal. The averaging effect can easily be read from (2.2) for large electrodes.

Another effect of the extracellular space is the widely observed frequency-

dependent filtering which causes low-pass filtering of EAPs. Low-pass filtering

occurs not only in a non-homogeneous medium, i.e., a medium consisting of com-

positions of a complex aggregate of fluids and the existence of different cell bodies,

but also in a purely ohmic and homogeneous medium. Spatial separation of cor-

related current sources and ionic diffusions cause such low-pass filtering effects

(Pettersen and Einevoll, 2008).

Effects of electrode size and impedance

Beside the electrode positions and distances to the source, electrode size and

impedance have critical influence on the recorded signals as well. For the elec-

trodes, (2.2) should be solved for the multiple locations on the electrode surface

and should be averaged. Although larger electrodes have larger averaging affects,

they have lower impedance, which improves the signal-to-noise ratio, and larger ef-

fective area to detect signals. On the other hand, even though the smaller electrodes

have higher electrode noise, with the recent developments of HDMEA technology

and with active electrodes it is possible to record the desired information with

a high spatial resolution and with smaller effective electrode capacitance, which

reduces the attenuation of the signal (Obien et al., 2014).

The size of the MEAs used in this thesis are suitable for recording single-

unit activity, multi-unit activity and LFPs; however, the averaging effect as well

as overlapping spike activity was observed on the analyzed recordings. Such a

measurement system is not as feasible as HDMEAs for the analysis of single neurons

and their interactions (cf. Franke et al. (2012)). On the other hand, the recorded

signal includes information on local population activity, which enables us to analyze

local networks, i.e., sub-populations and interrelations of these sub-populations

whether they are parts of a bigger neuronal network or not.

Effects of device hardware and settings

Other effects from the device hardware which includes an amplifier, filters, AC/DC

converters, and data transmission have also direct influence on the recorded signal,

which should be taken into account while designing the measurement and analysis

setups (cf. Obien et al. (2014)).
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2.3 MEA signal analysis

Generally, according to the desired information from the analyzed biological sources,

the experimental setup is designed and recordings are obtained. Consequently, dur-

ing the signal analysis of the recorded data, analysis procedures are also selected

depending on the desired information, i.e., the objective of the study. Fig. 2.3 sum-

marizes the analysis procedures and resulting information based on data collected

with MEA recordings particular to this thesis. Only the methods related to the

work done in the thesis are described in this section.

Figure 2.3: Analysis procedures and resulting information based on acquired data from MEA

recordings. Labels written in red are the employed analysis methods and blue are the developed

analysis methods in this thesis. Text written in gray indicates the resulting information, whereas

the gray text in blue boxes denotes enhanced or new types of information.

Typically, initial data obtained from MEA recordings are analyzed either by

extracting EAPs from the raw recordings to obtain spike information (spike time

points and spike waveform cutouts) or with complete electrophysiological signal

which includes EAPs and LFPs together. Analyses which are described in this

thesis are practiced on both spike information and complete electrophysiological

signal. In the following sections, the general practices and outcomes for both types

of data are explained with the applications in the literature as well as with the

required developments and novelties to the current analysis procedures.
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2.3.1 Analyses based on spike information

Assessment of signals from neuronal recordings based on spike firing information

is very common in neuronal studies. Spike firing behavior reflects the activity of

neuronal cells by means of EAPs, and for such analysis spike time points should

be obtained initially. To obtain merely spike information, i.e., spike time points

and spike waveforms, EAPs should be separated from background signal. LFPs

are considered as biological noise for this procedure (Obien et al., 2014). This

particular step is called spike detection.

Spike Detection

Spike detection may be applied on raw or filtered signals. Even though the bounds

between the unit activity (300–6000 Hz) and the LFP (< 600 Hz) are not set

clearly (Gibson et al., 2012), filtering, e.g., with a bandpass filter of 300–3000 Hz,

is adequate to sufficiently attenuate LFP components of the signal (Quiroga et al.,

2004).

Amplitude thresholding is the most common spike detection method, since it is

very simple and computationally efficient; however, several different spike detection

methods are also used. Amplitude thresholding is usually applied at a multiple of

noise level, e.g., 5 times of the baseline noise level, calculated as root mean square

of the zero-mean signal, i.e., standard deviation (herein, STD) or multiple of an

estimated background noise (herein, eSTD). Median is also used instead of mean to

eliminate outliers (Quiroga et al., 2004). Tanskanen et al. (2015) also proposed an

objective method for selecting the threshold by using amplitude histograms. Other

proposed spike detection methods utilize template matching (Kim and McNames,

2007), for example, or define some parameters for spikes, such as the duration of

spikes and the interval between two spikes, for more precise detection (Maccione

et al., 2009). On-line and off-line usability is an important factor for some studies,

whereas it was not taken into account as an important criterion for the studies in

this thesis. We worked on both on-line and off-line detected spikes.

Since spike detection is the first and foremost step of any EAP-based analysis,

the spike detection accuracy has critical influence on further analysis and thus on

the quality of the research. The differences resulting from different spike detection

algorithms are expected to change the results of the subsequent analyses. Thus,

analyses which critically depend on accurate spike detection, such as network syn-

chrony assessment, should either take the quality of the spike detection into account

or not depend solely on the detection of spikes. Spike detection results in two main

15



outcomes for additional analysis: spike time points and spike cutouts, i.e., spike

waveforms.

Spike activity: Information and analysis methods based on spike time

points

Spike activity is generally observed by means of spike time series, i.e., spike time

points. Spike time points are commonly used to assess the firing characteristics

of single cells or networks by deriving metrics such as inter-spike intervals (ISIs),

firing rate, firing behaviors (e.g., spike bursts, spike trains) (Johnstone et al., 2010;

Novellino et al., 2011; Uchida et al., 2012) or to assess network relations by means

of causal relations or synchrony (Wagenaar et al., 2006; Garofalo et al., 2009;

Maccione et al., 2012).

Different neuronal behaviors based on spike firing frequencies have been ob-

served very early in the field (Connors et al., 1982). Spike time points also provide

different information in a neuronal network where neurons are interacting intensely.

ISI reflects the type of firing behavior in neuronal networks, where frequent firing of

several neurons is observed in an orchestrated manner (Kandel and Spencer, 1961;

Connors et al., 1982; Gray and McCormick, 1996). This kind of short episode of

intense firing is called a burst. Bursts are important informational content which

are not only reflecting the network plasticity but also influencing it (Lisman, 1997;

Massobrio et al., 2015). Several studies previously suggested that neuronal cul-

tures exhibit more bursts in their late development stages (Ichikawa et al., 1993;

Maeda et al., 1995; Kamioka et al., 1996; Wagenaar et al., 2006). Robinson et al.

(1993) showed that synchronized bursts in the cortex are dependent on glutamater-

gic synaptic activity, indicating that neuronal populations are forming large-scale

excitatory networks. Consequently, bursts are noted as markers for developed neu-

ronal networks and are an important information source for evaluating synchronized

activity.

ISIs are widely used to analyze firing characteristics of neuronal cells and net-

works. Since calculating ISIs is simple and computationally efficient, it is also

employed to define bursts by applying a clear-cut threshold for the maximum ISI

in a burst (Chiappalone et al., 2005; Wagenaar et al., 2006; Mazzoni et al., 2007).

This technique is usually practiced by making also an assumption to define the

minimum number of spikes in a burst. Additionally, an ISI histogram reflects the

general firing characteristics of the neuronal recording. A histogram of ISIs can

be easily formed after spike detection by counting the spikes and binning them
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according to intervals between spikes. Although ISI histograms are capable of rep-

resenting some characteristics of the firing activities, it is usually challenging to

interpret them in their raw form. Alternatively, ISI histograms have been calcu-

lated previously in logarithmic scale (logISIH), which would reveal the differences

between firing characteristics of individual firing and synchronous firing, i.e., bursts

Selinger et al. (2007); Pasquale et al. (2010). On the other hand, in most of the

cases, individual firing and bursts are not easily distinguishable from logISIH either.

Despite the general consensus that bursts are important markers of network

activity, definition of bursts highly varies between different studies. Several studies

have been using fixed thresholds to define, e.g., the maximum ISIs between spikes

in a burst or the number of spikes which a burst should include (Chiappalone et al.,

2005; Wagenaar et al., 2006). Some utilized more adaptive parameters which are

derived from the analyzed recordings, such as thresholds calculated from logISIH or

average ISI (Mazzoni et al., 2007; Selinger et al., 2007; Pasquale et al., 2010). How-

ever, some of these adaptive methods were using fixed parameters as well (Pasquale

et al., 2010). In developing cultures, bursts should be considered without any pre-

defined criteria. In fact, previously, developing cultures were analyzed and different

types of bursts were observed (Wagenaar et al., 2006). Even though maturing net-

works, particularly stem cell derived neuronal cultures, were not widely available

previously, some recent studies show that such neuronal cultures also exhibit not

only very dynamic firing but also highly varying bursting behavior (Heikkilä et al.,

2009). Indeed, bursts lasting from milliseconds to seconds and bursts which are

formed by a few spikes to tens of spikes are seen very frequently for such networks

(Heikkilä et al., 2009; Kapucu et al., 2012) (see Fig. 4.1). Consequently, previ-

ously defined thresholds and parameters may not be feasible for the assessment of

bursting in maturing cultures.

Generally, spike time point information is processed as binary data where 1s

represent spike activity and 0s represent no activity. Such binary data have been

widely analyzed as time series in the information technology field. Consequently,

algorithms widely used for analyzing the information content of any time series

are also potentially feasible for the analysis of the information content of neuronal

recordings. Previously, such neuronal data have been widely analyzed to assess the

information content, and the challenges and principles were also defined in Quiroga

and Panzeri (2009). The information content of time series is analyzed essentially

by means of entropy which was first described by Shannon (1948). After that,

different entropy algorithms have been derived to study the information content

of time series. Briefly, entropy is a measure of unpredictability of the information
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content. Entropy-based methods enable studying the complexity or uncertainty

of the neuronal behavior (Burggren and Monticino, 2005; Monticino, 2007) or the

network relations by means of information transfer between different neuronal pop-

ulations or different locations in a neuronal system (Garofalo et al., 2009; Ito et al.,

2011).

In conclusion, information based on spike time points obtained from extracel-

lular recordings have been utilized commonly for analyzing firing behaviors as well

as for the assessment of network relations. However, enhancing conventional meth-

ods or developing novel methods for the acquired neuronal data is necessary. For

example, to better understand the evolution of information transfer in develop-

ing neuronal networks, conventional methods used in information technology, e.g.,

methods based on the entropy concept, have great potential for the assessment of

developing neuronal cultures (Quiroga and Panzeri, 2013). Also, the high variance

of the collected data from maturing neuronal cells requires more adaptive methods

for the analysis since in such cases the conventional methods have a tendency to

ignore a considerable amount of data. Adaptive detection of bursts without any

pre-defined criteria as well as non-parametric quantification of bursts allow analyz-

ing highly varying network behaviors. Additionally, adaptively defined bursts can

be characterized further according to desired metrics or again non-parametrically.

It is essential to obtain these metrics for the analysis of the network responses

to different treatments, e.g., drugs, toxins, or chemicals (Bal-Price et al., 2010;

Äänismaa et al., 2011; Defranchi et al., 2011; Hogberg et al., 2011). Metrics should

be obtained by using large data pools, and these data pools should be formed by

an analysis tool which has no bias for a certain type of network behavior; naturally,

this would not be feasible using methods with pre-defined or biased parameters.

Spike waveforms: Information and analysis methods based on spike

waveforms

Representative spike waveforms of neuronal recordings are mainly obtained via

spike sorting. Already for a couple of decades, spike sorting algorithms have been

utilized in various neuronal studies such as in epileptic seizure studies (Truccolo

et al., 2011), brain computer interface development (Santhanam et al., 2006), and in

developmental neuroscience (Sun et al., 2010). It is an important technique to sepa-

rate the single unit activity, where principally electrodes record EAPs from multiple

neurons in their vicinity. Spike sorting classifies spikes into classes corresponding to

different neuronal AP waveforms, where ideally each waveform represents signals
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from individual neurons (Gibson et al., 2012).

On the other hand, there are limitations on the number of neurons which can

be detected by a single electrode (Pedreira et al., 2012). Principally, an initial

feature extraction from stored spike waveforms and then an effective clustering,

which enables separating distinct features from each other, is needed for spike sort-

ing. Fig. 2.4 summarizes the required steps for a standard spike sorting algorithm.

Briefly, after obtaining EAPs from raw recordings by spike detection, spikes can

be sorted according to their waveforms. For that spike features which represent

the spike waveform classes are extracted first; this step is called feature extraction

and can be parametric or nonparametric. Next, a dimension reduction procedure

reduces the number of features to obtain ideally only the features which can sep-

arate different spike types and eliminates the features dominated by noise. In

other words, the extracted features are reduced to keep the most distinctive fea-

tures for different spikes. Finally, clusters are calculated in a way that ideally each

cluster will be formed by the same types of spikes which are different from other

clusters’ spikes. For feature extraction, principle component analysis and wavelet-

based methods are commonly used (Gibson et al., 2012), and for clustering, e.g.,

k-means clustering is commonly employed. In practice, it is not always possible to

obtain clear-cut clusters for spike waveforms. Thus, as a common practice in spike

analysis, spike waveform cut-outs are sorted, and the waveforms in each resulting

class or cluster averaged to obtain the representative spike waveform types (Gibson

et al., 2012). The clustering step of the spike sorting algorithm still needs an ac-

curate and fully unsupervised method, which still remains a largely open question

(Quiroga and Panzeri, 2013). There are several spike sorting algorithms in the field

(see Gibson et al. (2012) for more details and performance evaluation of previously

proposed methods).

Figure 2.4: Employed steps for a standard spike sorting algorithm.

Recent developments in HDMEA technology enable recordings in which signals

from an individual neuron may be recorded by multiple electrodes which results in

improved spike sorting and spatial information (Franke et al., 2012; Obien et al.,

2014). However, in most of the MEA recordings in the literature, no precise infor-

mation is available about the number of cells located in the vicinity of the electrode;

thus, average spike waveforms would represent not the single unit activities but the
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averages of multi-unit activities (from several neurons) which are clustered together.

Especially for the frequently firing neuronal populations such as in bursts, over-

lapping spikes from different neuronal sources make the sorting more challenging

(Quiroga et al., 2004; Wild et al., 2012). In summary, even though spike sorting is

challenging, it is required for isolating or identifying single neuronal cell activities

in a population (Buzsáki, 2004).

Single neuron activity and its relation with the general network activity is an-

other topic for deriving necessary information on neuronal behavior and informa-

tion transfer. Some previous studies analyze the relationship between single spike

firing and network bursting, e.g., Harris et al. (2001) showed that conditions that

cause high firing rates do not necessarily produce high bursting in pyramidal cells.

Also, Fee et al. (1996) and Stratton et al. (2012) analyzed the changes in spike

waveforms with different firing rates. However, to our knowledge, there has not

been any study analyzing spike waveforms and network bursting simultaneously,

which would extend our knowledge on bursts.

2.3.2 Analyses based on complete electrophysiological record-

ings

Electrophysiological recordings consist of several components of biological signals

and noise which were summarized in section 2.2.1. Consequently, working with

complete data has advantages in keeping comprehensive information which allows

broader analysis if necessary; on the other hand, the pile of different signal com-

ponents makes interpretation challenging. Thus, filtering out the undesired com-

ponents for a better analysis and interpretation is very common; however, filtering

signal components strongly depends on the required information, pre-made as-

sumptions, or previously obtained knowledge on the studied subject. For example,

while studying EEG, well defined EEG rhythms, i.e., alpha, beta, gamma, delta,

theta, and mu, can be extracted from the recording by filtering, and then the in-

terrelations between different rhythms can be assessed (Steriade et al., 1993). Such

analysis, which is common for EEG studies, is not always feasible for neuronal

cultures, particularly for developing dissociated cultures, which are more primitive

comparing to the human brain and have large variability between experiments.

However, sub-threshold activities would also consist of important information for

developing cultures. In fact, according to Shoham et al. (2006), in some brain

areas, 90% of the neurons are not spiking or just firing occasionally; thus, synaptic

potentials from such neurons would include a great deal of information. Buzsáki
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et al. (2012) also indicate that synaptic activity contributes to LFPs and is often

the most important source of extracellular current flow. Currents from many indi-

vidual compartments must be simultaneous to form a measurable signal, and such

activity is most easily achieved for relatively slow events, such as synaptic currents.

Additionally, as the contribution of neuronal activity in the measured signal de-

creases with increasing distance of the source from the electrode, there would be a

large amount of neuronal information from distant EAPs buried in the LFPs.

While working with complete data, we can analyze not only EAPs but also

LFPs in the assessment of neuronal cells or networks. Analyzing LFPs also allows

studying the frequency spectrum of other signal components than EAPs in the

recordings. Sometimes working on the frequency domain reveals different view-

points; e.g., the distribution of spectral energy reveals the changes in the network

connectivity as in Tibau et al. (2013). Spectral information is also beneficial for

deriving and comparing the parameters and metrics for neuronal bursts. In the

past years, neuronal bursts in MEA studies have been assessed and classified with

respect to several parameters mostly based on spike information such as burst

duration, burst amplitude, ISI, and inter-burst interval (Grattarola et al., 2001;

Keefer et al., 2001; Wagenaar et al., 2006). New metrics based on entire recorded

signals or frequency dynamics of the recorded signal in addition to spike informa-

tion would provide additional and enhanced information where conventional ones

can not quantify the analyzed network in a similar way.

Network relations have especially influential effects on LFPs (Buzsáki et al.,

2012); thus, analyzing synchronicity, causality, phase and frequency coupling, or

tracking defined rhythms reveal pathways for the assessment of network connec-

tivity (Salinas and Sejnowski, 2001; Ginter Jr et al., 2005; Buehlmann and Deco,

2010; Battaglia et al., 2012). Unlike binary analysis based on detected events such

as spike time points, spectral analysis is not widely applied for the cultured cells on

MEAs. Although there are studies showing that in vitro brain slices would repeat

the cortical oscillations (Compte et al., 2008) or that in vitro dissociated rat corti-

cal cultures can be analyzed by means of EEG sleep-wake rhythms (Colombi et al.,

2016), the effective bandwidths in cell cultures were not defined as well as in brain

studies. Inter-culture variability and high plasticity (Biffi et al., 2013) as well as

a lack of supplementary mechanisms seen in vivo (cf. Colombi et al. (2016)) make

such analysis more challenging in vitro. On the other hand, for the studies where

spike information is challenging to obtain, e.g., with low-amplitude spikes hidden

in high-level background signal, or if the user wants to avoid conflicts between dif-

ferent spike detection algorithms, working on the spectrum could provide a good
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alternative. Briefly, analyzing spectral features of developing neuronal networks

is promising, and novel methods are required for assessing network synchrony of

highly plastic networks without well defined rhythms.

In conclusion, recent developments in MEA technology enable us to acquire data

which potentially have more information than the current analysis methods reveal.

Whether the analysis depends on merely spike information or complete recordings,

to answer the related research questions we need to obtain more information from

the data at hand. In this thesis, we addressed some of these research questions by

enhancing the existing methods or proposing novel ones; consequently, we increased

the information or acquired new types of information from the obtainable data.
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CHAPTER 3

MATERIALS AND METHODS

In this section, we first give brief information on the cell cultures, MEA recordings,

and simulations used for this thesis. Then, we define the signal analysis methods

which were employed and developed in this thesis.

3.1 Neuronal cultures and the experiments per-

formed

The signal analysis methods studied in this thesis were employed on various types

of in vivo and in vitro neuronal cells. Fig. 3.1 shows the used cell cultures and cor-

responding publications included in this thesis. Beside recording spontaneous elec-

trophysiological activity, pharmacological manipulation and electrical stimulation

were also experimented with for some cell types. Cell culturing, cell experiments,

and electrophysiological recordings of stem cell-derived neuronal cells, rat corti-

cal cells, and rat hippocampus were performed by different laboratories, whereas

mouse cortical cell culturing and recordings were carried out by the author of this

thesis.
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Figure 3.1: Sources of MEA data used in the publications in this thesis.

3.1.1 Stem cell-derived neurons

Human embryonic stem cells (hESCs) were differentiated into neuronal cells1.

Briefly, the neural differentiation was performed by dissecting hESC colonies into

small clusters, and these clusters were cultured in suspension (see details in Sund-

berg et al. (2009) and similarly in Lappalainen et al. (2010)) till they formed

hESC-derived neural aggregates in approximately 4 to 5 weeks. Before plating

the cells, MEA dishes were coated with polyethylenimine (0.05% solution, Sigma-

Aldrich, St. Louis, MO, USA) and subsequently with human laminin (20 µg/ml,

Sigma-Aldrich). Then, pieces of hESC-derived neural aggregates were dissected

from neurospheres (10–15 small aggregates with 50,000–150,000 cells in total) and

placed on the electrode area of the MEA dishes. Culture medium containing basic

fibroblast growth factor (4 ng/ml, FGF, Sigma-Aldrich) and brain-derived growth

factor (5 ng/ml, BNDF, Gibco Invitrogen, Carlsbad, CA, USA or Peprotech, Rocky

Hill, NJ, USA) was replaced three times a week. All the MEAs with cells were kept

in an incubator (+37◦C, 5% CO2, 95% air) prior to and between recordings.

Pharmacological experiments were also performed on stem cell-derived neuronal

cultures for the data used in Publication III. The experiment was performed in 7

phases. MEA data was recorded in the beginning before any manipulations and at

each phase immediately after pharmacological manipulation or wash:

1. Baseline.

2. First wash with fresh medium: to observe the effects of immediate medium

change.

1The University of Tampere has ethical approval from the Pirkanmaa Hospital District to

derivate, culture, and differentiate hESC (Skottman, R05116) and permission from the National

Authority for Medicolegal Affairs (1426/32/300/05) to conduct human stem cell research.
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3. CNQX (20 µmol, AMPA/kainate receptor antagonist 6-cyano-7-nitroquinoxaline-

2,3-dione, Abcam): to block AMPA/kainate mediated signaling.

4. CNQX (20 µmol, Abcam) + D-AP5 (30 µmol, D(-)-2-amino-5-phosphonopentanoic

acid, Abcam) AMPA/kainate and NMDA receptor antagonist; to block glu-

tamatergic signaling.

5. Second wash with fresh medium.

6. GABA (100 µmol, Sigma): to enhance GABAergic signaling.

7. Bicuculline (30 µmol, GABAA antagonist bicuculline methiobromide, Sigma):

to inhibit GABAergic signaling.

3.1.2 Rat and mouse cortical neurons

Data from rat cortical cells were collected previously for another study (Weihberger

et al., 2013). Rat cortical cells were obtained from newborn Wistar rats2. Briefly,

the prefrontal cortical tissue was dissected after decapitation. The tissue was dis-

sociated into neuronal cells and cultured on MEAs which were previously coated

with polyethylenimine (Sigma-Aldrich, St. Louis, MO). Culture medium containing

minimum essential media supplemented with 5% heat-inactivated horse serum, 0.5

mM l-glutamine, and 20 mM glucose (Gibco Invitrogen, Life Technologies, Grand

Island, NY) was replaced twice a week. Neuronal density was approximately 1250

neurons/mm
2

after the first day in vitro (DIV). All the MEAs with cells were kept

in an incubator (+37◦C, 5% CO2, 95% air).

Commercially available mouse cortical cells were purchased (A15586, Gibco,

Thermo Fisher). According to the supplier, mouse cortical neurons were isolated

and cryopreserved from C57BL/6 embryonic day-17 mice. The viability, i.e., neu-

ronal purity, was declared in the range of 50–80% by the supplier. Purchased cells

were sowed as droplets on MEAs which were previously coated with poly-L-lysine

and subsequently laminin. The number of cells per MEA was varied between 20,000

and 40,000. Culture medium containing GlutaMAX (2.5 ml/l) and B27 (20 ml/l)

was replaced three times a week. All the MEAs with cells were kept in an incubator

(+37◦C, 5% CO2, 95% air) prior to and between recordings.

2Animal treatment was according to the Freiburg University (Freiburg, Germany) and German

guidelines on the use of animals in research.
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3.1.3 Rat hippocampus

The in vivo experiments were performed on anesthetized rats3 (Mikkonen and

Penttonen, 2005). Briefly, anesthetized rats were placed in a stereotaxic instrument

and holes were drilled on the skull above the target structures. The location of

the hippocampus, and thus the probe, was estimated based on cornu ammonis

region 1 (CA1) pyramidal cell firing patterns to antidromical stimulation of the

commissural efferents of the contralateral cornu ammonis region 3 (CA3). The

data were collected previously for other research (Mikkonen and Penttonen, 2005)

and also used for Publications II and IV.

We used three consecutive recordings for Publications II and IV. Particularly

for Publication IV, before analyzing the whole data, we created a toy dataset

from three consecutive recordings by selecting two neighboring channels per each

recording (a total of six channels from three consecutive recordings). The toy

dataset was used to test the proposed method initially. Channels from the same

recordings were named the with same variable names, i.e., (X1, X2), (Y 1, Y 2), and

(Z1, Z2), and expected to exhibit higher correlations.

3.2 Microelectrode array recordings

In vitro electrophysiological recordings in this thesis were obtained by using single-

well (200/30iR-Ti-gr, MCS) and 6-well (60-6wellMEA200/30iR-Ti-rcr) MEAs with

electrode diameter 30 µm and inter-electrode distance 200 µm. Reference elec-

trodes are embedded internally, where a 6-well MEA has nine electrodes per well

(with a grid of 3 × 3) including one reference electrode, and a single-well MEA

has fifty-nine electrodes and one reference electrode (with a grid of 8 × 8 without

any electrodes in the corners). The signals from the MEAs were amplified with a

pre-amplifier MEA 1060-Inv-BC (Multi Channel Systems MCS GmbH, Reutlingen,

Germany, MCS) and analog-filtered and amplified with a filter amplifier FA60S-BC

(MCS) (bandwidth: 1 Hz – 8 kHz, total gain: 1100). For all the recordings, the cul-

ture temperature was maintained at +37◦C using a TC02 temperature controller

(MCS) during the measurements.

In Publication I, the cell seeding area in the MEA was used as standard, which

is 20 mm in diameter as well as also restricted to be � 4 mm to reduce the amount

of cells needed and to guide the cells to grow on the top of the electrode area.

3The experimental procedures involving animal models followed the international guidelines

on the ethical use of experimental animals and were approved by the Provincial Government of

Eastern Finland (approval number 99-61).
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In Publications II and IV, a silicon probe (courtesy of the University of Michigan

Center for Neural Communication Technology, MI, USA) was used with sixteen

electrodes on one shank and 100 µm distance between the electrodes. Two of

the topmost electrodes (channels 15 and 16) of the probe were not used due to

setup design and recording apparatus restrictions. The probe was lowered into

the hippocampus, and the electrophysiological signals were recorded. During a

measurement session, stimulation described in Mikkonen and Penttonen (2005)

was repeated every ten minutes. The data were collected previously for other

research. The full description of the experimental setup can be found in Mikkonen

and Penttonen (2005).

3.3 Simulations

In addition to the recorded MEA data, we validate the developed method also

with simulations in Publication V. For that, first, we setup a toy model based on

the idea that the neuronal activity could be defined as the sum of oscillations of

different neuronal units contributing to the signaling in a time window (see (Mont-

gomery Jr, 2014) for Sine wave representation of LFPs). The neuronal unit activity

(EAPs) and the average activity of neuronal ensembles (LFPs) in a population was

assumed as cardinal Sine, i.e., Sinc waves and oscillations of Sine respectively.

Consequently, the population activity in a time window was defined as the sum

of these activities in that corresponding time. The model is simulated for three

populations (Fig. 3.2), two of which had neuronal ensembles always active together

(populations 1 and 2), so the same number of neuronal ensembles was contributing

to the signaling in a time window (fully synchronized populations), but the third

population (population 3) had the contribution of a different number of neuronal

ensembles (not synchronized). The number of neuronal ensembles contributing to

population activity is quasi-randomly selected. For the applications, we tested the

algorithm with five different PEAPs/LFPs: 0%, 10%, 20%, 50%, and 100%, where

PEAPs/LFPs is calculated as:

PEAPs/LFPs =
PEAPs

PEAPsPLFPs
× 100 , (3.1)

where PEAPs and PLFPs is the total estimated power for the signals generated as

Sinc and Sine functions respectively.

We also created simulated data from integrate-and-fire model-based neuronal

networks with known connectivity levels for validation. For that, two populations

were simulated each having 50 neurons (40 excitatory and 10 inhibitory). Each
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Figure 3.2: A toy model of three populations. Populations 1 and 2 are fully synchronized, where

each neuronal ensemble in one of these populations activates another neuronal ensemble in the

other population. Population 3 is not synchronized with the other populations. Signals generated

from neuronal ensembles belonging to population 1, 2 and 3 are S, S′ and Q respectively and

which were defined as Sinc waves or Sine oscillations depending on the simulation setup.

population is internally connected fully without autapses, and they are connected to

each other with the defined connectivity level, i.e., 0%, 10%, 20%, 50%, and 100%.

Here, the percentages give the probabilities for one neuron to connect to another

neuron in the other population. One hundred pairs of populations were simulated

for each connectivity level. From the time stamps, artificial MEA recordings are

constructed to simulate raw MEA recordings by first calculating the population

activity and then applying a Sinc kernel to obtain a continuous function based

on the simulated spike time stamps similar to Nawrot et al. (1999); Blanche and

Swindale (2006). Basically, Sinc signals, peaking in spike time points, were summed

to generate an artificial signal. Artificial LFPs and white Gaussian noise (WGN)

were also added to evaluate the method with different levels of noise and signal

power.

3.4 Signal analysis methods

The used signal analysis methods can be classified in three subsections: methods

evaluating spiking behavior, methods evaluating information content of neuronal

bursts, and finally methods for neuronal network analysis. In the following sections,

the methods of each class from the literature which are used in this thesis are
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explained and followed by the descriptions of the methods developed in this thesis.

3.4.1 Methods employed for evaluating spiking behavior

Evaluating ISIs of a spike time series provides information on spike firing dynamics

of the analyzed neuronal activity. Thus, average ISI or the calculated ISI threshold

from an ISI histogram have been widely employed for neuronal burst detection in

the literature. On the other hand, to analyze the single unit activity, spike sorting

is essentially used to classify the spike waveforms into clusters. In this thesis,

we employed a method to detect bursts by utilizing ISI histograms in logarithmic

scale, i.e., logISIH (Selinger et al., 2007; Pasquale et al., 2010), and a commonly

used spike sorting algorithm, Waveclus, to sort the spike waveforms. The employed

algorithms are explained below.

logISIH: The method is based on plotting ISI histograms using a logarith-

mic instead of linear scale. In the algorithm, the ISI threshold is selected at the

point where intra-burst ISIs are most clearly separable from inter-burst ISIs. Clear

separation is indicated by the distinct principal and secondary peaks formed in

the logarithmic histogram representing intra- and inter-burst ISIs respectively. For

that, a so called void parameter is calculated and further evaluated with a prede-

fined threshold. The void parameter is defined as:

void = 1− g(minimum)√
g(peak1)g(peak2)

, (3.2)

where g is the distribution of ln(ISI). Accordingly, the void parameter takes values

between 0 and 1. If it is 0, two peaks cannot be separated from each other, and 1

means that they can be separated perfectly. Usually a threshold for the value of

void is predefined (Pasquale et al., 2010).

Spike sorting: We used the Waveclus algorithm for spike sorting (Quiroga

et al., 2004). A brief description of the algorithm is given below:

After spike detection, Waveclus utilizes Haar wavelets for feature extraction.

Then, the number of features is reduced to ten. For this task, the Kolmogorov-

Smirnov test is employed which is able to distinguish distributions of wavelet coef-

ficients from the normal distribution; thus, ten distributions which are least close

to the unimodal normal distribution are retained for clustering. For the clustering,

the Waveclus algorithm uses a type of nearest neighbor algorithm, where near-

est neighbors are a group of points whose local density is higher than a certain

value. The algorithm used by Waveclus is called superparamagnetic clustering,

where nearest neighbor interactions depend on one parameter called temperature.
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The term temperature is used as an analogy with mechanics from where the term

is taken: shortly, in low temperatures all the points are clustered together, whereas

in high temperatures there are many small clusters; however, in the superparam-

agnetic phase there are middle-sized clusters where the algorithm cuts the clusters

automatically. Finally, spike waveforms are separated into different classes.

3.4.2 Methods developed for evaluating spiking behavior

We evaluated spiking behavior of neuronal cultures in terms of single-unit activity

observed as spikes and synchronous network activity manifested as bursts. Firstly,

we developed a method to detect bursts adaptively based on the spiking behav-

ior of recordings (Publication I). Next, we proposed simultaneous analysis of spike

waveforms and bursts for the assessment of spike type compositions of bursts (Pub-

lication III).

Adaptive neuronal burst detection

Neuronal recordings showing burst activity exhibit similar characteristics on their

ISI histograms (Christodoulou and Bugmann, 2001): first forming a peak and

then gradual decay. Such behavior has been associated usually with a Poisson

distribution with different means (Chen et al., 2009). Therefore, we used skewness,

which is a measure quantifying asymmetry, to detect differently behaving bursts

(e.g., bursts with different intra-burst ISIs). Asymmetrical behavior of the ISI

distribution reflects the characteristics of different bursts (Fig. 3.3).

For a unimodal distribution, skewness is positive when the distribution spreads

out more to the right of the mean than to the left. In other words, for the positively

skewed distribution the tail of the distribution is longer on the right side, and vice

versa. The skewness of the normal or any other purely symmetric distribution is

zero (Fig. 3.4).

Skewness, s, is calculated as:

s =
1
n

∑n
i=1 (xi − x)

3

(√
1
n

∑n
i=1 (xi − x)2

)3 , (3.3)

where x is a data vector of length n samples, and x is its mean. For a Poisson dis-

tribution, skewness is equal to λ−
1
2 , where λ is the mean of the distribution. Then

it can also be seen that with an increasing mean, skewness decreases exponentially,

and the distribution looks more similar to a Gaussian distribution.
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Figure 3.3: Simulation of bursts with different spiking behaviors. Right-hand panels present

the spike activity in time (blue), and left-hand panels present the corresponding ISI histogram

(gray) and the calculated CMA (black). (Figure modified from the figure originally published in

Publication I).

Figure 3.4: An illustration of distributions with different skewness values: (A) A negatively

skewed distribution, (B) symmetric distribution with skewness equal to zero, and (C) a posi-

tively skewed distribution. The dotted line represents the normal distribution to illustrate the

asymmetry of the distribution better.

Before employing the algorithm, spikes are detected with a threshold according

to the standard deviation of the signal noise level. In the proposed algorithm,

after computing ISI histograms, skewness of the histograms is calculated initially.

Calculated skewnesses of ISI histograms are stored to be used for the calculation

of the ISI threshold for the putative bursts. Then, the cumulative moving average

(CMA) of the ISIs is calculated. The CMA gives the marginal change on the

average count of spikes up until the current ISI value; thus, it is calculated as a

function of ISI bins as follows:
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Let yi be the spike count in the ith ISI bin, where i = 1, . . . , N , with N being the

total number of ISI bins. The value of the cumulative sum, CHI , of the histogram

at the Ith ISI bin, I ≤ N , is defined as

CHI =

I∑

i=1

yi . (3.4)

The corresponding CMA is given by

CMAI =
1

I

I∑

i=1

yi , (3.5)

whose maximum, CMAm, is reached at the mth ISI bin, and

m = arg max
k=1,...,N

(
1

k

k∑

i=1

yi

)
. (3.6)

This point represents the maximum that the average spike count reaches; in

other words, for the ISI values beyond this point, the average count starts decreas-

ing. This can be used as a critical point for calculating thresholds of intra-burst

ISIs. In fact, for the recordings containing burst patterns, intra-burst ISIs of bursts

should be shorter than the ISIs of individual spikes that don’t belong to a burst. On

the other hand, as we showed in Fig. 3.4, bursts with different ISIs have different

skewnesses, and skewness should also be considered for the threshold calculation.

Thus, we define a tolerance α and set the threshold to α ·CMAm, where 0 < α < 1.

Here, α is selected according to the skewness of the ISI histogram. Additionally, we

consider pre-burst spikes and burst tails (burst-related spikes) as in the literature

(Wang and Hatton, 2005; Wagenaar et al., 2006) and include them in the bursts.

We assume that individual spikes are located in the tail of the histogram, whereas

burst spikes are located in the vicinity of CMAm. Consequently, burst-related

spikes are located in the histogram between ISIs of intra-burst spikes and ISIs of

individual spikes. According to this, we defined two parameters: α1 for the bursts

and α2 for the burst-related spikes, with α1 > α2. The α values are obtained

empirically to enable automatization of the method (Table 3.1).

Table 3.1: Alpha values for corresponding skewnesses.

s < 1 1 ≤ s < 4 4 ≤ s < 9 9 ≤ s

α1 1 0.7 0.5 0.3

α2 0.5 0.5 0.3 0.1
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Finally, denoting the ISI at CMAm by xm, the ISI threshold xt > xm for

burst detection is found at the mid-time point of the ISI bin for which the value

of the CMA curve is closest to α · CMAm. This step is first realized for burst

spikes and then repeated for burst-related spikes (Fig. 3.5). ISI thresholds xt1

and xt2 are calculated for burst spikes and burst-related spikes respectively. After

detecting the putative burst and burst-related spikes, the burst-related spikes which

are not following or followed by a burst are omitted. Also, the bursts which are

closer to each other than the threshold calculated for the burst-related spikes,

i.e., α2 · CMAm, are merged together. This step also corrects erroneous burst

spike detections and misses caused by ISI variance inside bursts and is especially

advantageous for the analysis of maturing networks, which frequently have high

ISI variance.

Figure 3.5: Calculation of burst threshold (red vertical line) and burst-related spikes threshold

(blue vertical line) via CMA curve (black line) of the ISI histogram (gray bars). α coefficients

used for skewness values are given in Table 3.1. ISI thresholds xt1 and xt2 are calculated for burst

spikes and burst-related spikes respectively.

Joint analysis of neuronal bursts and sorted EAPs

From the current knowledge in the literature (Fee et al., 1996; Harris et al., 2001;

Stratton et al., 2012), we can hypothesize that an increase in the activity of a spike

type with a unique waveform would not guarantee a higher probability of its partic-

ipation in bursts. Thus, a method to jointly assess the spike waveforms and bursts

would derive novel information about the contribution of the individual neurons

33



to the network activity. Such information can be utilized for analyzing neuronal

response to external manipulations such as pharmaceuticals or neurotoxins as we

suggested in Publication III.

In Publication III, as the final outcome of spike sorting and burst detection,

spike types and burst start and end time points were obtained. To analyze the spike

type compositions of the bursts, a joint analysis method based on the simultaneous

assessment of spike waveforms and neuronal bursts was developed (Fig. 3.6). This

was motivated by the need to observe how bursts were modified by pharmacological

manipulation. Representative average waveforms are selected as spike types based

on the results of the analysis of the first phase of the pharmacological experiment.

Waveforms obtained in the subsequent experiment phases are classified based on

correlations between the waveforms and the selected spike types. If there were

conflicts with the average and standard deviation waveform correlations, then the

newly occurred spike was labeled with a new type and also considered as a new

representative spike type in the later steps. As the final outcome, the developed

method reveals the spike type compositions of the bursts.

3.4.3 Methods employed for evaluating the information con-

tent of neuronal bursts

As it was mentioned previously, entropy was introduced by Shannon (1948) as an

information theoretical context to evaluate information content. The term Shannon

entropy, H, is used as a measure of uncertainty and defined for time series as

H = −
∑

i

pi log pi , (3.7)

where pi is the probability that an amplitude value occurs in the ith amplitude bin

and is given by the probability distribution function of the time series. Similarly

for SE, S is calculated from the normalized power spectrum for the frequencies

[f1, . . . , fk, . . . , fK ] :

S =

fK∑

fk=f1

P (fk) log

(
1

P (fk)

)
. (3.8)

Then, SE is normalized to reside between 1 and 0 as

Snorm =
S

logK
. (3.9)

SE is a measure of how uniformly the power of the signal is distributed across the

considered frequencies. A broadband signal has higher entropy than a narrowband
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Figure 3.6: Illustration of joint analysis of spike waveforms and neuronal bursts. The analysis

results with the participation of the spikes of different types observed in bursts. In Publication

III, the spike sorting by Quiroga et al. (2004) and burst detection by Kapucu et al. (2012) were

employed. (Adapted from Publication III.)

signal of equal total energy (Semmlow and Griffel, 2014). Thus, it is an effective

algorithm to distinguish the signals with different frequency distributions.

Entropy of time series can be evaluated also by means of self-similarity. Sample

entropy (SmpE) measures the conditional probability that a time series repeating

itself for m points will also repeat itself for m + 1 points. SmpE is calculated for

a time series of length n as follows: Firstly, (n −m + 1) vectors of length m are

formed to be Xm(i) = (xi, xi+1, . . . , xi+m−1), where m is the embedding dimension.

Thereafter, the probability that any other vector is similar to Xm(i) is calculated

with a distance function d[Xm(i), Xm(j)], i 6= j as

Ci(r) =
number of j where d[Xm(i), Xm(j)] ≤ r

n−m+ 1
, (3.10)

where r is the similarity criterion. This process is explained in Fig. 3.7 more
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illustratively. Then the average probability of vector pairs of length m is

Φ(n,m, r) =
1

n−m

n−m∑

1

Ci(r) . (3.11)

Finally, SmpE is estimated as

SmpE(n,m, r) = − ln
Φ(n,m+ 1, r)

Φ(n,m, r)
. (3.12)

In the work described in this thesis, we implemented SmpE by using the publicly

available Matlab code (Sample Entropy Source Code; Lee, 2012).

Figure 3.7: An exemplary time series with samples x1, . . . , x32 to illustrate probability calcu-

lations for SmpE. Vector length for the example was m = 2, and the similarity criterion, r, was

illustrated around data points x1, x2, and x3 as x1 ± r, x2 ± r, and x3 ± r respectively. Two

data points are considered to be of the same amplitude if their amplitude difference is less than

or equal to r. In other words, all data points circled in red, blue, and green are considered as

having the same amplitude with x1, x2, and x3 respectively; data points circled in black are dif-

ferent. According to the SmpE calculation with m = 2, starting from the first index, the vectors

equal to the pair (x1, x2) are (x8, x9), (x11, x12), (x17, x18), (x26, x27), and (x30, x31); whereas

for m+1, only (x17, x18, x19) and (x26, x27, x28) are equal to (x1, x2, x3). Therefore, in this case,

the number of sequences matching the two-component template sequences is 5, and the number

of sequences matching the three-component template sequence is 2. These calculations are re-

peated for the next two-component and three-component template sequences, which are (x2, x3)

and (x2, x3, x4) respectively. Then, this procedure is done for all other possible sequences up

to (x30, x31). Finally, the natural logarithm of the ratio between the total number of repeated

two-component sequences and the total number of repeated three-component sequences gives us

the SmpE after multiplying the calculated number with a negative sign.
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Quantifying neuronal bursts according to their information content

We quantified neuronal bursts by calculating sample and spectral entropy values

between the start and end points of the bursts which were determined by an autom-

atized adaptive burst detection algorithm (Publication II). Briefly, SmpE measures

self-similarity of bursts, whereas SE of bursts gives the uniformity of spectral dis-

tributions during bursting. Consequently, both measures can quantify bursts with

respect to the intra-burst variability and enable further classification of bursts with

respect to the experimental set up.

The analysis is conducted in the following three steps:

1. Automatic burst detection with the adaptive burst detection algorithm, CMA.

2. Burst start and end times are determined by the first and last spikes.

3. Calculating spectral and sample entropies: SEs and SmpEs are calculated for

the signal sections between burst start and end times and stored for further

analysis.

For rat hippocampal recordings classification was done with respect to the

recording sequence to observe possible changes between three sequential record-

ings. Medians of the entropy values of bursts for each recording sequence were

calculated along with the interquartile ranges (IQRs). Additionally, a colormap for

rat cortical cell recordings from a 60-channel MEA was formed to illustrate the me-

dian entropy values of bursts in separate channels so that the spatial distributions

of classified bursts could be observed.

3.4.4 Employed neuronal network analysis methods

Neuronal synchrony can be expressed as the simultaneous activity of neuronal en-

sembles. Several methods are employed to analyze the synchronous activity of neu-

ronal populations. One of the most common methods is evaluating simultaneous oc-

currences of spikes (Quiroga et al., 2002) or temporal occurrences of neuronal bursts

in a time window (Selinger et al., 2004; Zwanenburg et al., 2012). Other methods

quantify frequency and phase correlations between specific frequency bands (Palva

et al., 2005).

Among the methods which assess neuronal network synchrony, methods which

analyze network information transfer deserve to be mentioned separately. Such

methods, e.g., mutual information (MI), transfer entropy (TE), evaluate connec-

tivity or synchronicity based on the mutual dependence of analyzed time series.
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They have been most commonly employed on spike time point data; however,

there are also studies in which, e.g., TE was employed for complete data including

LFPs (Ma et al., 2013). We employed TE and MI as well as event synchrony (ES)

methods (Quiroga et al., 2002) in Publication V.

The methods employed in the literature can be briefly described as follows:

ES: The algorithm measures synchronicity based on the quasi-simultaneous

appearance of events (Quiroga et al., 2002). As an initial step, the algorithm defines

the maximum time period τi,j between two consecutive spikes from the time series

x and y, so that the two spikes occurring at times txi and tyj in signals x and y

respectively — where i and j are spike indexes — can be considered simultaneous

by calculating the local spike appearances:

τi,j =
min

{
txi+1 − txi , txi − txi−1, t

y
j+1 − t

y
j , t

y
j − t

y
j−1
}

2
. (3.13)

Then, the number of times a spike appears in x after a spike appears in y according

to the calculated τi,j is denoted with Cx|y and defined as

Cx|y =

Mx∑

i=1

My∑

j=1

Ji,j , (3.14)

where Mx and My are the total numbers of events for x and y respectively, and

Ji,j =





1 if 0 < txi − t
y
j < τi,j ,

1
2 if txi = tyj ,

0 else .

(3.15)

Finally, synchronization is calculated as

Q =
Cx|y + Cy|x√

MxMy

. (3.16)

The source code for the ES method is available online (ES Source Code; Kreuz,

2015). The algorithm originally does not have a condition on the minimum number

of events to be synchronized; therefore, a time series with even one simultaneous

detectable event is considered as fully synchronized by the algorithm. Thus, for

the MEA recordings we added the homemade criterion (minimum of 50 spikes

per 300 s), as in Publication I and Publication III. This allows for eliminating

unjustified synchronizations which could be caused by coincidentally appearing

rare events in very sparsely firing channels. We named the modified algorithm

corrected ES (cES).
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MI: The method considers both single and joint probabilities of two time series

x and y (Gray, 1990).

MIxy =
∑

eyi ∈y

∑

exi ∈x
p(exi , e

y
i ) log

(
p(exi , e

y
i )

p(exi )p(eyi )

)
, (3.17)

where exi and eyi are single events in the signals x and y respectively, with i being

the event index, p(exi , e
y
i ) is the joint probability density function, and p(exi ) and

p(eyi ) are the single probabilities. Mutual information is a symmetric measure, i.e.,

MIxy = MIyx. The analysis was made by using the freely available tool (Brown

et al., 2012).

TE: The method extends the concept of MI to conditional properties by con-

sidering the history of the information (Schreiber, 2000). In other words, TEy→x

measures the increase in predictability of the future and the past of x once y is

known. Then, TE is calculated as

TEy→x =
∑

exi ,e
y
i

p(exi+1, e
x
i , e

y
i ) log

(
p(ei+1|exi , e

y
i )

p(exi+1|exi )

)
, (3.18)

where p(exi+1|exi ) denotes the conditional probability of observing the state exi+1

after exi . TE was calculated for 1 ms signal bins with delays up to three bins

(3.19), and the maximum value of TE was considered as given in Ito et al. (2011).

TEy→x =
∑

exi ,e
y
i

p(exi+1, e
x
i , e

y
i+1−d) log

(
p(ei+1|exi , e

y
i+1−d)

p(exi+1|exi )

)
, (3.19)

where d is the time delay.

3.4.5 Developed entropy-based neuronal network analysis

method

After having observed the capabilities of the entropy-based methods for quantifying

neuronal behavior (Publication II), we hypothesized that the synchronized neuronal

behavior could be reflected in the correlations of entropy measures. Particularly SE

could be a promising tool because of its computationally efficient nature, since it is

based on fast Fourier transform (FFT) (Semmlow and Griffel, 2014), and because

it does not depend on accurate spike detection. We evaluate the correlations of

time variant spectral entropies (CorSE) for the analysis of synchronicity as follows

(Publications IV and V):

SE was calculated according to (3.8) and normalized using (3.9) for each con-

secutive time window. Time window in Publications IV and V was selected to be
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0.5 s with 50% overlap. As a result, time variant SE signals were obtained. Finally,

the degree of common temporal changes in SE signals of different recordings was

assessed with sample cross-correlations. Cross-covariance, CSxSy (t, t + τ), of SE

signals Sx and Sy describes how well the SE of signal y at time t+ τ is correlated

with the SE of signal x at time t. Cross-covariance at lag l = 0 was calculated as

CSxSy
=

1

N

N∑

i=1

(
(Sx,i − Sx)(Sy,i − Sy)

)
, (3.20)

where Sx and Sy are the sample means of the corresponding SE signals and N is

the number of time windows in which SEs were calculated. The cross-correlation

rSxSy
at l = 0 was estimated as

rSxSy
=

CSxSy

σSxσSy
, (3.21)

where σSx
and σSy

are the standard deviations of the corresponding SEs. rSxSy

was used as the measure of the level of synchronization, and CorSExy = rSxSy
.

In Publication IV, we estimated synchrony between the recorded locations of

rat hippocampus by using a multielectrode probe. First, CorSE was tested with

the toy dataset explained in section 3.1.3. Next, the level of synchrony between

hippocampal regions was estimated. We provided the information on the loca-

tions of the electrodes from the previous works done (Finnerty and Jefferys, 1993;

Mikkonen and Penttonen, 2005). Consequently, an interrelation map of three con-

secutive recordings was formed. In Publication IV, the data were also analyzed with

a widely used causality algorithm, partial Granger causality (PGC) (Guo et al.,

2008; Luo et al., 2013), for joint evaluation. Granger causality basically describes

that X Granger causes Y if a prediction error of the future values of Y made by

considering the past values of Y and the past values of X together is less than

the prediction error made considering only the past values of Y . PGC extends

Granger causality with the existence of common exogenous inputs and latent vari-

ables driven by Z. The corresponding causality algorithm tool which we employed

is available online (Granger Causality GUI; Luo, 2015).

Further validation of CorSE was realized with simulations (see section 3.3 for

details) and a larger dataset obtained from rat and mouse cortical cells (see section

3.1.2 for details) in Publication V. Data from rat cortical cells were used for eval-

uating two MEA cultures with different spiking activities and for comparison of

the CorSE with three different event synchrony-based methods, which are ES, TE,

and MI. Also the data from mouse cortical recordings were analyzed for different

measurement days, and their network development was evaluated by using CorSE.
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CHAPTER 4

RESULTS

In this chapter, we present the results of the published methods to demonstrate

their contributions to the main aims of this thesis. First, the results of the adaptive

burst detection algorithm are given. Next, the results of the assessment of spiking

behavior and information content of the bursts are presented, and the novel ob-

tainable information, i.e., the spike type composition of bursts and entropy-based

measures, respectively, are demonstrated. Finally, we present the results of spectral

entropy-based synchrony analysis developments.

4.1 Adaptive burst detection

Here, we present the results of detecting bursts in data acquired from hESC-derived

neuronal cultures and compare them to the results of the methods described earlier

in the thesis. First, we present the variability in spike firing activities of hESC-

derived neuronal cultures (Fig. 4.1). Next, to illustrate the problematics and the ISI

histograms, two types of data with different burst behaviors are shown in Fig. 4.2,

where it can be seen that the logISIH (Pasquale et al., 2010) was able to find well

the burst spikes for some kinds of data (Fig. 4.2A), while there also exist data in

which logISIH cannot find bursts (Fig. 4.2B), although they clearly exist based

on visual observation of the spike time point data. In Fig. 4.2A, the results of

logISIH with different thresholds are shown along with the results of the CMA

method; the results are seen to be comparable. In the case in Fig. 4.2B, logISIH

did not work, and the results are shown for traditional burst detection methods
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with different fixed burst defining parameters and for the CMA method; it can

be seen that the CMA method produced results better in agreement with visual

assessment of the spike time point data. According to our experience, the kind

of data seen in Fig. 4.2B is not rare among data measured from hESC-derived

neuronal cultures. The most-encountered cases are shown in Fig. 4.3 from which

it is clear that there are usually no separable principal and secondary peaks in the

logarithmic ISI histograms.

Figure 4.1: (A) Colormaps of the spike activities for the measurements obtained from maturing

neuronal culture in 22 days (mes1), 27 days (mes2), and 29 days (mes3) in vitro (DIV). The corners

of the grids represent electrode locations, where the different colors are coded for the number

of recorded spikes from corresponding electrodes. (B) Principal peak locations of the calculated

logarithmic ISI histograms from different channels of different neuronal cultures. (C) Examples of

bursts observed from hESC-derived neuronal recordings showing different firing statistics. (Figure

modified from the figures originally published in Publication I.)

To demonstrate that the selection of the burst detection method truly matters to

the analysis, the effects of the different methods on the numbers of MEA channels
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Figure 4.2: Exemplary spike time point signals with different burst behaviors (left-hand pan-

els), their burst detection results (left-hand panels), and logarithmic ISI histograms (right-hand

panels). (A) Logarithmic ISI histogram (black solid line) which has two well separated peaks: a

principle peak (red circle) and a secondary peak (red cross). The minimum point between peaks

is found at 1259 ms (blue line). Burst detection results of the logISIH method by employing a

pre-defined intra-burst threshold for finding principle peaks at 100, 200, and 1000 ms are labeled

in the left-hand panel as 1, 2, and 3 respectively. The result of the CMA algorithm is labeled as

4. (B) Logarithmic histogram (black solid line) which does not have well separated peaks. Burst

detection results by employing a threshold for intra-burst spikes of 100 ms with at least 10 spikes

in a burst, 100 ms with at least three spikes, and 200 ms with at least three spikes are labeled in

the left hand panel as 1, 2, and 3 respectively. The result of the CMA algorithm is labeled as 4.

(Figure modified from the figures originally published in Publication I.)

exhibiting bursts found in our data are presented in Table 4.1. It is clear from

Table 4.1 that the amount of data available for subsequent burst analysis is dictated

by the selected method. Here only data exhibiting sufficient spiking activity was

analyzed, i.e., only the recordings from every channel from all measurement days

and all data sets which exhibited over 50 spikes at least in one of the measurements

of approximately 300 s were utilized.

The CMA algorithm was applied also on recordings with different ISI histogram
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Figure 4.3: The logarithmic ISI histograms and their principal peak locations for the data se-

lected to illustrate the different commonly encountered cases. Histograms with two well separated

peaks (blue and green), with only one peak and no local extrema (gray), and with local extrema

which cannot be separated well (purple) are typical for ISIs of hESC-derived neuronal recordings.

(Figure modified from the figures originally published in Publication I.)

Table 4.1: The number of burst-exhibiting channels found by different methods. Five different

data sets (Data 1, Data 2, Data 3, Data 4 and Data 5) were used from 27 MEAs (see Publication

I).

Data 1 Data 2 Data 3 Data 4 Data 5

Number of recordings with over 50 spikes/Total number of recordings 12/18 47/93 76/117 14/27 41/86

Numbers and

percentages of

burst-exhibiting

channels found by

different burst

detection algorithms

CMA algorithm*** 7 (39%) 57 (61%) 78 (67%) 13 (48%) 46 (53%)

logISIH(100ms threshold)* 6 (33%) 13 (14%) 49 (42%) 10 (37%) 16 (19%)

10 spikes with ISI < 100ms* 1 (6%) 0 (0%) 9 (8%) 1 (4%) 1 (1%)

5 spikes with ISI < 100ms** 3 (17%) 6 (6%) 28 (24%) 2 (7%) 5 (6%)

3 spikes with ISI < 100ms** 8 (44%) 18 (19%) 55 (47%) 10 (37%) 18 (21%)

3 spikes with ISI < 200ms** 12 (67%) 32 (34%) 64 (55%) 13 (48%) 27 (31%)

logISIH(200ms threshold)** 12 (67%) 28 (30%) 57 (49%) 12( 44%) 24 (28%)

* Previously proposed burst detection method.

** Methods modified from previously proposed burst detection methods.

*** Novel burst detection method.

skewnesses and for different types of data to observe its performance (Fig. 4.4). As

a result of the CMA algorithm, bursts of different types were detected and thus

available from the different experimental setups for further analysis.
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Figure 4.4: Burst detection results of the CMA algorithm for differently behaving networks.

Recordings shown in the right panels of (A), (B), and (C) exhibit different skewness values.

The ISI histograms (gray bars), CMA curves (black lines), and the thresholds for the burst and

burst-related spikes (red and blue respectively) are shown in the left panels. Skewness values are

given along with the histograms. A logarithmic scale is used for the vertical axis for a better

visualization. Detected bursts are labeled with black lines (right panel). (A) Recording from a

mouse cortical culture. (B) Recording from a rat cortical culture. (C) Recording from a hESC-

derived neuronal cell culture.

4.2 Spike behavior and information content dur-

ing bursts

Here, the results of burst analysis are presented for analyzing both the spike type

compositions (Publication III) and the information content of the bursts (Pub-

lication II). For the burst spike type composition analysis, bursts were detected

adaptively as proposed in Publication I and described in section 3.4.2.

Analysis of spike type compositions of bursts

Spike type compositions of bursts were analyzed from the data recorded from hESC-

derived neuronal cell cultures during a multi-phase pharmacological study. After

spike sorting, the individual spikes were classified resulting in four different spike

types, denoted as Spike-I, Spike-II, Spike-III, and Spike-IV, which are shown in

Fig. 4.5 for the different phases of the pharmacological experiment. Then the

joint analysis proposed in Publication III described in section 3.4.2 was employed.

Fig. 4.6 presents the results obtained from one channel of MEA: burst information

and individual spike activities are presented as well as contributions of different
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spike types to the bursts.

Figure 4.5: The average spike waveforms for each phase of the pharmacological experiment. (A)

Spike-I, (B) Spike-II, (C) Spike-III, (D) Spike-IV. (Reprinted from Publication III, with permission

from Elsevier.)

To demonstrate the results of the joint analysis, for example, spike type compo-

sitions of bursts seen in the baseline and spike type compositions under CNQX + D-

AP5 application can be compared. Baseline bursts were composed merely of spikes

of types Spike-I and II (Fig. 4.6E), whereas in the later phase of the experiment,

i.e., under CNQX + D-AP5 application, the bursts were composed mostly of spikes

of type Spike-II, and the second wash nearly abolished bursting (Fig. 4.6B-D).

However, the results were totally different under the influence of GABA and subse-

quently bicuculline: The bursts were composed merely of spikes of types Spike-III

and Spike-IV. Thus, the joint analysis of spike types and bursts (Fig. 4.6E and

F) provided more information on the network effects of pharmacological treatment

than the traditional burst analysis alone (Fig. 4.6B-D).

To emphasize the new information given by the proposed joint analysis more

apparently, for example, in Fig. 4.6A it is seen that after the first wash, there was

an obvious decrease in the occurrence of Spike-I type spikes and a slight decrease in

the number of Spike-II type spikes, whereas simultaneously the number of bursts

more than doubled compared to the baseline (Fig. 4.6B). Accordingly, for the same

experiment phase, the joint analysis results in Fig. 4.6E show a notable increase

in the burst participation of Spike-I type spikes and a slight increase in the burst

participation of Spike-II type spikes. Collaborative findings can be observed in the

percentage amounts of the spikes of these types appearing in bursts compared to
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Figure 4.6: The results of the traditional spike and burst analysis (A-D) and the joint analysis

(E and F) at all phases of the pharmacological experiment for one MEA channel. Orange dashed

lines in panels (B-D) present the level of baseline values. (A) The numbers of different types of

spikes. (B) The relative numbers of bursts. (C) The relative average durations of bursts. (D) The

relative average numbers of spikes in a burst. (E) The numbers of spikes of each type in bursts.

(F) The numbers of each type of spikes in bursts relative to the total numbers of spikes. The

relative quantities are with respect to the corresponding values at the respective baselines. The

spike types: Spike-I (blue), Spike-II (red), Spike-III (green), Spike-IV (purple). (Modified from

Publication III, with permission from Elsevier.)
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the total spike counts (Fig. 4.6F). This information on the changes in the burst

participation of the different types of spikes cannot be obtained by the traditional

analysis results in Fig. 4.6B-D.

Also, new information provided by the joint analysis can be shown by observing

the activity in Fig. 4.6A after the CNQX + D-AP5 application when the number

of Spike-II type spikes recovered to the approximately same level as it was at the

baseline. Spike-I type spikes also recovered approximately to the same level as

Spike-II type spikes, remaining still at a lower count than at the baseline, however.

For the same phase of the experiment, the number of bursts, average burst dura-

tions, and the average numbers of spikes in bursts were close to what they had

been at the baseline (Fig. 4.6B-D respectively). At this point of the experiment,

the joint analysis results in Fig. 4.6E demonstrate that the bursts were mostly

composed of Spike-II type spikes, whereas at the baseline, the burst spikes had

been mainly Spike-I type spikes. Briefly, although the traditional burst charac-

teristics (Fig. 4.6B-D) were approximately the same at the baseline and after the

CNQX + D-AP5 application, the joint analysis exposed that the main spike type

composition was different between these two experiment phases. This information

on the burst composition change cannot be obtained from the results of the tradi-

tional analyses in Fig. 4.6A and B, but only with the proposed joint analysis. In

conclusion, the results showed that the novel joint analysis method would provide

new information on the contents of bursts that we could not obtain by only using

traditional burst analysis methods.

Information content-based burst analysis

Bursts were also analyzed based on their information content quantified with differ-

ent entropy measures: The results of SE-based analysis represented the quantified

spectral uniformity of the bursts, whereas SmpE quantified their self-similarity.

Fig. 4.7A presents a recording of 20 s from which bursts were detected with au-

tomatized burst detection and the corresponding entropies, SmpE and SE, were

calculated for every 0.5 s with 50% overlapping. In Fig. 4.7A, SmpE gives differ-

ent entropy values for the two different bursts around the 70th time bin, whereas

SE is approximately the same for both bursts according to visual observation of

Fig. 4.7A. However, another sample recording is illustrated in Fig. 4.7B, where SE

values are different for the differently behaving bursts as well.

The entropy values obtained from nine bursts detected from an exemplary 200 s

recording (Fig. 4.8A) are shown in Fig. 4.8B. The normalized entropy values are

48



Figure 4.7: (A) A signal with bursts detected with the automatized burst detection algorithm.

Bursts are labeled with black horizontal lines above the signal. SmpE (red) and SE (blue) values

in the lower panel were calculated for the signal seen in the upper panel using 0.5 s long 50%

overlapped bins. (B) A short sequence from a neuronal recording with the detected bursts (upper

panel) and the time variant SE signal calculated from the recording (lower panel). (Modified from

Publications II and IV, with permission from IEEE.)

shown along with the normalized burst parameters (Fig. 4.8B) for the nine bursts

detected from this recording. The SmpE values for these bursts seem to correlate

with the burst durations and the number of spikes in these bursts, whereas no such

correlation can be observed for the SE values.

Spatial distributions of burst SEs and SmpEs are illustrated in Fig. 4.9 for a

MEA recording of a rat cortical cell culture. Briefly, the medians of the entropy

values were calculated from the bursts and presented in colormaps. Although the

SE and SmpE values are different, the results from both entropies indicate that

the maximum values are at the electrodes (2, 4) and (8, 7). In Fig. 4.9, similar

to Fig. 4.8B, the differences between the bursts were more pronounced based on
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Figure 4.8: (A) A signal with the bursts detected with the automatized burst detection algo-

rithm. The detected bursts are labeled with red lines. (B) SmpE (red) and SE (blue) values

calculated for the nine bursts see in panel (A). Entropy values and burst parameters are normal-

ized between 0 and 1. Burst durations (BD), the number of spikes in bursts (NSiB), and average

ISI (avISI) are shown for the same nine bursts. Horizontal axis labeling in (B) identifies the bursts

as numbered in (A). (Modified from Publication II, with permission from IEEE.)

the SmpE values than the SE values. Additionally, the spatial analysis of the in

vitro experiments showed that channels with high median SE and SmpE values

(Fig. 4.9) had neighboring channels with higher SE or SmpE values than on the

MEA in general.

Figure 4.9: (A) Colormaps of the medians of the (A) SE and (B) SmpE values calculated for

every burst from each channel of a 60-channel MEA. The grid intersections indicate the locations

of the electrodes with the exception of the corners where there were no electrodes.(Reprinted from

Publication II, with permission from IEEE.)
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In conclusion, the results showed that entropy-based measures, particularly

SmpE, could quantify bursts with different features, such as number of spikes, and

durations. On the other hand, SmpE and SE are both feasible for quantifying

bursts from different channels for spatial analysis.

4.3 Spectral entropy-based synchrony analysis

In Fig. 4.10, the ability of SE to locate the types of bursts is illustrated: ones that

are composed of very high-amplitude spikes (over 100µV) (Fig. 4.10A) and the other

that are mostly buried inside background noise (Fig. 4.10A and B). Synchronized

bursting is shown inside red dotted boxes based on visual examination. This is

an exemplary result of the use of SE in detecting possibly synchronized channels;

the results indicate that a SE signal could present characteristics of the recording

without depending greatly on the burst or background noise amplitudes.

Figure 4.10: Exemplary 120 s long recordings from two neighboring MEA channels along with

their corresponding time variant SE signals. (A) A MEA signal channel with two different types

of activity: one with higher amplitudes and the other buried in background noise. (B) A MEA

signal from a channel adjacent to that seen in (A) with lower amplitude spike bursts. The red

boxes indicate the synchronized bursts based on visual examination.

The feasibility of the CorSE was first shown in Fig. 4.11 with a small toy

data set extracted from rat hippocampal recordings as explained in section 3.1.3.

CorSE distinguished the channels with higher correlated SEs from the neighboring

channels of the same recording sequence as expected (Fig. 4.11A), and the results

correlated with the causalities calculated using PGC for the same toy data set

51



(Fig. 4.11B).

Figure 4.11: (A) Correlation results for the small data set calculated based on time variant

SEs. (B) PGCs for the same data set. Channels from the same recordings are named with the

same variable names, i.e., (X1, X2), (Y 1, Y 2), and (Z1, Z2). (Reprinted from Publication IV,

with permission from IEEE.)

Additionally, complete rat hippocampal recordings of fourteen channels from

three sequential Michigan probe recordings were analyzed, and interrelation maps

were plotted according to the CorSE values (Fig. 4.12), where only the relations

with CorSE > 0.8 are shown, with the relations with CorSE > 0.9 indicated by

red or blue as also shown on the measurement probe illustrations (Fig. 4.12A-C).

The probe and electrode locations in the hippocampus are illustrated in Fig. 4.12D.

In each measurement (Fig. 4.12A-C), two different groups were identified based on

the strongest relations (CorSE > 0.9). However, these two strong groups also had

weaker relations with each other. Actually, the interrelation maps (Fig. 4.12A-C)

clearly indicate two separate connected groups which correspond to the anatomical

regions CA1 and CA3 of the hippocampus (Fig. 4.12D). Additionally, the analy-

sis revealed that the strongly connected group in the CA3 region was expanding

as the experiment proceeded, which was probably due to the effects of electri-

cal stimulation during the experiment. Briefly, the strongest groups in the map

(CorSE > 0.9) were seen to expand, and the weaker correlations (CorSE < 0.9)

were also seen to get stronger.

Further validation of the method was realized with simulations and a larger

dataset. Accordingly, we employed the CorSE on three populations of the toy

model, 1, 2, and 3, as explained in section 3.3 and shown in Fig. 3.2. Results

were considered successful if and only if the correlation between the synchronized

populations (CorSE(1,2)) was higher than the correlations between each of those
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and the third population (CorSE(1,3) and CorSE(2,3)) (Table 4.2). CorSE was

successful for this task.

Table 4.2: The results of the analysis of the signals from the toy model with different EAP-LFP

power ratios. Successful detection of synchronized populations is observed when CorSE(1,2) >

CorSE(1,3) and CorSE(1,2) > CorSE(2,3) simultaneously, i.e., when CorSE of the connected

populations is higher than the CorSE of both unconnected population pairs

.

Ratio of EAP-LFP power Number of successes/1000 simulations

PEAPs/LFPs ≈ 100% (only EAPs) 998

PEAPs/LFPs ≈ 50% 979

PEAPs/LFPs ≈ 20% 971

PEAPs/LFPs ≈ 10% 967

PEAPs/LFPs ≈ 0% (only LFPs) 995

Next, we evaluated synchronization according to the different connectivity lev-

els simulated with integrate-and-fire model-based networks. The results were also

compared with the other considered algorithms that were previously explained in

section 3.4.4. Fig. 4.13A presents the synchronizations calculated from the artificial

recordings with only EAPs. All the algorithms distinguished the different levels of

connectivity except for the connectivity strengths of 50% and 100% where CorSE

was the only method showing an increase in the synchrony when connectivity in-

creased from 50% and 100%.

The results from combinations of EAPs and LFPs with different EAP and LFP

power ratios for the two connected populations can be seen in Fig. 4.13B and C.

Spike detection rates decreased with the increasing power of LFPs (see Publica-

tion V), which greatly affected the performances of the algorithms which depended

on spike detection. With the added artificial LFPs, the synchronizations assessed

with event-based algorithms were significantly decreased. Also, the correlation

between the increased level of connectivity and the increased synchrony was not

always retained. The results indicate that spike detection performance has a strong

influence on the synchronicity results of the event-based algorithms as expected.

On the contrary, although the synchrony values of the artificial recordings mea-

sured with CorSE changed with the superimposed LFPs, correlation between the

increased synchrony and the increased level of connectivity was to some extent pre-

served. Fig. 4.13D and E show the synchronicities calculated from the recordings
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with EAPs and added WGN. Adding WGN greatly decreased the synchronization

detected by the event based algorithms. On the other hand, to compare, cES

presented better performance in distinguishing the relation between the increasing

levels of connectivity and synchronization. CorSE cannot distinguish the different

levels of connectivity especially with the lower signal-to-noise ratio (SNR); however,

was still able to distinguish the unconnected populations (0% level connectivity)

from the connected populations.

Figure 4.13: The synchronizations calculated by the CorSE (red) and cES (blue) methods from

the artificial recordings with only EAPs (left vertical axis). The synchronizations calculated by

the TE (black) and MI (green) methods from the artificial recordings with only EAPs (right

vertical axis). For the event-based methods, the line types indicate the spike detection method

used: STD (solid) and eSTD (dashed). (A) The synchronizations calculated with only EAPs.

(B) The synchronizations calculated with both EAPs and LFPs with PEAPs/LFPs ≈ 50% for

one population and PEAPs/LFPs ≈ 20% for the other. (C) The synchronizations calculated with

both EAPs and LFPs with PEAPs/LFPs ≈ 20% for both populations. (D) Synchronizations

calculated with EAP and added WGN with SNR = 50%. (E) Synchronizations calculated with

EAP and added WGN with SNR = 20%. (Reprinted from Publication V.)

More results are presented in Publication V regarding the performances of
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CorSE and the other compared algorithms for the analysis of real MEA data ob-

tained from rat cortical neuronal cultures.

Finally, we evaluated the performance of CorSE on MEA recordings collected

from mouse cortical neuronal cell cultures. Fig. 4.14 presents the development of an

in vitro neuronal network between the 13th and 29th DIV. Pairwise channels which

have CorSE > 0.5 are used to illustrate the network. The first links were seen on

the 13th DIV, and then the network gradually expanded while also synchrony be-

tween all the channels got stronger: the strongest synchronizations in the network

were measured on the 22nd DIV (Fig. 4.14). The mean values of synchronizations

between all the channels (1770 links in total) are calculated and presented for the

measurement days in Fig. 4.15. The mean values of all synchronizations were also

correlated with the number of synchronizations greater than 0.5; in other words,

the overall network synchrony followed the same trend with the synchronizations

calculated from channel pairs with CorSE > 0.5. Synchrony between some chan-

nels varies for different measurement days. A noteworthy example for such a case

is seen following the development from the 25th DIV as a smaller network ap-

peared, disappeared, and reappeared (Fig. 4.14). Choosing an arbitrary synchrony

value, i.e., CorSE > 0.5, and applying it as a clear-cut threshold would affect the

temporary appearance and disappearance of some channels in the network develop-

ment map in Fig. 4.14; however, the results calculated using the arbitrarily chosen

threshold also correlated with the overall network behavior (Fig. 4.15). Moreover,

the overall network development seen in Fig. 4.14 and Fig. 4.15 could be considered

biologically plausible during the entire experiment.

In conclusion, the results show that by using CorSE the synchrony of differ-

ent types of neuronal networks can be assessed without facing the shortcomings

of event-based methods resulting from possible poor event, e.g., spike, detection

performance.
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Figure 4.14: The development of a network in cultured mouse cortical cells between the 13th

and 29th DIV determined using CorSE. Channels with synchronizations CorSE > 0.5 are taken

to constitute the network. (Reprinted from Publication V.)
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Figure 4.15: The synchronizations between all the channels and the numbers of synchroniza-

tions with CorSE > 0.5 for a developing mouse cortical cell culture. The mean values of the

synchronizations between all channels (1770 links in total) (red) along with the numbers of syn-

chronizations (blue) with CorSE > 0.5 are presented with respect to the DIV. (Reprinted from

Publication V.)
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CHAPTER 5

DISCUSSIONS

To describe the entire content of the work done in a nutshell: First, we aimed to

detect neuronal bursts without any predefined or fixed criteria. Then, we proposed

metrics to quantify the adaptively detected bursts and also devised a novel analysis

method to jointly study detected bursts and their spike types. Finally, we proposed

a synchronicity algorithm to evaluate the interrelations of the population activities.

In our first work (Publication I), the research question resulted from the pre-

viously employed different definitions of AP bursts. Our results showed that it

was not feasible to employ a predefined fixed burst criteria on the recordings

which exhibited different firing behaviors such as hESC-derived neuronal cells. We

were initially motivated particularly by the behavior and the problematic analy-

sis of functional neural networks of hESC-derived neuronal cells, but our adaptive

burst detection algorithm, i.e., CMA, is applicable to any neuronal cell recording

(cf. Fig. 4.4). We compared CMA with existing methods in Publication I. Methods

which we employed in Publication I for comparison were using fixed ISI thresholds,

e.g., as in Chiappalone et al. (2005), or adaptive algorithms, e.g., logISIH (Pasquale

et al., 2010) for burst detection. In addition to Publication I, Cotterill et al. (2016)

compared CMA with other adaptive methods such as logISIH (Pasquale et al.,

2010), ISI Rank Threshold (Hennig et al., 2011), Poisson Surprise (Legendy and

Salcman, 1985), Rank Surprise (Gourévitch and Eggermont, 2007), Robust Gaus-

sian Surprise (Ko et al., 2012), Hidden Semi-Markov Model (Tokdar et al., 2010),

and MaxInterval method (Neuroexplorer manual, NEX Technologies). According

to the comparisons by Cotterill et al. (2016), and in Publication I, CMA is prefer-
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able among the other burst detection methods for the cases where one can not

set appropriate burst detection parameters or distinguish between inter- and intra-

burst ISIs. According to our experiences, such conditions are frequently observable

for developing neuronal cell cultures.

We also showed that one can increase the amount of burst data for subsequent

analyses by using the CMA algorithm. The actual advantage of the CMA algo-

rithm was exposed for the data which likely contained bursts not detectable by the

traditional methods, e.g., hESC-derived neuronal cell cultures. Table 4.1 presents

how much burst data could be extracted by using the CMA algorithm and other

methods. To clarify, the results presented in Table 4.1 are not concerned with the

superiority of any detection algorithm by means of accuracy but demonstrate the

ability of the CMA to produce more results for further evaluation. Since the bursts

were defined without any predefined limitations comparable to the conventional

criteria, the accuracy was considered more as an issue of statistical consistency. In

other words, the parameters obtained from falsely detected bursts were expected

to be seen as outliers while analyzing the parameters derived from adaptively de-

tected bursts. Also, adding limitations and criteria after burst detection (post hoc

screening) is always possible for the studies which desire to assess certain types of

bursts. Consequently, freely defined bursting behavior enables studying the bursts

with different parametric values. On the other hand, the major limitation of CMA

was stated by Cotterill et al. (2016) as its tendency to erroneously detect a large

amount of bursting activity in sparsely bursting spike trains. Cotterill et al. (2016)

indicated, as we had proposed in Publication I, that post hoc screening and re-

stricting the max ISI to within a biologically plausible range would be needed to

solve this issue.

In Publication III, we proposed a novel analysis method for studying the single

units of the neuronal network activity. We applied our method to analyze the

chemical modification of neuronal networks. For that, bursts were studied jointly

with their spike type compositions, providing a new view to the bursts, and a new

kind of information, i.e., the spike type compositions of the burst or, in other

words, burst participations of different types of spikes, was obtained. The

proposed method was applied on data from hESC-derived neuronal cultures during

a pharmacological experiment.

Briefly, such analysis provides an information gain similar to that of observing

a string of letters formed from the alphabet of the size equal to the number of

the spike types plus one (each letter corresponding to a spike type and a sym-

bol ‘0’ to denote ‘no waveform’) vs. a binary string (‘1’ corresponding to a de-
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tected spike). For example, in a recording with three detected non-overlapping

spike waveform types denoted A, B, and C, e.g., a burst would be observed as

‘00A0B0000A0CC’, whereas the same burst will be observed with only spike de-

tection as ‘0010100001011’ (for the example here, only a few 0s are shown). The

information gain would then result from the information content of the burst ac-

cordingly. For the binary alphabet with equal symbol probabilities, the information

content is log2 2 = 1 bit per symbol, whereas an alphabet of size four with equal

symbol probabilities results in the information content of log2 4 = 2 bits per symbol

(Shannon, 1948). Certainly, spike sorting alone provides the same amount of infor-

mation per spike waveform, but with the proposed joint analysis this information

is extracted specifically for each burst. For a real MEA recording, the probability

of an occurrence of the ‘no waveform’ symbol is much larger than that of a symbol

denoting a spike; thus, the information contents of the spike symbols are larger

than in the example, but the principal difference between the two approaches re-

mains. Consequently, the information gain achievable through the analyses of the

spike type waveforms themselves, their changes, and their occurrences in time,

compared to the analysis of mere time stamps of the burst spikes, depends on

the following neurobiological analysis, and the associated information gain is not

simply formally quantifiable.

Since the analysis method is based on the joint application of spike sorting and

burst detection, any weaknesses of the employed spike sorting and burst detection

algorithms will be reflected in the final result. Generally, the effect of overlapping

spikes during frequent spike activity (here bursts) on the spike sorting algorithms

is crucial (Lewicki, 1998; Quiroga et al., 2004; Wild et al., 2012). The results

should be evaluated with the effects of overlapping spikes in mind. In our case, in

Publication III, spike sorting was used to cluster average waveforms from multi-

units, and representative waveforms were utilized for the assessment of the neuronal

responses to external manipulation. Thus, average waveforms would represent the

general activity of the neurons near the electrode, and overlapping spikes could be

averaged out if the number of spikes was high enough. In fact, according to our

results, even though the effects of overlapping could be seen in our analysis, they

did not have major effects on our results nor changed our overall conclusions.

Another issue which was encountered in Publication III is the effect of high

variability during the analysis of pooled data which consist of all the electrodes in

a well. Such analysis done with pooled data naturally does not provide information

from single units or more local sub-populations but more on general behaviors of

the network. Alternatively, to benefit from the proposed joint analysis in future
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studies, single channel-based joint analysis employed in Publication III can be

expanded to analyze the entire MEA. For that, each channel can be analyzed

separately, and corroborative results from different channels can be assessed to

draw overall conclusions. However, expanding the analysis to the entire culture

requires developing a valid method where localized information can be employed to

reveal the spatial distributions of the different types of spikes composing the bursts.

This analysis technique would be promising, e.g., for tracking spike waveforms and

their network participations. For such cases, HDMEA measurements would be

more promising since the spatial resolution is high enough to be able to record the

same spike activity with multiple electrodes.

In summary, the proposed joint analysis reveals information on the burst activ-

ity which is not obtainable by the traditional analysis alone. On the other hand,

investigating the actual biological sources of the newly acquired information via

joint analysis requires detailed studies with in-depth neuronal network analysis

providing information on the sources of spike waveforms, including information on

active neuronal types and cell compartments.

Joint analysis was not the only method we proposed to enhance the information

obtained from neuronal bursts. We also proposed evaluating the information con-

tent of the bursts to obtain new metrics by applying different entropy measures.

Reliable metrics to quantify or classify bursts, in addition to the conventionally

used ones, would enrich the information and be highly desirable (Johnstone et al.,

2010). In addition to the adaptive detection of bursts, which enables detecting

bursts of different types, a further classification could be done according to the de-

sired parameters. We showed that self-similarity (quantified by SmpE) and spectral

uniformity (quantified by SE) are promising metrics for such classification. In Pub-

lication II, the entropy-based measures calculated different features of the bursts.

For our data, both entropy measures were good at reflecting the changes in neuronal

recordings during bursts. In particular, SmpE was more sensitive to the burst du-

ration and the number of spikes in bursts and produced more distinct values for the

presumably different kinds of bursts compared to SE. We also compared entropy

based metrics with the conventionally used metrics, i.e., burst duration, number of

spikes in bursts, and average ISIs, e.g., as used by Keefer et al. (2001), and Hayar

and Ennis (2007). SmpE would also reflect features similar to conventional burst

parameters, such as burst duration, number of spikes in bursts, and average ISIs in

bursts, at least in some cases (Fig. 4.8). These results would actually indicate that

different features from the same burst would correlate according to the data type

analyzed. Thus, every distinct feature which can be obtained from the data would
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initially increase the dimension of clustering and potentially classification efficiency.

However, a larger data set or preferably a specifically tailored experimental setup

would be needed to reveal the real potential of entropy-based measures.

In addition to quantify bursts, entropy-based measures would be assessed spa-

tially to reveal network relations. Fig. 4.9 showed that there were similarities

between the burst entropies of neighboring locations; thus, interrelations between

the bursts of nearby channels can be assessed by means of entropy measures. We

also showed that such sort of spatial relations can also be revealed by time variant

SE signals (Fig. 4.10) and is studied further in Publication IV.

In Publication IV, we have studied the spatial functional interrelation based on

the correlations of entropy measures in time. For that, in vivo rat hippocampal

recordings were analyzed. The experimental setup used provides good demonstra-

tion data since the neuronal pathways in the hippocampus are known (Amaral

and Witter, 1989; Mikkonen and Penttonen, 2005), providing expected connectiv-

ity. Correlations over a threshold were tracked to assess the time courses of the

interrelations. The results showed a clear interrelation between the CA1 and CA3

regions of the hippocampus; moreover, the synchronization became stronger during

the stimulation experiment particularly in the CA3 network, which was probably

due to the effects of electrical stimulation (see section 3.1.3 for the experimental

setup). Even though we did not validate the results of the proposed method in

this study with biological controls, the causality algorithm also provided corrobo-

rative results with the proposed method, especially with the toy data. Although

Publication IV showed that CorSE has potential to assess neuronal interrelations,

the justification of the method that was sought after came with known neuronal

networks and simulated data in the subsequent publication.

In Publication V, CorSE was justified for the assessment of synchrony with

simulations and a larger data set obtained from rat and mouse cortical cell cultures.

Initially, a simple computational model was created where neuronal activity was

defined in terms of the number of oscillations equal to the number of neuronal

ensembles participating in the population activity. In such a model, neuronal

synchrony between populations was defined as simultaneous activity of neuronal

ensembles in a simple way: When a number of neuronal ensembles activated in

a population, the same number of neuronal ensembles also activated in the other

population, since the model assumed that all neuronal ensembles in one population

were connected to ensembles in the other population. As a result, CorSE showed

over 96% success in distinguishing the fully synchronized populations from the

unsynchronized population in this simple model. Additional simulations were also
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made based on computational integrate-and-fire model neuronal networks. CorSE

was employed on the data produced with the model and statistically validated. The

model was formed based on the assumption that an increase in neuronal synchrony

correlated with an increase in neuronal connectivity.

We also compared CorSE with other algorithms, i.e., cES (modified version

of ES (Quiroga et al., 2002)), MI (Gray, 1990) and TE (Schreiber, 2000). The

results indicated that CorSE and other event-based methods could distinguish the

different levels of connectivity by estimating the synchrony between populations.

On the other hand, the main advantage of CorSE over the event-based methods

was revealed while working on synchronized LFPs and when EAPs did not exist

or could not be detected accurately. In such cases, by using CorSE, the level of

synchrony was somewhat preserved, and the correlation between the increasing

synchrony and connectivity was still distinguishable to some extent. Simulations

also showed that even with increasing noise it was still possible to distinguish

between the connected and unconnected populations with CorSE, even though the

level of connectivity strength was not distinguishable anymore. Thus, CorSE is an

advantageous tool for the cases where one could not rely on the accuracy of spike

detection.

In summary, we validated CorSE with simulation models and demonstrated

its applicability with real recordings. For example, CorSE was successfully em-

ployed in the assessment of mouse cortical cell network development in vitro. The

method exposed network development by calculating synchrony values and detect-

ing functional connectivity using a fixed synchrony threshold with respect to the

measurement days. Overall synchrony values for the same days were also calculated

to illustrate the consistency of the results obtained by applying a fixed threshold.

To interpret the results correctly, we should note that CorSE does not analyze

causal relations or indirect connectivity. For such analyses, multivariate methods

which are also estimating causal relations would be more effective. Here we studied

bivariate synchrony between populations and proposed a simple and fast tool for

analyzing overall network relations. CorSE was derived to reveal these relations

automatically. Since the algorithm is based on FFT and sample cross-correlation,

it is very straightforward and fast; thus, it would be a very efficient tool for fast

analysis of neuronal networks. It could also be employed as an online analysis tool,

e.g., to observe the acute effects of electrical or chemical stimulations similar to

what is used in the anesthesia depth screening monitors (Viertiö-Oja et al., 2004).

The methods developed and the metrics proposed in this thesis contribute the

information extraction from the neuronal recordings obtained by MEAs. We have
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compared our analysis methods and proposed metrics with the previously avail-

able methods and metrics, respectively. Only the novel joint spike sorting and

burst detection based analysis, proposed in Publication III, was not compared

with previously available methods; since the proposed method extracts new kind

of information, and thus there were no methods to which to compare. Thus, the

joint analysis method in Publication III was evaluated with spike sorting and burst

detection results separately. Based on the results, the methods and metrics devel-

oped in this thesis provide advantageous data analysis possibilities also in specific

cases in excess to the existing methods: For example: CMA is preferable when one

can not set appropriate burst detection parameters or distinct between inter- and

intra-burst ISIs (cf. Cotterill et al. (2016) and Publication I). CorSE is advanta-

geous for the cases, where one would like to take LFPs into account and not depend

only on the EAP detection (cf. Publication V). However, I believe that there is

no ”perfect” method suitable for all the conditions; thus, our methods and metrics

would provide additional value enhancing the information extraction in addition

to the existing methods for some studies in the field of neuroscience.
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CHAPTER 6

CONCLUSIONS

We aimed to develop new analysis methods and metrics to enhance the information

which can be obtained from MEA measurements of neuronal networks, especially

developing neuronal networks such as hESC-derived neuronal cultures. Increasing

our information on neuronal networks is crucial to understanding how neuronal

systems work and, hopefully, in time also to contributing to our knowledge of the

nervous system through the enhancement of the analysis power for in vivo and in

vitro experiments, such as screening of pharmacological assays, or the development

of stem cell-based neuronal networks. With this work, we particularly contribute to

solving the research questions associated with the spiking behavior of neuronal net-

works, the information content of neuronal bursts, and functional neuronal network

connectivity.

Based on the results presented in this thesis, the following can be concluded:

� The problems associated with using predefined fixed burst thresholds can be

eliminated using the proposed adaptive burst detection algorithm (Publica-

tion I). The method increases the analysis power when working with neuronal

networks with highly varying AP dynamics. In addition, the amount of burst-

exhibiting data available for subsequent analyses can be increased by using

the proposed method.

� The joint analysis of EAP waveforms and detected bursts provides us novel

information, i.e., the spike type compositions of bursts. In Publication III,

it was shown that such information was not obtainable by analyzing spike
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waveform types or different burst parameters. The obtained information can

be especially utilized to track changes in the network behavior.

� The entropy-based measures, SE and SmpE, can be used to quantify or clas-

sify bursts. Self-similarity and spectral uniformity reveal differently behaving

bursts; however, their efficiency depends on the data as demonstrated in Pub-

lication II.

� We showed that synchronization in a neuronal network can be assessed by

calculating the correlations of time variant SE signals. By using CorSE, we

can overcome the shortcomings of event-based synchronicity measures caused

by poor event detection. The proposed method can be used for the fast or

even online assessment of the neuronal network development or changes in

the functional connectivity.

In this thesis, we proposed methods and metrics to enhance the currently ob-

tainable information from microelectrode array measurements. We justified the

methods with different types of in vivo and in vitro neuronal networks. In con-

clusion, we showed our original hypothesis that MEA measurements contain infor-

mation in excess to that analyzable with current methods to be true. Accordingly,

the proposed methods and metrics would improve the analysis efficiency and open

up new perspectives in the studies that use microelectrode array recordings. On

the other hand, in addition to the works presented in this thesis, we believe that

there is still much work to be done in order to extract all the information that the

MEA measurements potentially carry.
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In this paper we propose a firing statistics based neuronal network burst detection
algorithm for neuronal networks exhibiting highly variable action potential dynamics.
Electrical activity of neuronal networks is generally analyzed by the occurrences of spikes
and bursts both in time and space. Commonly accepted analysis tools employ burst
detection algorithms based on predefined criteria. However, maturing neuronal networks,
such as those originating from human embryonic stem cells (hESCs), exhibit highly variable
network structure and time-varying dynamics. To explore the developing burst/spike
activities of such networks, we propose a burst detection algorithm which utilizes the firing
statistics based on interspike interval (ISI) histograms. Moreover, the algorithm calculates
ISI thresholds for burst spikes as well as for pre-burst spikes and burst tails by evaluating
the cumulative moving average (CMA) and skewness of the ISI histogram. Because of
the adaptive nature of the proposed algorithm, its analysis power is not limited by the
type of neuronal cell network at hand. We demonstrate the functionality of our algorithm
with two different types of microelectrode array (MEA) data recorded from spontaneously
active hESC-derived neuronal cell networks. The same data was also analyzed by two
commonly employed burst detection algorithms and the differences in burst detection
results are illustrated. The results demonstrate that our method is both adaptive to the
firing statistics of the network and yields successful burst detection from the data. In
conclusion, the proposed method is a potential tool for analyzing of hESC-derived neuronal
cell networks and thus can be utilized in studies aiming to understand the development
and functioning of human neuronal networks and as an analysis tool for in vitro drug
screening and neurotoxicity assays.

Keywords: spike trains, action potential bursts, burst analysis, hESCs, human embryonic stem cells, developing

neuronal networks, MEA, microelectrode array

INTRODUCTION
In this paper we study methods to assess the bursting behavior
of developing human neuronal networks. Previously, it has been
shown that human embryonic stem cell (hESC)-derived neuronal
cells are functional at single cell level (Carpenter et al., 2001; Erceg
et al., 2008; Lai et al., 2008; Daadi et al., 2009; Bissonnette et al.,
2011; Kim et al., 2011) and can form spontaneously functional
neuronal networks (Heikkilä et al., 2009). Compared to the more
widely studied in vitro neuronal networks, that is, rodent primary
cultures, it seems that networking mechanisms and behavior of
hESC-derived neurons are more variable in their statistics from
individual spikes to bursts (Heikkilä et al., 2009). This calls for
new methods for the assessment of network development and
functioning, since traditional burst detection algorithms are not
in general capable of capturing the bursts and related features of
such networks.

To assess the functioning of neuronal networks in their dif-
ferent developmental stages and to observe their responses to

different drugs, toxins, and chemicals, substrate integrated micro-
electrode arrays (MEAs) provide an in vitro platform to monitor
the firing patterns and the network activity (Gross et al., 1977;
Pine, 1980; Wagenaar et al., 2006; Illes et al., 2007; Heikkilä et al.,
2009; Ylä-Outinen et al., 2010). Neuronal activity is normally
described either by single cell firing called spikes or actual net-
work activity manifested by more or less regular occurring short
episodes of intense firing called bursts (Kandel and Spencer, 1961;
Connors et al., 1982; Gray and McCormick, 1996). In this type of
network activity, neurons are interacting and firing in an orches-
trated manner. It is suggested that bursts reflect and influence the
plasticity mechanisms and could be used for assessment of net-
work activity (Lisman, 1997). It has been shown, for example,
that cultured networks of rat cortical neurons exhibit a signifi-
cant increase in spontaneous bursting during the development of
new synapses and networks (Ichikawa et al., 1993; Maeda et al.,
1995; Kamioka et al., 1996). Thus, analysis of bursting behavior is
a way to assess the developing neuronal network properties.
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Even though bursting is a very fundamental property of the
neuronal networks, the definitions of bursts and burst detection
methods, however, differ between studies. Some define bursts
according to interspike interval (ISI) thresholds and the numbers
of spikes in bursts which are set by visual inspection, such as uti-
lizing a fixed ISI of 100 ms and a minimum number of 10 spikes
in bursts (Chiappalone et al., 2005), or again utilizing a fixed
ISI and a minimum number of spikes in bursts which are cho-
sen according to experimental conditions and differentiate bursts
from other activity based on the slopes in time-spike number
curves (Turnbull et al., 2005). Others utilize calculated average
ISIs of the measurements (Mazzoni et al., 2007), average firing
rates and alternatively a fixed ISI threshold of 100 ms (Wagenaar
et al., 2006), or logarithmic histogram of ISIs to calculate an ISI
threshold for detecting bursts (Selinger et al., 2007; Pasquale et al.,
2010). These methods, except that by Turnbull et al. (2005), are
focused on analyzing the activity of neurons extracted from rat
central nervous system such as rat cortical neurons (Chiappalone
et al., 2005; Wagenaar et al., 2006; Pasquale et al., 2010) and rat
hippocampal neurons (Mazzoni et al., 2007). Thus, they may
be tuned to the type of the analyzed network. In the develop-
ing networks, the spiking and bursting may behave differently
as the network is formed by active neuronal movement, process
formation, and synaptic modulation. In fact, beside the frequent
occurrence of “primitive” bursts which are formed by a few spikes,
we also observed bursts with tens of spikes and bursts lasting
from milliseconds to seconds while studying maturing hESC-
derived neuronal networks (Heikkilä et al., 2009). The earlier
mentioned most widely applied burst detection and burst anal-
ysis methods, however, ignore the primitive and unstable spike
train and burst activity of hESC-derived neuronal networks. The
spike trains or bursts of such networks are in this paper defined to
be “unstable” if their statistics such as the number of spikes form-
ing bursts, ISIs inside and between bursts, burst durations, etc.,
highly vary.

In addition to the need for an applicable burst detection
method for developing neuronal networks, it is necessary to
obtain characterization measures for the practical analysis of the
responses of the networks to different treatments, drugs, toxins,
or chemicals. Several parameters such as overall spiking activity,
burst frequency, and duration can be used in activity characteriza-
tion (Bal-Price et al., 2010; Äänismaa et al., 2011; Defranchi et al.,
2011; Hogberg et al., 2011). These parameters can be obtained
from large data pools by an analysis tool which has no bias for a
certain type of analyzed networks, such as fixed burst parameters,
e.g., ISI or the number of spikes in bursts. Thus there is a need
for methods that provide these parameters also intrinsically from
developing networks.

Here, we propose a burst detection method without any a
priori fixed burst criteria, and demonstrate its applicability with
maturing hESC-derived neuronal networks. To demonstrate the
need for such methods we illustrate the dynamic nature of
hESC-derived neuronal networks during maturation by spike
activity maps for different measurement days. Thereafter, we
shortly review the existing burst detection methods and com-
pare their performances in the analysis of hESC-derived neu-
ronal network recordings. We compare the applicability of the

methods, and finally discuss potential uses of the hereby pro-
posed method in assessing the characteristics of various neuronal
networks.

MATERIALS AND METHODS
CELL CULTURES
hESCs [cell line Regea 08/023, passages 36 (used in dataset-I),
42 (used in datasets-II and -III), 44 (used in dataset-IV), and
60 (used in dataset-V)] were differentiated into neuronal cells
using the previously published method (Sundberg et al., 2009;
Lappalainen et al., 2010) and plated on MEAs as described in
Heikkilä et al. (2009). Briefly, 10–15 small aggregates dissected
from neurospheres (50,000–150,000 cells in total) were plated
on MEA dishes coated with polyethyleneimine (0.05% solu-
tion, Sigma-Aldrich, St. Louis, MO, USA) and subsequently with
human laminin (20 μg/ml, Sigma-Aldrich). Medium containing
basic fibroblast growth factor (4 ng/ml, FGF, Sigma-Aldrich) and
brain-derived growth factor (5 ng/ml, BNDF, Gibco Invitrogen,
Carlsbad, CA, USA or Peprotech, Rocky Hill, NJ, USA) was
replaced three times a week. The cell seeding area in the MEA
was either the normal, that is, 20 mm in diameter or the area was
restricted to Ø 4 mm to reduce the amount of cells needed and to
guide the cells to grow on top of the electrode area.

All the MEAs with cells were kept in an incubator (+37◦C, 5%
CO2, 95% air) prior to and between recordings. All recordings
were made using MEAs and equipment’s purchased from Multi
Channel Systems MCS GmbH (MCS, Reutlingen, Germany).
hESC experiments were performed in the Institute of Biomedical
Technology (University of Tampere, Tampere, Finland) that has
the approval from the Ethics Committee of the Pirkanmaa
Hospital District to culture the hESC lines.

ELECTROPHYSIOLOGICAL RECORDINGS
Electrical activities were recorded using MEAs with square
arrays of 59 substrate-embedded titanium nitride microelec-
trodes (30 μm in diameter, 200 μm inter-electrode distance,
model: 200/30iR-Ti-gr, MCS) and internal embedded reference
electrodes. Signals were sampled at 20 kHz, and stored to a
standard PC using the MC_Rack software (MCS). The culture
temperature was maintained at +37◦C using a TC02 tempera-
ture controller (MCS) during the measurements. Recordings were
visually inspected for artifacts and the measurements or channels
likely to contain artifacts were excluded from the further analysis.
In this paper, for demonstrating the proposed analysis methods,
we opted for the analysis of artifact free data only. Spike detec-
tion was carried out online by setting an amplitude threshold at
six times the standard deviation of the signal noise level and the
spike time stamps and spike waveform cutouts were stored in the
MC Rack software.

For method validation, we utilized five different data sets
(Ds-I, Ds-II, Ds-III, Ds-IV, Ds-V) that altogether contained mea-
sured data from 27 MEAs (each containing 59 electrodes referred
to hereafter as channels or ch). Each MEA was measured alto-
gether three times (mes1, mes2, and mes3) and each measure-
ment lasted approximately 300 s. The first measurement day was
chosen according to the criteria that at least 10% of the channels
in a MEA were active and in active channels at least 100 spikes
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were found during the recording period. The first measurement
day (mes1) varied between 6 and 22 days of culturing in MEA.
Thereafter, the developing networks were measured at 4–7 days
after the first measurement (mes2), and the third measurement
day (mes3) was 2–4 days after the second measurement day
(Table 1).

SPIKE ACTIVITY COLORMAPS
To observe how dynamic the firing was during the maturation
process of hESC-derived neurons, a spike activity map (col-
ormap) of all 59 channels for different measurement days were
formed. In our colormaps, MEA channels are represented as an
8 × 8 matrix and the layout of the MEA matches the colormap
matrix elements spatially. Since a MEA has 60 channels (includ-
ing the reference channel), the corner elements of the colormap
matrix have no values. Thus, the color shown in the corners of
the subfigures of Figure 1 is set based on values interpolated from
the neighboring channels.

At first, spikes were counted separately for the different mea-
surement days, yielding the total spike counts of each measure-
ment for every MEA channel. Secondly, the logarithms of these
spike counts were calculated to be able to show a wide range
of values in the same colormap, and the values were mapped to
color, the colors were interpolated between the channels, and the
colormaps were contoured.

ISI AND ISI HISTOGRAM BASED BURST DEFINITIONS
Time intervals between consecutive spikes, i.e., ISIs are very com-
monly used in the analysis of neuronal recordings. ISI has also
been used as one of criteria to detect the burst activity in some
reported algorithms (Chiappalone et al., 2005; Wagenaar et al.,
2006; Mazzoni et al., 2007). In these algorithms, an ISI thresh-
old is selected or calculated and a fixed number of consecutive
spikes (three, four, or ten, depending on the algorithm) with
ISIs less than the selected threshold are considered burst spikes.
On the other hand, an ISI histogram can be easily formed after
spike detection by counting the spikes and time binning ISIs. It
can be calculated for, e.g., each channel, recording, measurement
day or complete dataset. Although ISI histograms are capable of
representing some characteristics of the firing activities, it is usu-
ally not rewarding to analyze them alone. Gradual decay in the
ISI histogram, forming a tail after the peak of the ISI histogram
and fluctuations of local extrema (local minima and maxima)
are common observations in ISI histograms. The analysis of such
histogram behavior is a promising method for network analysis,
although some aspects of network characteristics are not easily
observable in raw ISI histograms.

LOGARITHMIC INTERSPIKE INTERVAL HISTOGRAM (logISIH)
ALGORITHM
One of the alternative solutions for analyzing ISI histograms
is plotting the logarithmic ISI instead of plain ISI, which was
proposed previously by Selinger et al. (2007) and employed in
rat cortical cell measurement analysis by Pasquale et al. (2010).
The method is based on plotting ISI histograms using logarith-
mic instead of linear scale. In the algorithm, ISI threshold is
selected at the point where intra-burst ISI is most clearly sepa-
rated from inter-burst ISI. Clear separation is indicated by the
distinct principal and secondary peaks formed in the logarith-
mic histogram representing intra and inter-burst ISIs, respectively
(see Figure 7A). Parameter “void,” which is described in detail
by Selinger et al. (2007), is calculated to assess this separation.
In logISIH algorithm, if the ISI threshold is lower than 100 ms,
bursts are detected only according to this threshold; otherwise a
fixed ISI threshold of 100 ms is employed in finding burst cores
and the calculated threshold is employed to detect burst bound-
ary spikes. Complete detected bursts are formed by combining
the detected burst cores with the boundary spikes adjacent to each
burst core. The algorithm has strict rules such as the occurrence
of the first peak (principal peak) in the ISI histogram, which
represents intra-burst ISIs, within a defined time window (here
100 ms). Recordings should have at least one peak at an ISI less
than 100 ms in their logarithmic ISI histograms. In the case where
the logarithmic histograms of the recordings have no good sep-
aration between inter-burst and intra-burst ISIs or there is no
principal peak before 100 ms, another strict burst definition is
employed, such as requiring 10 spikes in a row which have ISIs
less than 100 ms, as in the study by Chiappalone et al. (2005). As a
result, this algorithm was not very suitable for the analysis of our
data as bursts with 10 or more spikes are hardly available. To make
the algorithm more comparable to our algorithm and applicable
to our data, we modified the algorithm to consider three spikes in
a row instead of 10.

CUMULATIVE MOVING AVERAGE METHOD FOR DETECTING BURSTS
For analyzing the recordings for which no clear separation can be
observed between the inter- and intra-burst ISIs, like the majority
of the recordings obtained from maturing hESCs (see Figure 8A),
we propose an adaptive method based on the cumulative moving
average (CMA) of the ISI histogram. As an alternative for ana-
lyzing the raw ISI histogram, CMA of the ISI histogram allows
us to observe the cumulative average spike count up to a partic-
ular ISI. Generally, CMA of a data series smoothens short term
fluctuations and highlights long term trends. In our particular
case, CMA of the ISI histogram provides us the general change

Table 1 | The measurement days and the number of included MEAs for different data sets.

Ds-I (7 MEAs) Ds-II (6 MEAs) Ds-III (7 MEAs) Ds-IV (6 MEAs) Ds-V (6 MEAs)

mes1 (days after plating) 20 7 22 6 10

mes2 (days after plating) 25 11 27 12 17

mes3 (days after plating) 28* 15 29 15 20

∗Analysis based on six MEAs instead of seven.
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FIGURE 1 | Colormaps of the spike activities. Spikes were counted from all
three measurements time points (mes1, mes2, mes3) from the individual
MEAs from three different data sets (A) Ds-V, (B) Ds-IV, and (C) Ds-III.

Logarithmic values of the counts are mapped to colors to better facilitate
observations, dark blue representing silent channels (0 spikes) and dark red
the most active ones (1000 spikes).

in the trend of the ISI histogram, and allows us to define an
ISI value which we can use as a threshold to define the bursts
in a particular recording. Thus, without considering any local
changes we can identify the ISIs at which critical changes occur,
i.e., the ISI at which the average spike count starts decreasing. The
proposed algorithm has no strictly fixed parameters that would
render any particular types of neuronal network behaviors not
analyzable. Thus, every recording is evaluated based on its inner
dynamics and bursts are detected for further network analyzes
and characterization.

The proposed CMA algorithm was implemented in Matlab
environment for post recording analysis and consists of the steps
described in the following three subchapters.

Calculating ISI threshold for burst like patterns
Let yi, i = 1, . . . , N, with N the total number of ISI bins, be the
spike count in the ith ISI bin. The value of the cumulative sum of
the histogram CHI at the Ith, I ≤ N, ISI bin is defined as

CHI =
I∑

i = 1

yi (1)

The corresponding CMA is given by

CMAI = 1

I

I∑
i = 1

yi (2)

whose maximum, CMAm, is reached at the mth ISI bin, and

m = arg max
k = 1,...,N

(
1

k

k∑
i = 1

yi

)
(3)

This point represents the maximum that the average spike
count reaches. ISI threshold for defining a burst might, for
example, be selected at this maximum point after which CMA
begins to decrease. However, adding a tolerance to this maxi-
mum, i.e., selecting the actual ISI threshold as α · CMAm, where
0 < α < 1, strengthens the burst detection. Here, α is selected
according to the ISI behavior of the ISI histogram. Generally,
the ISI histogram of a burst containing recording and its CMA
curve exhibit a peak at lower ISI values and a tail at higher
ISI values. Intra-burst ISIs are expected to be in the neighbor-
hood of the peak because of the fact that intra-burst ISIs are
shorter than the ISIs of individual spikes which don’t belong to
a burst. If they exist, individual spikes are located in the tail
of the histogram, whereas burst tails or pre-burst spikes (burst
related spikes) are located in the histogram between ISIs of intra-
burst spikes and ISIs of individual spikes. For a simple bursting
model, in which ISI values do not widely vary, ISI values will
form an almost symmetrical distribution with a short tail, i.e.,
the skewness of the distribution is approximately zero, and most
of the burst spikes are expected to be located in the vicinity of
CMAm (c.f., Figure 2A). Thus, we can define two parameters: α1

which can be set close to one, and for the burst related spikes
α2 < α1. However, for most of the burst models ISI histograms
lean to the right with a tail, i.e., they are positively skewed. In
these cases, ISI values have large variance, and also the tail of
the ISI histogram contains intra-burst ISIs (c.f., Figures 2B,C).
Longer the tail, more skewed the histogram, and the smaller α

can be set not to miss the intra-burst ISIs in the tail. Denoting
the ISI at CMAm (3) by xm, the ISI threshold xt , xt > xm, for
burst detection is found at the mid time point of the ISI bin for
which the value of the CMA curve is the closest to α · CMAm.
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FIGURE 2 | Simulation of different bursting models and their ISI

histograms with the corresponding calculated CMA curves and

skewness values. (A) A simple model whose ISI values don’t widely
vary. ISI distribution is almost symmetrical with a short tail and an
approximate skewness value of 0.2. On the left hand side, the ISI histogram
is shown with gray bars and the corresponding CMA curve is shown with
black line. On the right hand side, the bursts detected using an α value which

corresponds to the skewness value are labeled by black lines. Black circles
denote the burst spikes whereas red crosses represent the burst related
spikes [similarly for (B) and (C)]. (B) A bursting model with a wider tail in its
ISI histogram with an approximate skewness value of 1.2. (C) A bursting
model with a wider ISI distribution than in the previous models.
Consequently, its histogram has a longer tail and a relatively higher skewness
value of approximately 3.

FIGURE 3 | Selecting thresholds for burst ISIs by using CMA curve.

(A) The ISI histogram (gray bars), cumulative histogram (dash-dotted), and the
corresponding CMA curve (solid). Vertical axis is logarithmic. (B) Maximum
value of CMA curve, CMAm, is reached at the ISI xm and the ISI threshold

xt for bursting was found at the ISI corresponding to the CMA value closest
to α · CMAm. The ISI threshold for burst detection is marked with red
dash-dotted vertical line. Vertical axis is linear and thus the cumulative
histogram is not shown.

In Figure 3, CMA of the ISI histogram and the calculation of
the threshold are illustrated. After calculating the threshold, burst
detection is employed, here with the requirement of at least
three spikes in a row (triplet) with ISIs below the calculated ISI
threshold. We consider that extracellular burst means more event

than one, as also noted by Lisman (1997) and Izhikevich et al.
(2003), thus we concentrated on triplets to be sure for this study.
However, also two spikes in a row (duplet) instead of a triplet
can be accommodated in the algorithm’s if the user prefers this
option.
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Calculating ISI threshold for burst related spikes
The term burst related spikes is used here for defining the burst
tails or pre-burst spikes which are located in the neighborhood of
bursts and are an essential part of the bursting behavior. In a pre-
vious study, changes in the firing activity before and after bursts
were observed and analyzed (Wang and Hatton, 2005). Burst tails
have also been studied and utilized in classifying bursting behav-
iors (Wagenaar et al., 2006). It is common to observe the burst
related spikes in our recordings as well. To calculate ISI thresh-
old for the burst related spikes with α2, the first step of the CMA
algorithm is repeated. After detecting the potential burst related
spikes, the ones which are not following or followed by a burst are
omitted.

To automatically select α values, we can form a scale of α val-
ues with the corresponding skewness values. This relationship is
depicted in Figure 4 with α1 values used for detecting burst spikes
and α2 values used for detecting burst related spikes. The scale was
formed by experimenting with the relation of α and skewness for
our recordings.

Extending bursts with the burst related spikes and merging close
bursts
The burst related spikes are included in their neighboring bursts in
this step. Also, the bursts which are closer to each other than the
threshold calculated in the second step are merged together. This
step also corrects erroneous burst spike detections and misses
caused by ISI variance inside bursts and is especially advanta-
geous for the analysis of maturing networks, which frequently
have high ISI variance and consist of both bursts and individ-
ual spikes. Figure 5 demonstrates data with high intra-burst ISI
variability. Black circles are detected burst spikes whereas red
crosses are the detected burst related spikes after the first step
of CMA algorithm, whereas black lines indicate bursts after the
extending and merging process. In Figure 5, the burst around
the 50th second has an intra-burst ISI variability of approxi-
mately 600 ms and the burst related spikes are detected during
the burst. Extending bursts to the burst related spikes and merg-
ing close bursts, we get the satisfactorily detected burst marked
with black line instead of the erroneously detected two separate
bursts.

ANALYSIS OF THE DETECTED BURSTS
After detecting the bursts by CMA algorithm, all the bursts from
five data sets were pooled according to their measurement days.
Additionally, we pooled the bursts according cell seeding area
size on the MEAs. For analyzing the bursts, we calculated three
parameters from the detected bursts for each channel: average
burst duration (ABD), total number of bursts detected (TNB),
and average number of spikes per burst (ASpB). The relations of
these parameters were plotted for different measurement days to
analyze the changes during the development.

RESULTS
A colormap which shows the spike activities is a useful tool for
viewing the channel dynamics of hESC-derived neurons during
the maturation process. The activity colormaps for the three mea-
surement days (mes1, mes2, and mes3) of three MEAs (N732,
N752, and N878) from three data sets (Ds-III, Ds-IV, and Ds-V)
are presented in Figure 1. The dynamics of the networks can be
observed from the fading and rising of the firing activities in time.

Before proceeding to compare the burst detection results using
the previously published methods (Chiappalone et al., 2005;
Pasquale et al., 2010) and our method, we investigated if it was
appropriate to set one fixed threshold to define intra-burst ISIs for
the burst detection algorithms. Since the principal peak in a loga-
rithmic histogram represents mostly the intra-burst ISI values as
mentioned earlier, the principal peak ISI values of our recordings
were calculated to observe the feasibility of using a fixed threshold
as in previously published algorithms.

In Figure 6 are shown the logarithmic ISI histograms of the
selected active channels whose principal peaks of the logarith-
mic histograms include at least 30 spikes to make the three
different common types of logarithmic ISI histogram trends
found in hESC-derived neuronal recordings clearly observable.
Histograms with two well separated peaks, with only one peak
and no local extrema, and with local extrema which cannot be
separated well enough are typical in our recordings. Figure 6A
demonstrates that both the principal ISI values and the histogram
shape may be greatly varying. To further show the variability of
the ISI value of the peak, logarithmic ISI histograms for all of the
channels from every recording were calculated and the locations

FIGURE 4 | Scale of α values and the corresponding ISI distribution

skewness values. The scale is formed by experimenting with the relation of
α and skewness values for our recordings. α1 values were set for burst spikes

as 1, 0.7, 0.5, and 0.3 for the skewness values less than 1, 4, 9, and more
than 9, respectively. α2 values were set for burst related spikes as 0.5, 0.3,
and 0.1 for the skewness values less than 4, 9, and more than 9, respectively.
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FIGURE 5 | Bursting data with high intra-burst ISI variability. Black circles are the detected burst spikes whereas red crosses are the detected burst related
spikes after the first step of CMA algorithm. Black lines indicate the bursts after the extending and merging process.

FIGURE 6 | The logarithmic ISI histograms and their principal peak

locations for the data selected to illustrate the different commonly

encountered cases. (A) Histograms with two well separated peaks (blue
dashed-dotted and green dashed lines), with only one peak and no local

extrema (black dotted line), and with local extrema which cannot be
separated well enough (purple solid line), are typical for ISIs of hESC-derived
neuronal recordings. (B) Principal peak locations of selected channels vary
from approximately 30–2000 ms.

of the principal peaks consisting of the minimum of 30 spikes are
shown in Figure 6B. The peak locations have an approximate ISI
range from 30 to 2000 ms.

Figure 7A demonstrates the logarithmic ISI histogram of the
data from one channel of a MEA (MEA N728, Ds-II, mes2) which
exhibits clearly separated bursts shown in Figure 7B. In the case
shown in Figure 7, it can be seen that the principal peak (red cir-
cle) and the secondary peak (red cross) are well separated and the
ISI threshold for the burst boundary spikes is calculated at 1259 ms

(blue dashed line). On the other hand, the location of the princi-
pal peak is almost at the proposed threshold for the burst cores
at 100 ms. Accordingly, we experimented with the ISI thresholds
for the burst cores at 100, 200, and also at 1000 ms, which seems
more rational when observing the Figure 7A. The burst detec-
tion results labeled with “1” in Figure 7B represent the results by
the logISIH algorithm with the threshold ISI of 100 ms as also
previously shown (Pasquale et al., 2010). The results obtained by
changing the threshold to 200 ms for the principal peak locations
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FIGURE 7 | The logarithmic ISI histogram of a channel with well

separated inter- and intra-burst ISIs. (A) Logarithmic histogram (black solid
line) has two different peaks where red circle shows the principal peak and
the red cross shows the secondary peak. Threshold for the burst boundary

spikes is calculated to occur at 1259 ms (blue dashed line). (B) Burst
detection results of logISIH method by employing the burst core and principal
peak thresholds at 100, 200, and 1000 ms are labeled as 1, 2, and 3
respectively. The result of the CMA algorithm is labeled as 4.

FIGURE 8 | The logarithmic ISI histogram of a channel with poorly

separated inter- and intra-burst ISIs. (A) Logarithmic histogram (black solid
line) has no well-definable principal or secondary peaks. (B) Burst detection
results obtained with pre-defined thresholds. The results obtained by

employing a threshold for intra-burst spikes of 100 ms with at least 10 spikes
in a burst, 100 ms with at least three spikes, and 200 ms with at least three
spikes, are labeled as 1, 2, and 3, respectively. The result of the CMA
algorithm is labeled as 4.

and for the burst cores are shown labeled “2.” The results obtained
by changing ISI threshold for the burst cores from 100 to 1000 ms
and also changing the threshold for the principal peak locations
to 1000 ms are shown labeled “3.” The results given by our CMA
algorithm are shown labeled “4” in Figure 7B. Skewness of the ISI
distribution was in this case found to be 4.7, which corresponds
to α1 = 0.5 and α2 = 0.3.

Figure 8A shows an example of logarithmic ISI histogram of a
recording in which the bursts are not clearly separable. As can be
seen, results cannot be obtained by logISIH algorithm since the
required criterion for the separation cannot be satisfied. Instead,
we used fixed ISI threshold values and fixed number of burst
spikes as the criteria to compare the methods. In Figure 8B, 50 s of
the recording and the results are shown to better observe the burst
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detection results. The results labeled from “1” to “3” in Figure 8B
represent the algorithm with 100 ms intra-burst ISI threshold and
the minimum of 10 spikes for detecting bursts (Chiappalone et al.,
2005) and its modified versions alike in Figure 7. The algorithm
with the criteria of 100 ms intra-burst ISI threshold and the min-
imum three of spikes in a burst is labeled with “2,” whereas the
algorithm with 200 ms intra-burst ISI threshold with the min-
imum of three spikes is labeled with “3.” The result of CMA
algorithm for this recording is labeled with “4.” In this case skew-
ness of the ISI distribution is found to be 2.7, which corresponds
to α1 = 0.7 and α2 = 0.5.

Further results obtained with logISIH algorithm by chang-
ing its parameters for testing its applicability for analyzing our
recordings are shown in Figure 9. For this case, the time win-
dow for principal peaks and ISI threshold for burst cores was
set at 200 ms, which is different from that proposed by Pasquale
et al. (2010). As seen in Figure 9A, logISIH algorithm with the
fixed ISI threshold of 200 ms does not detect more than one
burst in this data. This is because the principal peak of the log-
arithmic histogram for this data is beyond the ISI of 200 ms. In
comparison, our method succeeds in finding bursts in this data
(Figure 9A). In Figure 9B is shown a case in which some of the
bursts correctly found by our method are missed by the logISIH
algorithm, whereas in case shown in Figure 9C, the burst detec-
tion results between the algorithms are different. For the cases
shown in Figures 9A,B, the algorithm proposed in this paper is

clearly advantageous over the logISIH algorithm. For the case
shown in Figure 9C, the selection of the preferable algorithm
depends on the desired subsequent analysis.

We analyzed the usability of the CMA algorithm further
with recordings from differently behaving hESC-derived neu-
ronal networks. Recordings shown in Figures 10A–C have dif-
ferent skewness values of their ISI distributions. As seen from
Figures 10A–C, the longer the tail of the ISI histogram, the big-
ger the skewness value, which also indicates higher variance of
the ISI values. Figure 10A presents a recording which has closely
located ISI values and naturally almost symmetrical ISI distri-
bution with skewness of one. Accordingly, burst detection ISI
threshold is set at the peak of CMA curve. On the other hand,
the recordings presented in Figures 10B,C have more positively
skewed ISI distributions with increasing variance of the ISI val-
ues, and accordingly ISI thresholds are calculated with smaller
α values with the result of setting the detection threshold further
away to the right from the peak of the CMA curve.

We also tested the usability of the methods with a larger
amount of data to demonstrate how much of the data is produced
for further burst analysis by different methods without consider-
ing whether the burst detection was true or false. Simply, if a burst
detection algorithm doesn’t detect any bursts in a recording, that
recording is not included in the further analysis and vice versa.
Thus, we applied all the algorithms on a collection of data sets
consisting of MEA channels which potentially exhibited bursts.

FIGURE 9 | Results obtained with logISIH algorithm by changing

the time window for the principal peaks and the ISI thresholds

of the burst cores to 200 ms. Black and red lines are bursts detected
by CMA and LogISIH algorithms, respectively, during approximately 300 s.

(A) logISIH algorithm detected only one burst in this recording.
(B) Some of the bursts which were detected by CMA algorithm are
missed by logISIH algorithm. (C) logISIH algorithm detected different
bursts than CMA algorithm.
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FIGURE 10 | Burst detection results of CMA algorithm for differently

behaving networks. Recordings shown in the right panels have different
skewnesses of their ISI histograms. The ISI histograms (gray bars), CMA
curves (blue lines), and the thresholds for the burst and burst related spikes
(black and red lines, respectively) are shown in the left panels. Skewness
values and the corresponding α values used for calculating these thresholds
are given along with the histograms. Logarithmic scale is used for the
vertical axis since CMA curves and histogram values have very different

scales. (A) Histogram and CMA curve of a recording which has the
calculated ISI histogram skewness of 1 (left panel). Detected bursts
during 25 s of the recording (right panel). (B) Histogram and CMA curve of a
recording which has the calculated ISI histogram skewness of 6.8 (left panel).
Detected bursts during 90 s of the recording (right panel). (C) Histogram
and CMA curve of a recording which has the calculated ISI histogram
skewness of 9.2 (left panel). Detected bursts in the entire recording of 300 s
(right panel).

Table 2 | The number of burst containing channels which are found by different methods.

Ds-I Ds-II Ds-III Ds-IV Ds-V

Number of recordings with over 12/18 47/93 76/117 14/27 41/86

50 spikes/Total number of recordings

Number of burst

containing

channels found by

different burst

detection

algorithms and

criteria

CMA algorithm 7 (39%) 57 (61%) 78 (67%) 13 (48%) 46 (53%)
logISIH (100 ms threshold)∗ 6 (33%) 13 (14%) 49 (42%) 10 (37%) 16 (19%)

Ten spikes with ISI < 100 ms∗ 1 (6%) 0 (0%) 9 (8%) 1 (4%) 1 (1%)

Five spikes with ISI < 100 ms∗∗ 3 (17%) 6 (6%) 28 (24%) 2 (7%) 5 (6%)

Three spikes with ISI < 100 ms∗∗ 8 (44%) 18 (19%) 55 (47%) 10 (37%) 18 (21%)

Three spikes with ISI < 200 ms∗∗ 12 (67%) 32 (34%) 64 (55%) 13 (48%) 27 (31%)

logISIH (200 ms threshold)∗∗ 12 (67%) 28 (30%) 57 (49%) 12 (44%) 24 (28%)

∗Previously proposed burst detection method.
∗∗Methods modified from previously proposed burst detection methods by changing burst criteria parameters to further investigate the usability of these methods

for analysis of hESC-derived neuronal cell recordings.

Data from channels from all measurement days and all data sets
which exhibit over 50 spikes at least in one of the measurements
of approximately 300 s were chosen for a test. For example, if a
channel exhibits over 50 spikes in the second measurement day,
then the same channel data from the first and third measurement
days are also chosen for the test without considering how many
spikes they contain. In Table 2 are given the numbers of channels

in which the burst were detected. Percentage values represent the
ratio of detected bursts containing channels to total number of
recordings tested.

In addition to success of the algorithm demonstrated in
Figures 7 and 8, Table 2 points out that we can increase the
number of channels to be further analyzed by employing our
CMA algorithm, which means extracting more burst or burst-like
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FIGURE 11 | Changes in the network behavior of maturing hESC-derived

neuronal cells. Results from five experiments are pooled according to the
measurement days (mes1, mes2, mes3). The channels are analyzed by the
means of three different derived parameters: average burst duration (ABD),

total number of bursts detected (TNB), and average number of spikes per
bursts (ASpB). In the leftmost and middle panels the vertical axis ranges are
limited to better observe the data, whereas in the rightmost panels all data is
shown.

data for the subsequent analysis. As seen from Table 2, CMA algo-
rithm works well in comparisons with the other tested algorithms
and their variants. In Table 2, the methods with three spikes with
ISI < 200 ms and logISIH with 200 ms threshold did not yield
satisfactory results. Figure 9 shows an example of this compar-
ison for three different channels, comparing logISIH algorithm
with modified burst detection criteria of intra-burst ISI thresh-
old of 200 ms with at least three spikes in a burst and our CMA
algorithm. The results demonstrate that even though logISIH
algorithm with modified parameters detects bursts (c.f., Table 2),
this does not necessarily mean that the burst detection is satis-
factory for further analysis since some burst event may be missed
(Figures 9A,B) or differently detected (Figure 9C).

The CMA algorithm can be used to assess the developing net-
work with regard to different types of MEAs and cultures as well.
To demonstrate this, we pooled all the spontaneous recordings
from five data sets according to the measurement days and plotted
the relations of the calculated parameters ABD, TNB, and ASpB.
Figure 11 shows the results for all three measurement time points
with each channel represented by one blue circle. The number of
burst containing channels increased after the first measurement
day. The numbers of burst containing channels for mes1, mes2,
and mes3 were 28, 60 and 50, respectively. Despite of the small
dataset available, we were able to observe changes by simply ana-
lyzing the ABD vs. TNB panels for all three measurement days
in Figure 11, where the values for up to ABD of 5 s are demon-
strated for a better view. We can conclude that majority of ABDs
increased for second and third measurement days compared to
first measurement day. The ABD values for mes1, mes2, and mes3
were found to be 7.7, 14, and 10.9 s, respectively. The ASpB val-
ues increased as well, and were 7, 9.4, and 9.3 spikes per bursts
for the three measurement days, respectively. Increase in ASpB

values can be seen from ASpB vs. TNB panels for all three mea-
surement days. The values for up to 50 spikes are shown in the
ASpB vs. TNB panels of Figure 11 for more in detail observations.
Also, the effects of restricted cell growth area on the development
of the network were assessed: the number of bursting channels
increased with the restricted cell growth area. The total num-
ber of burst containing channels was 28 in 10 normal MEAs,
whereas the total number was 63 measured from three MEAs with
restricted cell growth area. ASpB and TNB values for those active
channels increased as well for the MEAs which had restricted cell
growth areas (Figure 12). Average number of bursts per channel
was calculated to be 16.6 and 27.1 bursts for normal MEAs and
MEAs with restricted cell growth areas, respectively, and the aver-
age spikes per burst were calculated to be 11.9 and 23.4 spikes,
respectively. The relations between these three parameters give us
an idea about changes in the bursting behavior during network
development: as expected, increasing number of bursts is seen
during development, as is the increase in the ASpB.

DISCUSSION
As hESC-derived neuronal cells can generate spontaneously func-
tional networks in vitro (Heikkilä et al., 2009), analyzing their
bursting behaviors is essential to understand the development
and functioning of human neuronal networks in vitro, and thus
to strive to analyze the development of connections in these
rather primitive networks with implications to the understand-
ing of brain function. As we show in this paper, hESC-derived
neuronal cells exhibit extremely time varying trends, and chang-
ing spiking trends can be observed as various types of burst-like
patterns that are dynamically changing during the maturation
of the cells and networks. Different burst definitions have been
proposed previously, which mainly use fixed criteria, or as in
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FIGURE 12 | Effect of restricted cell growth area on maturing and

network behavior of maturing hESC-derived neuronal cells. Each blue
circle illustrates one bursting channel. Upper panels present the behavior of
the cells growing in normal MEAs by the means of total numbers of detected

bursts (TNB), average burst durations (ABD), and average number of spikes
per burst (ASpB), whereas lower panels present the behavior of the cells
growing in MEAs with restricted cell areas. The results were obtained from
all three measurement days pooled together.

Wagenaar et al. (2006), employ a detection algorithm based
on channel synchrony. As seen in Figure 1, developing active
hESC-derived networks change their firing trends often. For such
networks, in which the spatial synchronicity is changing rapidly,
taking synchronicity as the primary criterion for bursting may not
always be fruitful. Thus, synchronicity is not in the scope of this
paper but for future studies, taking synchronicity into account
would provide additional outcomes. For example, for the net-
works where bursts have tendencies to fire synchronously, bursts
would be considered as individual events or clusters and neuronal
network maturity can be assessed by analyzing IBIs instead of
bursts itself (Tateno et al., 2002).

Another observation of variable neuronal network behavior
is the irrationality of applying predefined fixed burst definition
parameters. Classical parameters used for the burst detection and
analysis, i.e., the number of spikes in bursts and burst dura-
tions (Harris et al., 2001; Tam, 2002; Kepecs and Lisman, 2004;
Chiappalone et al., 2005), are often neither useful nor prefer-
able for analysis of the developing networks. A previous study
using intracellular recordings demonstrated the presence of sin-
glet and duplet spikes that occur upon burst mediated depolariza-
tion (Weick et al., 2011). However for their study, hESC-derived
neuroepithelial aggregates were added on a slice rather than
grown as an entity. Also the temperature of their experiments
(room temperature, 21–23◦C) may have resulted in different
results as our experiments were carried out in 37◦C. Cooling from
34 to 21◦C has been shown to remove network synchronization in
rat hippocampal slices (Javedan et al., 2002). Furthermore, since
extracellularly detected bursts require synchronization of large
network of neurons, we consider that extracellular burst means

more than one spike (Lisman, 1997; Izhikevich et al., 2003), and
at least duplets or triplets should be evaluated as bursts. Here,
we propose that other detection parameters should not restrict
the burst. This can be realized by extracting the parameters from
statistics of the firing networks. It is possible that some of the
maturing cells that still are incapable of emitting several spikes
are omitted from our bursting criteria. However, multiple record-
ings of the same culture would reveal if such a neuronal assemble
is later detected by the algorithm. Let us also note that cellular
network activity manifested only in local field potentials (Kelly
et al., 2010) could be utilized to improve network burst analy-
sis, but is naturally ignored by our purely action potential based
analysis. Figure 6 demonstrates the problems with the analysis of
developing networks if a priori defining ISI threshold boundaries
as suggested previously (Harris et al., 2001; Kepecs and Lisman,
2004; Chiappalone et al., 2005; Pasquale et al., 2010). It can be
seen that the major concentrations of intra-burst ISIs represented
by the principal peaks appear in a wide range of approximately
from 30 to 2000 ms. We could find a well behaving predetermined
threshold by experimenting with various threshold values, but
this is not very practical and the results would be sporadic. Our
CMA algorithm is based on our motivation to detect burst like
activities according to the assessment of the dynamics of the data
itself. It provides us means to assess the developing networks with
irregular and evolving dynamics.

With CMA algorithm the skewness and skewness based fac-
tor α, can be used in analyzing the network behavior. Skewness
of ISI distributions has been considered, for example, also in con-
junction with the assessment of different neuronal and network
models, e.g., by Hosaka et al. (2006). The relation of α and
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skewness is assessed in this paper by observing the relationship
at a few discrete values of α and skewness. Since only a limited
number of values of the skewness and α were tested, in some
cases, different α values may produce better results than the α’s
employed here. The set of values employed here simplifies the
detection algorithm and more importantly still results in satis-
factory performance of our algorithm. For future studies, α and
skewness may be utilized more extensively to describe network
behaviors. Further, CMA also enables considering burst pre-
spiking and burst tails as part of the analysis while considering
dynamic network behavior and data.

A drawback of the CMA algorithm is that since it is devised
to point out any “noteworthy” burst like events in the recordings,
it may detect bursts erroneously in certain conditions, especially
when applied on rarely spiking data with no bursts or on very
active channels with very frequent nonstop spiking. Such kind
of erroneous detections can be seen in the analysis of outliers
and can be excluded by, e.g., simple cluster analysis, filtering, or
thresholding. In our data, an example of a rare spiking channel
which fires approximately 50 spikes in 300 s was detected as a sin-
gle burst. The plot for this burst is seen as an outlier in Figure 11
in the rightmost panel for the second measurement day. It can be
seen as an extraordinary behavior among the usual bursts which
forms a cluster in lower values in the same panel. If needed,
exclusion of this outlier and focusing only on common burst-
ing behavior for the subsequent analysis is a simple task by using
a threshold of for instance 50 spikes for ASpB and 5 s for ABD
values in this example. In fact, in closer observation, Figure 11
demonstrates the increase in ABD and ASpB values as well as
increase in the number of burst containing channels after the
first measurement day. This is supported by the calculated aver-
age values for these parameters as well. Effect of cell growth area
is shown in Figure 12. Increase in the average number of bursts
per channels and ASpB is evident in Figure 12 and confirmed by
numerical analysis results. It seems that the restricted cell growth
area results in faster network development since the number of
burst containing channels increased as well in comparison with
the control MEAs (Figure 12).

logISIH algorithm is excellent in detecting the bursting behav-
ior especially for very frequent firing networks which have a good
separation of inter-burst ISIs from intra-burst ISIs. Thus, it would
be effective for detecting burst like activities of matured dynamic
hESC-derived neurons. For developing networks the predefined
boundaries limit its usability and, further, the logarithmic ISI

distribution of developing non-matured networks is not usu-
ally analyzable with this method as was the case for our data.
In this paper we have quite freely utilized the concept of burst-
ing behavior and enabled our parameters to go well above the
commonly applied thresholds (Harris et al., 2001; Kepecs and
Lisman, 2004; Chiappalone et al., 2005). As developing hESC-
derived neuronal cell networks have not been available earlier,
we feel that we should more openly think about the dynam-
ics of the developing networks and at least study the concept
of bursting more freely than before. Especially the logISIH and
CMA algorithms provide ways to do so. Also, recurrence quan-
tification analysis, which was proposed by Novellino and Zaldivar
(2010) for analyzing and screening the changes in the neuronal
activity especially for networks having slow dynamics, could
be promising for hESC-derived neurons since slow dynamics
in electrophysiological recordings can be observed in the early
days of network development (Heikkilä et al., 2009) and the
dynamics are demonstrated, e.g., by spiking/bursting frequency,
inter-burst intervals, number of spikes per bursts. Additionally, a
novel spike detection algorithm, e.g., by Maccione et al. (2009),
could be combined with our method to yield enhanced analy-
sis instead of the basic spike detection algorithm we used in this
study.

In this paper, we were particularly motivated by the behav-
ior and the problematic analysis of functional neural networks
of hESC-derived neuronal cells and proposed a new burst detec-
tion and analysis method capable of the analysis of data measured
from such networks. Our method provides enhanced analysis
power to understand the development and functioning of neu-
ronal networks, thus hopefully in time also contributing to our
knowledge of the brain and towards the development of safe and
functional neuronal stem cell based cures. Moreover, the pro-
posed analysis method could be employed in developing new
in vitro tests for drug screening and neurotoxicity assays.
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Abstract— In this paper, we propose employing entropy
values to quantify action potential bursts in electrophysiological
measurements from the brain and neuronal cultures.
Conventionally in the electrophysiological signal analysis,
bursts are quantified by means of conventional measures such
as their durations, and number of spikes in bursts. Here our
main  aim  is  to  device  metrics  for  burst  quantification  to
provide for enhanced burst characterization. Entropy is a
widely employed measure to quantify regularity/complexity of
time series. Specifically, we investigate the applicability and
differences of spectral entropy and sample entropy in the
quantification of bursts in in vivo rat hippocampal
measurements and in in vitro dissociated rat cortical cell
culture measurement done with microelectrode arrays. For the
task, an automatized and adaptive burst detection method is
also utilized. Whereas the employed metrics are known from
other applications, they are rarely employed in the assessment
of burst in electrophysiological field potential measurements.
Our results show that the proposed metrics are potential for
the task at hand.

I. INTRODUCTION

Neuronal activity is generally expressed by action
potentials, i.e., neuronal spikes. In an ensemble of neuronal
cells neurons are interacting and sometimes firing spikes in
an orchestrated manner. These short episodes of intense
firing are called bursts [1,2,3]. It has been known that bursts
reflect and influence the plasticity mechanisms and network
activity [4]. Moreover, it has been shown that network
communication also depends on the nature of the bursts. For
example, according to Izhikevich et al. [5], selective
communication exists depending on interspike frequencies in
the bursts as a presynaptic cell can selectively influence some
postsynaptic targets, but not others. This indicates that bursts
with different firing dynamics have different effects on
neuronal communications.

In the past years, neuronal bursts in vitro or in vivo have
been assessed and classified with respect to several
parameters such as burst duration, interspike amplitude,
interspike interval (ISI), and power spectrum [6,7,8]. Similar
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parameters have been used to emphasize the effects of, for
example, pharmaceutics [9], neurotoxins [10], and gene
expressions [11]. A noteworthy study for classifying EEG
bursts related to applied anesthetic agent was presented by
Lipping et al. [12]. In that study spectral entropy (SE) and
sample entropy (SmE) were employed. Bursts were identified
manually by authors. An earlier study on EEG indicated that
also the lengths of bursts as well as periods of burst
suppression provide clear classification of bursts confirming
to the patient groups [13]. Prior to the analysis, non-biased
and adaptive detection of bursts is crucial for EEG and local
field potential measurements alike. Moreover, analyzing
larger sets of data with high numbers of bursts with greatly
varying dynamics [14], such as those encountered in long-
term measurements of developing neuronal networks, calls
for automatized burst detection algorithms.

In this paper, we propose a method for quantifying
neuronal bursts with calculated entropy values with the start
and end points of the bursts were marked by an automatized
adaptive  burst  detection  algorithm.  We  first  show  how  SE
and  SmE  values  can  be  used  in  quantifying  bursts  with
different dynamics. We demonstrate our method by analyzing
the bursts in in vivo hippocampal recordings from
anesthetized rats and in in vitro dissociated rat cortical cells
on microelectrode arrays (MEAs).

II. EXPERIMENTAL TEST DATA

The in vivo experiments were performed on anaesthetized
rats. Detailed description of the experimental setup has been
described in [15] along with the ethical approval information.
Briefly, anaesthetized rats were place in a stereotaxic
instrument and holes were drilled on the skull above the
target structures. A silicon probe (courtesy of University of
Michigan Center for Neural Communication Technology,
MI, USA) was used with 16 electrodes on one shank and 100
µm distance between the electrodes. Two of the top most
electrodes (channels 15 and 16) of the probe were not used
due to setup design and recording apparatus restrictions. The
probe was lowered into hippocampus and
electrophysiological signals were recorded. Here, we
analyzed three consecutive recordings from one rat to provide
a proof of concept.

The in vitro experiments were performed on dissociated
rat cortical cells which were plated on MEAs. Detailed
description of the experimental setup has been described in
[16] along with the statement of the ethical conduction of the
research. Briefly, cells were taken from prefrontal cortical
tissue of Wistar rats and sowed randomly on a MEA plate
with  60  TiN  electrodes  of  30  μm  in  diameter  and  200  μm
interelectrode distances on an 8x8 rectangular grid with
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corner electrodes missing (Multi Channel Systems,
Reutlingen, Germany) for culturing. Cell density was
approximately 1250 cells/mm2. After four weeks of culturing,
electrophysiological data were recorded. For the proof of
concept, we here analyzed one minute of a recording from
one MEA.

Both the in vivo and in vitro data were collected
previously for other research, e.g. for [15] and [16],
respectively.

III. METHODS

The analysis was conducted in the following three steps:
· Automatized detection using an adaptive burst

detection algorithm.
· Calculating spectral and sample entropies for

detected bursts.
· For the in vivo data, group the entropy values with

respect to the experimental design, and calculate the
medians along with the 1st and 3rd quartiles to obtain
interquartile ranges (IQRs).

· For the in vitro data, calculate the medians of the
entropy values for the detected bursts for each MEA
channel and form color maps for better spatial
assessment of quantified bursts.

A.  Adaptive automatized burst selection
Burst detection algorithm used in this study was devised

previously by Kapucu et al. [14]. Briefly, ISI histograms of
the recordings to be analyzed were formed, and cumulative
moving averages (CMA) of the histograms were calculated as

ூܣܯܥ  = ଵ
ூ
∑ ௜ூݕ
௜ୀଵ , (1) 

where ௜ݕ , ݅ = 1, … ,ܰ is the spike count in the ith ISI bin with
N the total number of ISI bins. The maximum value of
CMA,ܣܯܥ௠ is reached at the mth ISI bin

 ݉ =
arg݉ܽݔ

݉ = 1, … ,ܰ ቀ
ଵ
௠
∑ ௜௠ݕ
௜ୀଵ ቁ. (2) 

Thereafter, two separate thresholds were calculated for burst
spikes and burst related spikes by multiplying ௠ܣܯܥ 	with a
skewness depended factor 0 < ߙ < 1. The ISI threshold	ݔ௧,
௧ݔ > 	 ௠ݔ 	for burst detection was found at the mid time point
of the ISI bin for which the value of the CMA curve was the
closest to ௠. Burst spikes and burst related spikes wereܣܯܥߙ
merged to mark the bursts. In this study we used the same α
values suggested in Kapucu et al. [14].

B. Spectral Entropy based measure
SE is basically the application of Shannon’s entropy

algorithm on power spectrum. Shannon entropy is based on
the summation of probability density function (PDF) values
within a time window, whereas SE is the sum of PDF values
within a frequency range. We employed SE as described by
Viertiö-Oja et al. [17].

Power spectra of the previously detected bursts were
calculated, and the power spectra were normalized with a
constant ௡ in the frequency rangeܥ [ ଵ݂ 	 ଶ݂] where  SE ܵ was
calculated so that the normalized power spectrum ௡ܲ( ௜݂) was
equal to 1.

 ∑ ௡ܲ( ௜݂)
௙మ
௙೔ୀ௙భ

= ௡ܥ ∑ ܲ( ௜݂)
௙మ
௙೔ୀ௙భ

= 1 (3) 

SE SN was calculated from the normalized power
spectrum and normalized with log(ܰ[ ଵ݂ , ଶ݂]) to reside within
0 < ܵே < 1, where ܰ[ ଵ݂, ଶ݂]	is the total number of frequency
components in the frequency range [ ଵ݂	 ଶ݂].

 ܵே = 	 ଵ
୪୭୥(ே[௙భ ,௙మ])

∑ ௡ܲ( ௜݂)
௙మ
௙೔ୀ௙భ

	log( ଵ
௉೙(௙೔)

) (4) 

We calculated spectral entropies in the Nyquist range,
since the effective bandwidths of the studied signals were not
known, especially for the in vitro data.

C. Sample Entropy based measure
The SmE [18] employed was a modified form of the

approximate entropy, which was previously introduced by
Pincus [19]. The main difference between the two entropies
is that SmE does not include self-matching, and according to
a  previous  study,  SmE  is  less  sensitive  to  changes  in  data
length [20].

SmE was calculated for the signal s of length N samples
as follows: (N – m + 1) vectors of length m were formed:
ܺ(݅) = ,(݅)ݏ) ݅)ݏ + 1), … , ݅)ݏ +݉− 1)), where m is the
embedding dimension. Thereafter, the probability that any
other vector is similar to ܺ(݅) was calculated as

(ݎ)௜ܥ  = ୬୳୫ୠୣ୰	୭୤	௝	୵୦ୣ୰ୣ	ௗ(௑(௜),௑(௝))ஸ௥)
௡ି௠ାଵ

, (5) 

where ݀(ܺ(݅),ܺ(݆)) is defined as the maximum absolute
difference between the vectors ܺ(݅) and ܺ(݆), and r is the
filtering level. Average probability was calculated as

 Φ	(ܰ,݉, (ݎ = 	 ଵ
ேି௠

∑ ௜ேି௠ܥ
௜ୀଵ  (6) ,(ݎ)

and the SmE was obtained as

,݉,ܰ)ܧ݉ܵ  (ݎ = 	− ln஍	(ே,௠ାଵ,௥)
஍	(ே,௠,௥) . (7) 

Following the common practice, we set r to 0.2 times the
standard deviation, and the embedding dimension m = 2.

D. Statistical calculation
Calculated values for spectral entropies were listed for

different experiment points: for in vivo data, the SE values of
all  the  bursts  from  14  channels  were  pooled  for  the  three
consecutive experiments, and for the in vitro data, the same
was done for each recording channel.

Next, the median values together with the 25th and 75th

percentiles were calculated for each experimental point and
results were plotted for comparisons.

IV. RESULTS

First, we demonstrate the capabilities of the two
described entropy algorithms on quantifying the
automatically detected neuronal bursts. Fig. 1 shows how
SmE and spectral entropies change in the existence of bursts
for the in vitro MEA  recordings,  and  that  the  bursts  with
different interspike properties, seen in the upper panel,
resulted in different SE and SmE values.

Fig. 2 illustrates the proposed bursts quantification. The
example was calculated from nine separate bursts
automatically detected in a 200 s long MEA recording. The



bursts have different durations and the numbers of spikes, but
not very varying ISIs. Fig. 2 shows the changes in the above
mentioned  burst  values,  as  well  as  how  well  they  are
quantified with entropy measures. As it can be seen from Fig.
2B and C, SmE reflects the changes in burst duration and the
number of spikes in bursts, whereas these do not have
significant effects on SE.

Figure 1. (A) A signal with bursts detected with automatized burst detection
algorithm. Bursts are labeled with black horizontal lines above the signal. (B)
SmE (red) and SE (blue) values (lower panel) calculated for the signal seen
in the upper panel using 0.5 s long 50% overlapped bins. The three purple

boxes in (A) indicate the changes during bursts.

Figure 2. (A) A signal with the bursts detected with the automatized burst
detection algorithm. The detected bursts are labeled with red lines. (B) SmE

(red) and SE (blue) values calculated for the nine bursts see in the upper
panel. Entropy values are normalized between 0 and 1 for a better visual

comparison. (C) Burst durations (BD), number of spikes in bursts (NSiB),
and average ISI (avISI) are shown for the same nine bursts. Horizontal axis

labeling in (B) and (C) identifies the bursts as numbered in (A).

Finally, we demonstrated our method on quantifying the
automatically detected bursts from in vivo and in vitro
experiments. Fig. 3 shows the medians and IQRs of the
entropy values calculated for the bursts in the entire three
measurements from rat hippocampus. Considering the overall
bursting (Fig. 3) in these measurements, both entropy
measures exhibit similar behavior. This could be expected,
since the state of an anesthetized rat does not change by the
means of bursts, and on the other hand, the entropy values
show some variance as indicated by the IQRs in Fig. 3.

The results of spatial characteristic of the complex
measures in vitro data are shown in Fig. 4. Although the SE
and SmE values are different, results from both entropies
indicate that the maximum values are at the electrodes 24 and

87. Also, both entropy based burst quantification results
revealed similar spatial entropy value patterns (Fig. 4). In
Fig. 4, as also in Fig. 2B, the differences between the bursts
were more pronounced based on the SmE values than
indicated by the SE values.

Figure 3. SE (blue) and SmE (red) calculated for the bursts of the in vitro
data. The numbers of the analyzed bursts were 426, 1244 and 1464 for the
measurement 1, 2, and 3, respectively. The whiskers indicate the 1st and 3rd

quartiles.

Figure 4. Colormaps of the medians of the (A) SE and (B) SmE values
calculated for every burst from each channel of a 60-channel MEA. The grid
intersections indicate the locations of the electrodes, except that there were

no electrodes at the corners of the figures.

V. CONCLUSIONS AND DISCUSSION

We showed that entropy measures, specifically SE and
SmE, can be used for quantifying neuronal bursts for in vivo
and in vitro studies, alike seen in the example in Fig. 2.
Working with an automatized adaptive burst detection
algorithm, quantification could be applied on large data sets
to obtain statistically significant results. Here, our aim was to
introduce and demonstrate the SE and SmE based burst
quantification, providing a proof of concept.

We observed that there are differences between the
employed entropy measures. In our particular case, SmE was
more sensitive to the burst duration and the number of spikes
in bursts, and produced more distinct values for the
presumably different kinds of bursts compared to SE. On the
other hand, both entropy measures were good at reflecting the
changes in neuronal recordings during bursts. As entropies
are measures of regularity/complexity of signals, which
information is not provided by the conventional burst
metrics, the information they provide is complimentary to the
conventional burst quantification information. Further studies
are warranted to investigate the actual meaning of the entropy
values from the point of view of the neuronal network
function; the real potential of the SE can be revealed with the
use of appropriate data where there are differences in the
regularity of spectra of the bursts.

(A)

(B)

(A)

(B) (C)

(A) (B)



The spatial analysis of in vitro experiments showed that
channels with high overall SE and SmE values (Fig. 4) had
neighboring channels with higher SE or SmE values than on
the MEA in general. This could have been due to the spatial
neuronal synchrony, possibly indicating functional
connectivity.

Based on SE and SmE, burst classification and further
characterization may be attempted. For future studies, the
proposed methods could also be useful in assessing the
existence of functionally different neuronal networks
manifested by bursts with different entropy values. In
conclusion,  we  find  both  SE  and  SmE  potential  for
quantifying action potential bursts.
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• Spike  and  burst  statistics  give  limited  information  on  changes  in networks.
• Here,  spike  sorting  combined  with  burst  detection.
• Spike  waveform  type  participation  in  bursts  revealed.
• Spike  type  compositions  of bursts  change  under  network  modifications.
• New  kind  of information  obtained  on  the changes  in  bursting  networks.
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a  b  s  t  r  a  c  t

Background:  Neuronal  networks  are  routinely  assessed  based  on extracellular  electrophysiological  micro-
electrode array  (MEA)  measurements  by  spike  sorting,  and  spike and  burst  statistics.  We  propose  to jointly
analyze  sorted  spikes  and  detected  bursts,  and  hypothesize  that  the  obtained  spike  type compositions  of
the bursts  can  provide  new  information  on  the  functional  networks.
New  method:  Spikes  are  detected  and  sorted  to  obtain  spike  types  and  bursts  are  detected.  In  the  proposed
joint  analysis,  each  burst  spike  is associated  with  a spike  type,  and  the  spike  type  compositions  of  the
bursts  are  assessed.
Results: The  proposed  method  was  tested  with  simulations  and  MEA  measurements  of in vitro  human  stem
cell derived  neuronal  networks  under  different  pharmacological  treatments.  The results  show  that  the
treatments  altered  the spike  type  compositions  of the  bursts.  For  example,  6-cyano-7-nitroquinoxaline-
2,3-dione  almost  completely  abolished  two types  of spikes  which  had composed  the  bursts  in the  baseline,
while  bursts  of  spikes  of  two other  types  appeared  more  frequently.  This  phenomenon  was  not  observable
by  spike  sorting  or  burst  analysis  alone,  but  was  revealed  by the  proposed  joint  analysis.
Comparison  with  existing  methods:  The  existing  methods  do not  provide  the  information  obtainable  with
the  proposed  method:  for the  first  time,  the  spike  type compositions  of  bursts  are  analyzed.
Conclusions:  We  showed  that  the  proposed  method  provides  useful  and  novel  information,  including  the
possible  changes  in  the  spike  type  compositions  of the bursts  due to external  factors.  Our  method  can  be
employed  on  any  data  exhibiting  sortable  action  potential  waveforms  and  detectable  bursts.
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1. Introduction

Regardless of decades of research, neuronal networks, and their
development and functioning, are still not fully understood. The
analysis of electrophysiological data is one of the methodologies
for advancing our knowledge. Developing new methods to derive
more information from the available measurement data is highly
desirable. Here, we propose a new joint spike and burst analy-
sis method for analyzing extracellular network electrophysiology
data. We  illustrate the method with simulated signals, and as the
test bench we use human stem cell derived neuronal networks
cultured on microelectrode arrays (MEAs). Such networks have
been shown to develop spontaneous electrical activity and show
histiotypic behavior (Bużańska et al., 2005, 2006; Heikkilä et al.,
2009).

MEAs are commonly employed in the assessment of the electri-
cal activity of neuronal networks both in vitro and in vivo. MEA
recordings carry information on the electrical activity in tissues
and cell cultures at network and cell levels (Gross et al., 1977;
Thomas et al., 1972; Pine, 1980; Egert et al., 1998), e.g., from neu-
rons in the vicinity of the MEA  electrodes. Physically, MEAs record
extracellular field potentials as voltage signals, which can exhibit
contributions from both action potentials and lower frequency
neuronal activity, in addition to noise. Here, we consider that an
action potential is synonymous with a voltage spike over any area
of neuronal cell membrane recorded via a MEA  electrode. In the
recordings, spikes may  occur as individual spikes, or as trains or
bursts manifesting network activity (Kandel and Spencer, 1961;
Connors et al., 1982; Gray and McCormick, 1996).

To use neuronal networks on MEAs as biosensors was proposed
by Gross and Rhoades (1995), who described the effects of sev-
eral pharmacological agents on bursting, and also mentioned the
possibility to measure average spike waveforms. Several studies
have suggested various spike and burst related metrics to quan-
tify neuronal network behavior (Bal-Price et al., 2008; Johnstone
et al., 2010; Defranchi et al., 2011; Hogberg et al., 2011; Novellino
et al., 2011; Alloisio et al., 2015). In previous studies, parameters
such as spike count, the number of bursts, mean spike rate, mean
burst rate, the number of spikes in bursts, burst duration, inter-
burst interval, and the percentage of spikes in bursts have been
commonly used (Johnstone et al., 2010; Novellino et al., 2011;
Uchida et al., 2012). Furthermore, patterns and spatial distributions
of activity are inherent and crucial aspects in network electrophys-
iology (Banerjee and Ellender, 2009; Uhlhaas et al., 2009; Crumiller
et al., 2011).

Burst analysis is necessary in analyzing network activity and
the network effects of different in vitro treatments (Johnstone
et al., 2010). Previously, several different burst detection meth-
ods, mostly based on experimentally pre-defined parameters such
as interspike interval (ISI) and the number of spikes in bursts
(Chiappalone et al., 2005; Turnbull et al., 2005; Wagenaar et al.,
2006; Pasquale et al., 2010), have been proposed, for example, to
study rat cortical or hippocampal neuronal networks. Burst defini-
tions which are more adaptive to the analyzed network have also
been proposed (Pasquale et al., 2010; Kapucu et al., 2012). Such
adaptability is called for in the analysis of maturing networks, such
as human stem cell derived networks (Kapucu et al., 2012).

In spike analysis, spike waveform cut-outs are sorted, and the
waveforms in each resulting class, or cluster, can be averaged to
obtain the representative spike waveform types (Gibson et al.,
2012). Despite its challenges, spike sorting is required for isolating
or identifying single neuronal cell activities in a population firing
in an orchestrated manner (Buzsáki, 2004), and different spike sor-
ting algorithms have been utilized in various studies (Santhanam
et al., 2006; Sun et al., 2010; Truccolo et al., 2011). Most related to
our work, Illes et al. (2014) utilized raster plots of the sorted spikes.

In this paper, a novel joint analysis of sorted spike waveforms
and detected bursts is proposed. The joint analysis provides infor-
mation on the participation of the spike types in bursts for the
particular data at hand. In other words, spike type compositions
of the bursts, and their changes, e.g., in time or due to external
effects, can be assessed using the proposed framework. To our best
knowledge, such a joint analysis has not been proposed previously.

A motivation for the development of the joint analysis has been
an earlier study on the relationship between single spike features
and network bursting in hippocampal pyramidal cells (Harris et al.,
2001), which indicated that conditions that cause high firing rates
do not necessarily produce high bursting in pyramidal cells. More-
over, the relation between firing rate and bursting may  change
differently for bursts with different intraburst ISIs (Harris et al.,
2001). This may  also be the case with our cells, or with any other
neuronal network. If this is the case, increase in the activity of a
spike type would not guarantee a higher probability of its partici-
pation in bursts. Thus, joint analysis would be necessary to assess
the burst participations of different spike types.

The joint analysis is illustrated with simulated data containing
spikes with different waveforms, organized as individual spikes and
bursts, and demonstrated with real MEA  data from in vitro human
neuronal networks undergoing a pharmacological experiment to
alter the networks. We show that the proposed framework yields
information on the networks and on the changes therein, which
is not obtainable by spike and burst analysis nor by spike sorting
alone.

The methods presented in this paper were imple-
mented in Matlab and run in a standard laptop PC. The
Matlab code for the proposed joint framework is pub-
licly freely available in the Matlab Central File Exchange
(http://www.mathworks.com/matlabcentral/fileexchange/54277-
joint-analysis-of-extracellular-spike-waveforms-and-neuronal-
network-bursts).

2. Materials and methods

In this paper we  demonstrate our proposed joint analysis
together with the conventional methods. The methods are orga-
nized in three sections: Section 2.1 Cell preparations and the
pharmacological experiment; Section 2.2 MEA  measurements; and
Section 2.3 MEA  measurement analysis, describing the spike count
statistics, spike sorting, burst detection, the proposed joint analysis
(Fig. 1) illustrated with simulated data, and mathematical consid-
erations on the proposed joint analysis.

2.1. Cell preparations and the pharmacological experiment

2.1.1. Cell culturing
Human stem cells were used as the starting material for neu-

ronal cultures (Lappalainen et al., 2010). University of Tampere
has ethical approval from Pirkanmaa Hospital District to derivate,
culture, and differentiate human embryonic stem cells (Skottman,
R05116), and the permission from the National Authority for
Medicolegal Affairs (1426/32/300/05) to conduct human stem cell
research. After differentiation and subsequent plating on MEAs
(Heikkilä et al., 2009), the cultures were grown on the MEAs for
seven weeks. Each MEA  well was  considered as one cell culture.

2.1.2. Pharmacological experiment
The proposed method is demonstrated by analyzing MEA  data

measured from 12 neuronal cell cultures which were pharmaco-
logically manipulated for different effects on neuronal networks.
The pharmacological experiment consisted of the following phases
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Fig. 1. A schematic presentation of the proposed joint analysis. The proposed framework consists of spike sorting and burst detection, followed by the analysis of the
participation of the spikes of different types observed in bursts. Here, the spike sorting by Quiroga et al. (2004) and burst detection by Kapucu et al. (2012) were employed.

with MEA  data acquired at each phase immediately after pharma-
cological manipulation or wash, and before any manipulations:

(i) Baseline.
(ii) 1st wash with fresh medium, to observe the effects of imme-

diate medium change.
(iii) CNQX (20 �mol, AMPA/kainate receptor antagonist 6-cyano-

7-nitroquinoxaline-2,3-dione, Abcam), to block AMPA/
kainate mediated signaling.

(iv) CNQX (20 �mol, Abcam) + D-AP5 (30 �mol, D(-)-2-amino-5-
phosphonopentanoic acid, Abcam) AMPA/kainate and NMDA
receptor antagonist, to block glutamatergic signaling.

(v) 2nd wash with fresh medium.
(vi) GABA (100 �mol, Sigma), to boost GABAergic signaling.

(vii) Bicuculline (30 �mol, GABAA antagonist bicuculline methio-
bromide, Sigma), to inhibit GABAergic signaling.

2.2. MEA  measurements

MEA  measurements were performed with the MEA wells sealed
with semi-permeable membranes (ALA MEA-MEM, ALA Scientific
Instruments, Westbury, NY, USA) or custom made PDMS blocks
(Kreutzer et al., 2012). The signals from the MEAs were amplified
with a preamplifier MEA1060-Inv-BC (Multi Channel Systems MCS
GmbH, Reutlingen, Germany, MCS) and analog filtered and ampli-
fied with a filter amplifier FA60S-BC (MCS) (bandwidth: 1 Hz–8 kHz,
total gain: 1100). The temperature was controlled with an exter-
nal heater unit (TC02, MCS) set to +38 ◦C, and the cultures were
allowed to settle for 1 min  in the preamplifier before each 5-minute
recording. Analog to digital conversion was performed at 20 kHz
sampling frequency with MC  Card (MCS) in a PC computer, and the
measurement was controlled via MC  Rack software (MCS). The dig-
itized recordings were further processed with MC  Rack to obtain

cleaner high frequency spike information using a 50 Hz notch filter
to remove mains noise, and a second order Butterworth highpass
filter with 200 Hz cutoff frequency to alleviate baseline fluctua-
tions and low frequency local field potential effects. MCS  MEA  data
was imported to Matlab (MathWorks, Inc., Natick, MA,  USA) using
Neuroshare library (Neuroshare Library, 2003) for offline analysis.

2.3. MEA measurement analysis

At each phase of the pharmacological experiment (see Section
2.1.2), one 300 s recording was  made from each culture (MEA well).
The numbers of independent cultures included in the analyses are
given in Table S1 along with the inclusion/exclusion criteria for the
different analyses.

2.3.1. Spike count statistics
Traditional spike count (the total numbers of spikes in one

recording) was  calculated for each recording. Only the MEA  wells
which exhibited sufficient action potential activity were included
in burst detection: It was  required that at least 50 spikes were
detected from an electrode of a MEA  well in any 300 s recording of
the baseline or at one of the pharmacological experiment phases.
(See Table S2 for the numbers of channels fulfilling this criterion in
each well at each phase of the experiment.) The same criterion has
been used previously in burst analysis for human embryonic stem
cell derived neuronal networks (Kapucu et al., 2012).

To obtain descriptive statistics for the spike counts at the dif-
ferent phases of the experiment, and to compare them with the
respective spike counts in the baseline recordings, data from all
electrodes of each well was  pooled and medians were calculated
over the wells. The upper and lower quartiles were calculated along
with the differences between the upper and lower quartiles, i.e.,  the
interquartile ranges (IQRs) containing 50% of the data. In the sequel,
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IQRs are shown in all relevant figures displaying the results. All
the spike count statistics calculations were performed in GraphPad
Prism 6 (GraphPad Software, Inc., La Jolla, CA, USA).

2.3.2. Spike detection and sorting
Data analysis was performed on data from a single channel and

on data pooled from all electrodes. For the single channel analy-
sis, we selected a channel whose firing rate at baseline was  the
closest to the average firing rate over all channels at the baseline.
The average firing rate for the selected channel at the baseline
was approximately 1.61 spikes/s, whereas the average firing rate
for all baseline recordings per channel was 1.58 spikes/s with the
maximum firing rate 14.04 spikes/s.

For the pooled data analysis, spike sorting was performed per
well for each phase of the pharmacological experiment. Spike sor-
ting classifies spikes to classes corresponding to the neuronal action
potential waveforms. First, spikes were detected by thresholding
at five times the median of the baseline noise, and the spike time
stamps and waveform cut-outs (spanning 1 ms  prior and 2.2 ms
after the maximum of the spike) were stored. The obtained spike
waveform cut-outs were sorted using the Wave clus algorithm
(Quiroga et al., 2004), which gave the average cluster waveforms
and the associated lower and upper standard deviation waveforms.
In Wave clus, the cluster size was initially set for the baseline
according to the number of spikes to be sorted. All the detected
spikes were included in the spike count and spike sorting analy-
sis (the total of 172,750 spikes). Minimum cluster size for baseline
recordings was five spikes for single electrode analysis (the total of
483 spikes were analyzed for the baseline) and 50 spikes for pooled
data (the total of 51,230 spikes were analyzed for the baseline).
However, the cluster sizes were altered for the different phases
of the pharmacological experiment, since the activity and spike
counts varied between the phases.

After automatic clustering, supervised tuning of the temper-
ature was performed as suggested in the tutorial of Wave clus
(Wave clus., 2004), improving the spike sorting. Still, such spike
sorting is less subjective than completely supervised spike sorting.
Tuning the temperature was the only supervised correction per-
formed. After unsupervised clustering, the temperature was tuned
to observe if more clusters could be formed: If the average spike
waveforms of the new clusters due to tuning could be considered
as spike types different from those obtained without tuning, the
new clusters were retained.

In this work, the effects of overlapping spikes are later discussed
based on the analysis results. This matter has been wider addressed,
e.g., by Quiroga et al. (2004). Performances of spike sorting algo-
rithms, including Wave clus, have been addressed by Wild et al.
(2012), also providing references to methods aimed at solving the
spike overlapping problem.

2.3.3. Spike type identification and labeling
To track the occurrence of the spikes types over the pharmaco-

logical experiment, it was necessary to identify the representative
spike types, and label all the average waveforms observed at the dif-
ferent phases of the experiment with the spike types. This was done
by selecting the representative average waveforms as spike types,
as described below, and performing correlation analysis of the aver-
age waveforms and their respective standard deviation waveforms
with those of the spike type waveforms. A simple operator-guided
method was devised for the single electrode data analysis and a
fully automated method for the full data analysis.

For the single electrode data analysis, the most prominent and
distinguished average spike waveforms amongst all the average
waveforms for the entire experiment were selected as the rep-
resentative spike types by visual assessment. Thereafter, cross
correlations between each of the remaining average waveforms

with all the spike type waveforms were calculated, and the wave-
forms were tentatively labeled with spike types according to the
highest cross correlations. Thus, each cluster produced by Wave
clus was  assigned a tentative spike label. To take into account the
waveform variability, analogous cross correlation analysis was also
performed between the standard deviation waveforms: To con-
firm the tentative spike type labeling, the highest cross correlations
had to be found between the standard deviation waveforms of the
tentatively labeled cluster and the corresponding standard devia-
tion waveforms of its tentative spike type. Otherwise, the average
waveform was considered to represent a new spike type.

For the full data analysis, an automated version of the above
cross correlation analysis was  devised: Instead of visual identifi-
cation of the spike types, the average waveforms given by Wave
clus for the baseline measurements were used as the spike types.
Thereafter, the cross correlation analysis to label the average wave-
forms with spike types, and the adoption of new spikes types was
performed alike described for the single electrode data analysis.

2.3.4. Burst detection
To analyze network activity, an adaptive burst detection algo-

rithm, the cumulative moving average algorithm (CMA; Kapucu
et al., 2012), was  employed. CMA  utilizes ISI statistics to objectively
define and detect bursts. Here, CMA  was employed with the same
parameters as in (Kapucu et al., 2012). The exclusion/inclusion cri-
terion was  the same as for the spike count statistics (see Table S1).

2.3.5. The proposed joint analysis
In our proposed joint analysis (Fig. 1), first, spikes are detected

and sorted. In parallel with spike sorting, burst detection is per-
formed. After spike sorting and burst detection, every detected
spike is labeled as either a burst spike or an individual spike, and
carries a spike type label. Thus, the participation of different types
of spikes in the network activity is unraveled. The wells which did
not exhibit any bursting were excluded from the joint analysis of
spike types and bursts (see Table S1).

Here, the joint analysis was  implemented with the spike detec-
tion, spike sorting, and burst detection methods described earlier.
To illustrate the proposed joint analysis, we  simulated noisy sin-
gle channel MEA  data carrying spikes of three different waveforms
(denoted as ASp 1, ASp 2, and ASp 3). The waveforms were modified
from the data in the Wave clus distribution package (Wave clus.,
2004). The ISIs were set to at least 30 ms  for the spikes in bursts and
300 ms  for the individual spikes. Thus, no spike overlapping was
introduced to concentrate on the joint analysis without having to
consider the performances of spike detection and sorting for over-
lapping spikes. A 60 s simulation exhibited 10 bursts with seven
ASp 1s and three ASp 2s in each burst. Four spikes (one ASp 1, one
ASp 2 and two  ASp 3s) were placed between all bursts. Background
noise added to the formed spike signal was a random signal with
uniformly distributed values between −3 mV and 3 mV.  The spike
waveforms are shown in Fig. 2A, and a section of the simulated sig-
nal in Fig. 2C. From the simulated signal, spikes were detected and
sorted, and burst and joint analysis were performed to illustrate
the methodology.

In the results of this illustrative toy analysis, three average spike
waveforms (Fig. 2A), i.e.,  the spike types, appeared as expected and
were sorted with 100% accuracy. The burst detection result (Fig. 2B)
shows that all the bursts were correctly detected. An exemplary
burst shown in Fig. 2C illustrates the outcome of the proposed
analysis framework: the spike type composition of the burst. The
burst shown in Fig. 2C was composed of the spikes of types ASp
1 and ASp 2 as expected, with one individual ASp 3 types spike
observed before the burst. The obtained numbers of spikes of dif-
ferent types in bursts and outside of the bursts are presented in
Fig. 2D, from which it is seen that all the bursts were composed
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Fig. 2. Simulated toy data and its illustrative joint analysis results. (A) The simulated spike waveforms ASp 1 (blue),  ASp 2 (red), and ASp 3 (green), along with the
corresponding average waveforms (grey dotted curves) calculated based on the detected and sorted noisy spikes. (B) The time points of the detected spikes (grey vertical
bars),  and the detected bursts (black horizontal lines). (C) A section of the simulated signal with sorted spikes indicated by circles with the colors indicating the particular
waveforms as shown in (A). (D) The results of the joint analysis showing the counts of the different types of spikes participating in the bursts, along with those occurring
outside of the bursts. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

solely of the spikes of types ASp 1 and ASp 2, whereas spikes of
all spike types appeared as individual spikes outside of the bursts,
which was 100% in accordance with the simulation setup.

2.3.6. Mathematical considerations regarding the proposed joint
analysis

To formulate a mathematical expression of the spike compo-
sitions of the bursts in a measurement, a measured signal during
a burst with the different identified spike type waveforms can be
expressed as

st(t) =
∑Ji

j=1
Wswti,j,t

o
i,j

(t) + ni(t)

where, si(t) is the measured signal sample at discrete time t dur-
ing the ith burst; Ji is the number of the detected spikes in the
ith burst; and Wswti,j,t

o
i,t

(t) is the sample of a spike waveform sig-

nal (of the length of the ith burst in samples) which is zero except
for the period to

i,t
≤ t ≤ to

i,t
+ L − 1 during which the L samples long

swtth type spike waveform occurs (swti,j denotes that the type
of the jth spike of the ith burst is swt). ni(t) is the corresponding
measured background noise sample accounting for all other signal
components except for the identified spike type waveforms. This
formulation effectively dissects the bursts in to their constituent
spike types. The spike type compositions of the bursts in an entire
measured signal is then given by all the pairs

{
swti,t, to

i,t

}
.

The information gain due to the proposed joint analysis com-
pared to merely detecting the burst spikes corresponds to that of
observing a string of letters formed from the alphabet of the size
equal to the number of the spike types plus one (each letter corre-
sponding to a spike type and a symbol ‘0’ to denote ‘no waveform’)
vs. a binary string (’1’ corresponding to a detected spike). For exam-
ple, with three detected spike waveform types denoted A, B, and C,
the information gain would result from observing a burst as a string,
for example, like ‘00A0B0000A0CC’ (for illustrative purposes, only
a few 0s are shown), as compared to observing the same burst
with mere spike detection as ‘0010100001011. Here, possible spike
overlapping has not been considered. For the binary alphabet with
equal symbol probabilities, the information content is log2(2) = 1
bit per symbol, whereas an alphabet of size four with equal sym-
bol probabilities results in the information content of log2(4) = 2
bits per symbol (Shannon, 1948). Naturally the same amount of
information per spike waveform is provided by spike sorting alone,
but with the proposed joint analysis, this information is extracted
specifically for each burst. For a real MEA  measurement, the prob-
ability of an occurrence of the ‘no waveform’ symbol is much
larger than that of a symbol denoting a spike; thus, the informa-
tion contents of the spike symbols are larger than in the example,
but the principal difference between the two approaches remains.
Thereafter, the information gain achievable by the analyzes of the
spike type waveforms themselves, their changes, and their occur-
rences in time, compared to the analysis of mere time stamps of the
burst spikes, depends on the following neurobiological analysis,
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and the associated information gain is not simply formally
quantifiable.

3. Results

To demonstrate the proposed method and the obtainable
results, we first present the analysis results for a signal measured
via one electrode (Figs. 3 and 4); this example illustrates from phase
to phase of the pharmacological experiment, what happened in a
vicinity of one electrode, i.e.,  in a local part of the neuronal network
seen via one electrode. Next, we present the analysis results for the
entire data set at every phase of the pharmacological experiment.
See Table S1 for the number of the cultures at each phase.

3.1. Results of single channel pharmacological experiment data
analysis

In the analysis of single electrode data, spike sorting resulted
in four different spike types (Fig. 3): one negative and one positive
monophasic spike waveform (Spike-I, Fig. 3A, and Spike-II, Fig. 3B),
and two biphasic spike waveforms (Spike-III, Fig. 3C, and Spike-IV,
Fig. 3D).

Spike counts are shown in Fig. 4A: the total number of spikes
detected decreased with the 1st wash compared to the baseline,
and also with the application of CNQX. Application of CNQX + D-
AP5 increased the number of spikes from that observed with CNQX
alone. In the subsequent phases of the pharmacological experi-
ment, the number of spikes did not change much. On the other
hand, observing the numbers of spikes of particular types (Fig. 4B),
and the changes in the numbers of spikes of different types rela-
tive to the baseline (Fig. 4C), different phenomena can be observed:
In the baseline, most of the spikes were of the type Spike-I, which
decreased in numbers at the 1st wash and further due to CNQX
(Fig. 4B). The number of Spike-II type spikes exhibited a roughly
similar trend (Fig. 4B). At the 2nd wash (Fig. 4B) and thereafter,
spikes of types Spike-III and Spike-IV were the most prominent. In
summary, with the near extinction of spikes of types Spike-I and
Spike-II, spikes of types Spike-III and Spike-IV appeared (Fig. 4B).

Observing the numbers of spikes of the different types relative to
the baseline (Fig. 4C), it is seen that as the pharmacological experi-
ment progressed, the number spike of type Spike-III went through
great changes. Since Spike-IV did not appear at baseline, its results
cannot be shown relative to the baseline in Fig. 4C. It is clear that
the information gained from the analysis of spike statistics for the
different spike types (Fig. 4B and C) cannot be obtained from the
mere total numbers of spikes (Fig. 4A).

Traditional burst analysis results presented as the relative num-
ber of bursts, relative average burst duration, and relative average
numbers of spikes in a burst, all compared to their respective base-
lines, are shown in Fig. 4D–F, respectively. For example: The 1st
wash greatly increased the number of bursts, duration, and the
number of spikes in a burst (Fig. 4D–F, respectively). CNQX, com-
pared to the previous experiment phase, decreased the relative
number of bursts (Fig. 4D), but did not change the burst duration
(Fig. 4E), and brought the number of spikes in a burst close to that
at the baseline (Fig. 4F). The 2nd wash nearly extinguished burst-
ing activity, whereas the subsequent application of GABA restored
approximately half of the number of bursts compared to the base-
line (Fig. 4D), and had a tremendous increasing effect on both
the burst duration (Fig. 4E) and the number of spikes in a burst
(Fig. 4F). Regarding the extreme increase in burst duration for GABA
in Fig. 4E, the average burst duration at the baseline was  0.1 s,
whereas after GABA application it was 67.3 s, resulting in the shown
67,300% increase in the average duration.

The results of the joint analysis of spike types and bursts are
presented in Fig. 4G and H. For clarification, the results in Fig. 4G are
presented in Fig. S1A in percentages relative to the total numbers
of spikes. To compare the burst spike types and individual spike
types for completeness, the different spike types seen in individual
spikes are shown in Fig. S2A. To demonstrate the proposed joint
analysis, for example, in the baseline the bursts were composed
merely of spikes of types Spike-I and II (Fig. 4G), whereas later in
the experiment, under CNQX + D-AP5, the bursts were composed
far mostly of the spikes of type Spike-II, and the 2nd wash nearly
abolished bursting (Fig. 4G and H). However, the picture is totally
changed by the application GABA: Under the influence of GABA

Fig. 3. The average spike waveforms observed in one channel in the pharmacological experiment, shown for the phases of the pharmacological experiment at which the
particular waveforms were observed (see the legend in each panel). The spike types: (A) Spike-I (blue), (B) Spike-II (red), (C) Spike-III (green), and (D) Spike-IV (purple). (For
interpretation of the references to color in this figure legend, the reader is referred to the web  version of this article.)
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Fig. 4. The results of the traditional spike and burst analysis (A–F) and the joint analysis (G and H) at all the phases of the pharmacological experiment for one MEA  channel.
(A)  The total number of spikes. (B) and (C) The numbers of the different types of spikes, and their relative amounts, respectively. (D) The relative numbers of bursts. (E) The
relative  average durations of bursts. (F) The relative average numbers of spikes in a burst. (G) The numbers of spikes of each type in bursts. (H) The relative numbers of spikes
of  each type in bursts. The relative quantities are with respect the corresponding values at the respective baselines. The spike types: Spike-I (blue), Spike-II (red), Spike-III
(green), and Spike-IV (purple). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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and thereafter of GABA and bicuculline, the bursts were composed
merely of the spikes of types Spike-III and Spike-IV. Thus, the joint
analysis of spike types and bursts (Fig. 4G and H) provided more
information on the network effects of pharmacological than the
traditional burst analysis alone (Fig. 4D–F).

Alike with the spike counts (Fig. 4B and C), also here observing
the numbers of spikes in burst (Fig. 4G) and the same relative to the
baseline (Fig. 4H), different views to the phenomena are obtained.
For example, the increase in the number of Spike-I type spikes after
the 1st wash was  far greater than that of Spike-II type spikes, but
the increase in percentages (Fig. 4H) is roughly equal.

To explicitly point out new information given by the proposed
joint analysis, for example, in Fig. 4B it is seen that after the 1st
wash, there was a notable decrease in the occurrence of Spike-I
type spikes and a slight decrease in the number of Spike-II type
spikes, whereas in Fig. 4D it is seen that simultaneously the number
of bursts more than doubled compared to baseline. For this exper-
iment phase, the joint analysis results in Fig. 4G show a notable
increase in the burst participation of Spike-I type spikes and slight
increase in the burst participation of Spike-II type spikes. This is
also reflected in the percentual amounts of the spikes of these types
appearing in bursts compared to the total spike counts (Fig. S1A),
whereas individual spikes (Fig. S2A) of both types decreased. This
information on the changes in the burst participation of the differ-
ent types of spikes cannot be obtained by the traditional analysis
results in Fig. 4B and D.

Also, new information provided by the joint analysis can
be demonstrated by observing the activity in Fig. 4B after the
CNQX + D-AP5 application when the number of Spike-II type spikes
recovered to the approximately same level as it was at the base-
line. Spike-I type spikes also recovered approximately to the same
level as Spike-II type spikes, however remaining still greatly fewer
than at the baseline. At this point of the experiment, the number of
bursts, average burst durations, and the average numbers of spikes
in bursts were close to what they had been at the baseline (Fig. 4D–F,
respectively). The joint analysis results in Fig. 4G show that at this
time, the bursts were mostly composed of Spike-II type spikes,
whereas at the baseline, the burst spikes had been mainly Spike-I

type spikes. In conclusion, although the traditional burst character-
istics (Fig. 4D–F) were approximately equal at base line and after
the CNQX + D-AP5 application, the joint analysis revealed that the
main burst spike type was different between these two  experiment
phases. This information on the burst composition change cannot
be obtained from results of the traditional analyses in Fig. 4B and
D, but only with the proposed joint analysis.

3.2. Results of full pharmacological experiment data analysis

In the analysis of the full data set, data from all the MEAs
and MEA  wells was pooled (see Table S1), and analyzed for each
phase of the pharmacological experiment. The average spike wave-
forms (Fig. 5) obtained from the pooled data exhibited naturally
more variation than the spike waveforms obtained from the sig-
nal measured via one electrode (Fig. 3). It is to be noted that
the variability in the data was  quite large, as seen from the IQRs
in Fig. 6; therefore we  chose not to draw biological conclusions.
Nevertheless, the results clearly demonstrate the usability of the
proposed joint analysis. In the analysis results in Fig. 6, the quan-
tities shown are the medians over the analyzed wells with the
whiskers covering the 50% IQRs. For burst durations (Fig. 6E) and
the number of spikes in a burst (Fig. 6F), shown are the medians
of the per-well averages (See the numbers of the analyzed wells in
Table S1).

Spike sorting analysis of the pooled data resulted in five differ-
ent spike types (Spike-I, Spike-II, Spike-III, Spike-IV, and Spike-V,
seen in Fig. 5A–E, respectively). In Fig. 5, the average waveforms for
each spike type are shown for the phases of the pharmacological
experiment at which they were observable.

For this data, two monophasic (one negative (Spike-I, Fig. 5A),
and one positive (Spike-II, Fig. 5B)) and two  biphasic spike wave-
forms were obtained (Spike-III, Fig. 5C, and Spike-IV, Fig. 5D), but
not all of them were observed at all phases of the pharmacological
experiment. Also obtained was Spike-V (Fig. 5E), which appeared
only at the 1st wash and under the influence of CNQX + D-AP5.
Spike-V was composed of greatly varying individual spike wave-
forms which could not be clustered together.

Fig. 5. The average spike waveforms observed in the entire pharmacological experiment data set, shown for the phases of the pharmacological experiment at which the
particular waveforms were observed (see the legend in each panel). The spike types: (A) Spike-I (blue), (B) Spike-II (red), (C) Spike-III (cyan), (D)  Spike-IV (purple), and (C)
Spike-V  (green). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)



F.E. Kapucu et al. / Journal of Neuroscience Methods 259 (2016) 143–155 151

Fig. 6. The results of the traditional spike and burst analysis (A–F) and the joint analysis (G and H) at all the phases of the pharmacological experiment for the entire data
set.  (A) The total number of spikes. (B) and (C) The numbers of the different types of spikes, and their relative amounts, respectively. (D) The relative numbers of bursts. (E)
The  relative average durations of bursts. (F) The relative average numbers of spikes in a burst. (G) The numbers of spikes of each type in bursts. (H) The relative numbers of
spikes  of each type in bursts. The quantities shown are the medians over the number of analyzed wells (see Table S1) with the whiskers covering the 50% IQRs. The relative
quantities are with respect the corresponding values at the respective baselines. The spike types: Spike-I (blue), Spike-II (red), Spike-III (cyan), Spike-IV (purple), and Spike-V
(green).  (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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In the spike count analysis (Fig. 6A), variability in the total num-
ber of spikes was high at the baseline and 1st wash. At the CNQX
application, the median of the total number of spikes decreased
drastically and remained low compared to the baseline through
the rest of the pharmacological experiment. Alike for the single
channel data, more information can be obtained by observing the
numbers of spikes of different types (Fig. 6B and C). At baseline,
Spike-I and II were observed in higher numbers than the other types
of spikes. The 1st wash changed the situation drastically, making
the Spike-V the most prominent; let us recall that Spike-V was
composed of greatly varying spike waveforms which could not be
clustered, i.e.,  the 1st wash greatly disturbed the spike waveforms.
Also, Spike-V did not appear at the baseline, and is thus not shown
in Fig. 6C and H. CNQX caused some spikes of types Spike-I and II
to reappear, whereas CNQX + D-AP5 caused an uprising of Spike-
III type spikes (Fig. 6C), which dominated also at the 2nd wash
and at the application of bicuculline. GABA nearly shut down spik-
ing (Fig. 6C). Naturally, the spike-type specific phenomena (Fig. 6B
and C) cannot be observed from the mere total number of spikes
(Fig. 6A).

Traditional burst analysis results presented as the relative num-
ber of bursts, relative median of the well-wise average burst
durations, and the relative median of the well-wise average num-
ber of spikes in a burst, all compared to their respective baselines,
are shown in Fig. 6D–F. The relative number of bursts decreased
through the pharmacological experiment (Fig. 6D). Burst duration
(Fig. 6E) increased slightly at the 1st wash, and more prominently
under the influence of CNQX, whereas the 2nd wash decreased
the burst duration. GABA caused a large increase in the burst
duration (Fig. 6E), to which bicuculline had little effect. Inter-
estingly, the fraction of the total number of spikes appearing in
burst remained approximately constant through the experiment
(Fig. 6F).

The proposed joint analysis results (Fig. 6G) reveal that at the
baseline, the bursts were composed almost completely composed
of the spikes of types Spike-I and II, i.e.,  the monophasic negative
(Fig. 5A) and positive (Fig. 5B) spikes, respectively. (For clarifica-
tion, the results in Fig. 6G are presented in Fig. S1B as the relative
numbers of the burst spikes with respect to the total numbers of
spikes in percentages. To compare the burst spike types and indi-
vidual spike types for completeness, the different spike types seen
in individual spikes are shown in Fig. S2B.) This means that the
networks were operating with the spikes of types Spike-I and II.
The 1st wash caused the burst to be composed of almost entirely
of Spike-V type spikes (Fig. 6G) which did not represent a well-
defined waveform (Fig. 5E). CNQX partially recovered Spike-I and
II type spikes also in bursts, whereas CNQX + D-AP5 again removed
them from bursts (Fig. 6G and H). The 2nd wash brought the spikes
of types Spike-I and II partially back to the bursts, which were now
composed of spikes of types Spike-I, II, III, and IV. Under the influ-
ence of GABA, there were almost no spikes in bursts (Fig. 6G and
H), as there were almost no bursts (Fig. 6D). Nevertheless, the few
remaining bursts had approximately the same number of spikes in
a burst as at the baseline (Fig. 6F). Bicuculline caused the bursts to
be composed mainly of the spikes of types Spike-I and II (Fig. 6G)
with a few Spike-III and IV type spikes also present in the bursts
(Fig. 6H).

Again, observing the results as counts (Fig. 6B and G) and in
percentages (Fig. 6C and H) provided clearly different and com-
plimentary views to the results. Although in this pooled data
experiment the spike type change trends (Fig. 6G and H) in the
joint analysis in general followed those observed in the traditional
analyses (Fig. 6B and C), the proposed joint analysis of spikes and
bursts nevertheless provided the actual data on the spike type com-
positions of the bursts, which was naturally not obtainable by the
means of the traditional analyses.

4. Discussion and conclusions

In this paper, we  have proposed a novel analysis method for
the joint analysis of action potentials and network events observed
in local field potential measurements. The main usage of the pro-
posed method is to test a hypothesis that spike types in bursts
and spikes in general have different dynamics, e.g., in response
to external effects. We  have demonstrated that this hypothesis
is worth testing, and that the tool developed will provide deeper
information on the activity of neuronal networks and their alter-
ations. The essence of the proposed joint analysis was illustrated
by a simulation (Fig. 2C), in which a spike type composition of
a burst was seen for the first time. The value of the method
was demonstrated by analyzing the MEA  measurements from a
pharmacological experiment with several different chemical appli-
cations; the effects of the pharmacological agents were observed
with both traditional spike and burst analysis, and with the pro-
posed joint analysis of spikes and bursts, where we demonstrated
that the proposed joint analysis reveals information on the net-
work activity which is not obtainable by the traditional analyses,
i.e., the burst participation of the different types of spikes,
and the changes of this by chemical modification of the neuronal
activity.

In the analysis of the pooled data, the overall results were cal-
culated in each phase of the pharmacological experiment per well
and not per electrode. With this approach, we aimed to study the
general behavior of the networks in the different experimental
phases. We  are confident that regardless of the variability in our
data (Heikkilä et al., 2009; Kapucu et al., 2012), the function of the
proposed method was  described, and the new information obtain-
able by the method demonstrated. We observed that indeed there
are different dynamics of spike waveform types contributing to the
bursts and spikes in general.

To investigate the stability of the signals, especially motivated
by the large deviation seen in Spike-V, we took a look at the sta-
bility of the spike waveforms during the 300-second measurement
after the 1st wash when the Spike-V appeared (Fig. 6B and G). We
analyzed each disjoint 100-second section separately. Especially
the first and third 100-second sections of the recording had similar
clustering results as the complete recording, exhibiting a cluster
of highly varying spike waveforms. However, spike waveforms in
the second 100-second section were different. This demonstrates
that the network function was changing during the recording. In
general, one possible disturbing effect may  have been the relatively
short 1-minute stabilizing period before the measurement after the
MEAs were placed in the measurement device. However, due to the
described observed behavior during the 100-second sections, we
can assume that a longer stabilizing period would not have resulted
in more stable networks.

Another issue is the effect of overlapping spikes. Especially for
bursting action potentials, spike sorting has been always chal-
lenging (Lewicki, 1998; Quiroga et al., 2004; Wild et al., 2012). In
our work, especially for the pooled data, spike sorting represents
average waveform types obtained from large datasets. Waveform
distortions caused by overlapping spikes can be expected to be seen
as average and standard deviation waveforms which greatly differ
from the general spike average and standard deviation waveforms.
Here, highly distorted spikes which could not be assigned to any
cluster during spike sorting, accounted for approximately 3.7% of
all the analyzed spikes (3.36% for the burst spikes and 0.34% for
the individual spikes). Additionally, average and standard devia-
tion waveforms of the obtained spike types were consistent over
the different phases of the experiment for both burst and individual
spikes. In conclusion, even though the effects of overlapping could
be seen in our analysis, they are not expected to change our results
or conclusions.
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Using the proposed method, here, we show that the burst spike
types and the spikes in general may  have different dynamics. By
assessing the results both as percentual changes with respect to the
baseline activity for each spike type, and as changes in the actual
burst spike counts, different views were gained to the changes in
the network activity. In the literature, either absolute counts, such
as spike and burst counts (Gopal, 2003; Brewer et al., 2009; Hogberg
et al., 2011) or changes of percentual values (Gramowski et al.,
2000; Ylä-Outinen et al., 2010) are given. Keefer et al. (2001) and
Johnstone et al. (2010) provided the results partially in both forms.
However, simultaneous analysis of both quantities has not been
common practice, and not utilized in drawing comparative con-
clusions. Here, we demonstrated the usefulness of utilizing both
approaches simultaneously in the joint analysis.

The polarity of the measured waveforms has been described
to depend on the location of the neuron relative to the electrode
(Henze et al., 2000; Gold et al., 2006). Thus, the observed changes in
the spike waveforms and the spike type compositions of the bursts
may  have resulted from chemical induced functional changes in
the cells or networks, morphological effects on the cells, different
cell compartments contributing to the measurements, or from any
combination of these. Nevertheless, we conclude that the observ-
able effects are not random, but consistent manifestations of the
changes in the networks. In long-term experiments, cell movement
may  also affect spike waveforms, which should naturally be evi-
dent also in the controls. Here, the experiment was acute, spike
sorting was equally successful in all phases of the pharmacological
experiment, and the spike type formation and assignment worked
consistently; thus, the observed changes in spike waveforms due to
the pharmacological applications did not interfere with spike sor-
ting. It is also to be noted that the number of spikes available for
the analysis may  also affect the spike sorting results. Here, spike
sorting worked consistently.

The pharmacological effects observed in the joint analysis are
clear and interesting. Joint analysis results do provide more infor-
mation on the network changes. Unraveling the actual reasons
for, and the consequences of the observed spike type compo-
sitions of the bursts, and their changes due to pharmacological
and other treatments, call for detailed studies with in-depth neu-
ronal network analysis providing information on the sources of
spikes, including information on active neuronal types and cell
compartments. This is naturally called for in any spike sorting based
analysis.

4.1. Further applicability

Here, the spike sorting by Quiroga et al. (2004) and burst detec-
tion by Kapucu et al. (2012) were employed. However, the proposed
joint analysis framework (Fig. 1) can be implemented with any
spike sorting and burst detection algorithms appropriate for the
measurement data at hand. This is important to facilitate both
different analysis approaches, and the different characteristics of
spikes and bursts in the in vitro networks derived from differ-
ent species and origins; the differences in network behavior have
substantial influence on the applicability of different spike sorting
and burst detection methods, and also call for more objective and
automated methods (Kapucu et al., 2012). For spike sorting, the
advantages and drawbacks of supervised and unsupervised algo-
rithms can be argued: An automatic classification can be corrected
or optimized by the user with unsupervised approaches in a final
classification step which makes the approach still supervised but
less subjective and less time consuming (Martínez and Quiroga,
2013). Certainly it would be preferable to have an accurate and fully
unsupervised algorithm, which still remains a largely open ques-
tion (Martínez and Quiroga, 2013). The only assumptions imposed
by the proposed joint analysis framework itself are that there are

sortable action potential waveforms and detectable bursts present
in the data.

To possibly alleviate the effects of high variability in the data,
the single channel analysis used here merely to demonstrate the
method, could also be employed in the analysis of the entire MEA
by analyzing each channel separately. Thereafter, should the single
channel analyzes produce mutually corroborative results, over-
all conclusions could be drawn. However, combining the single
channel analyses results to an overall result would require the
development of a separate statistically valid method. Straighter for-
ward, the analysis of single channel data can be employed to reveal
the spatial distributions of the different types of spikes compos-
ing the bursts. This analysis technique would be promising, e.g.,
for tracking the spike waveforms and their network participations.
Single electrode data analysis naturally considers the local network
in the vicinity of the electrode, whereas the analysis pooled data
provides a better view to the overall activity and allows statisti-
cal analysis, while possibly losing information on particular local
network phenomena.

The proposed joint analysis can be performed on all detected
spikes, or alternatively, separately on burst spikes and non-burst
spikes. In applying the analysis on such different sets of spikes, one
needs to consider the possibly different functions of spikes occur-
ring in different circumstances, such as in bursts or individually
(Valiante and Carlen, 2014). Here, our main aim was the analysis of
bursts, which can be assumed to manifest actual network activity.
Similarly, instead of bursts, spike trains can be analyzed with the
proposed method providing the spike types and their changes in
the spike trains. Naturally, the same can be done also with individ-
ual spikes, i.e.,  for the spikes not in bursts or trains as demonstrated
in Fig. S2. Thus, complementary information on the different pro-
cesses in the networks can be obtained by the selection of the data
to be analyzed. Given spike sorting and burst and/or train detection
methods appropriate for the data at hand, the framework is appli-
cable in the analysis of any electrophysiological data, not only in
the analysis of in vitro measurements.

4.2. Conclusions

Currently, there is a great call for methods to analyze neuronal
network function from in vitro MEA  recordings in more detail, for
example, for research on basic biological questions such as neu-
ronal network development and learning, for the assessment of
various culturing methods, and for drug research and neurotoxicol-
ogy (Coecke and Price, 2007; LeFew et al., 2013). Here, we propose
a new joint analysis method that provides the spike type compo-
sitions of the bursts. We  showed that the spike type compositions
of bursts may  change subject to environmental effects. Specifically,
based on the presented results, pharmacological substances may
affect the spike type compositions of the bursts, which are not
seen in traditional spike and burst analysis, including spike sor-
ting as traditionally utilized. Thus, with our joint analysis, more
detailed information on the network behavior and its changes can
be obtained.
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Table S1
The experiment and analysis structure. The MEAs, MEA wells, and the numbers of wells (i.e., the numbers of separate cultures,
n) included in each test and analysis, along with the well inclusion criteria. The individual MEAs are identified by numbers. On
each MEA chip, there were six wells with nine microelectrodes in each well.

Analysis method Test MEAs and MEA wells
included in the analysis

Number of
wells (n) Well inclusion criteria

Spike Sorting Based
Analysis

Baseline MEA 1, all wells
MEA 2, all wells 12

All wells (no exclusion criteria)

1st Wash MEA 1, all wells
MEA 2, all wells 12

CNQX MEA 1, all wells
MEA 2, all wells 12

CNQX+D-AP5 MEA 1, all wells
MEA 2, all wells 12

2nd Wash MEA 1, all wells
MEA 2, all wells 12

GABA MEA 1, all wells
MEA 2, all wells 12

Bicuculline MEA 1, all wells
MEA 2, all wells 12

Spike Activity
Analysis

and

Burst Detection

Baseline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Minimum of 50 spikes detected
in a 300 s recording from an
electrode of a well in at least one
phase of the experiment (Kapucu
et al., 2012)

1st Wash MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX+D-AP5 MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

2nd Wash MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

GABA MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Bicuculline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Burst Analysis

and

Proposed Joint
Analysis

Baseline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Minimum of 50 spikes, and at
least one burst detected with the
employed burst detection
algorithm (Kapucu et al., 2012)
in a 300 s recording from an
electrode of a well

1st Wash MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX+D-AP5 MEA 1, wells A, B, C, F
MEA 2, wells A, B, C, E, F 9

2nd Wash MEA 1, wells A, B, C, F
MEA 2, wells A, B, C, E 8

GABA MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C 8

Bicuculline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, E, F 9
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Table S2
The numbers of channels in the wells which exhibited more than 50 spikes in 300 s for different experiment phases. The
individual MEAs are identified by numbers whereas the individual wells are identified by capital letters. On each MEA chip, there
were six wells with nine microelectrodes in each well.

Wells Baseline 1st Wash CNQX CNQX+D-AP5 2nd Wash GABA Bicuculline
MEA 1, well A 7 6 3 3 1 0 2
MEA 1, well B 6 5 4 0 0 0 0
MEA 1, well C 9 7 8 8 7 5 5
MEA 1, well D 7 4 2 0 0 0 0
MEA 1, well E 0 0 0 0 0 0 0
MEA 1, well F 3 4 1 3 4 1 1
MEA 2, well A 9 6 1 0 4 3 0
MEA 2, well B 9 9 9 5 9 9 8
MEA 2, well C 7 3 0 1 0 0 0
MEA 2, well D 0 0 0 0 0 0 0
MEA 2, well E 5 4 1 0 2 0 0
MEA 2, well F 0 1 0 0 0 0 0
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Fig. S1. The numbers of each type of spikes in bursts relative to the total numbers of spikes (A) for the single channel analysis
(c.f. Fig. 4G), and (B) for the pooled data analysis (c.f. Fig. 6G).
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Fig. S2. The numbers of each type of spikes in individual spikes (A) for the single channel analysis (c.f. Fig. 4G), and (B) for the
pooled data analysis (c.f. Fig. 6G).
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Abstract—In this paper, we study neuronal network analysis
based on microelectrode measurements. We search for potential
relations between time correlated changes in spectral distribu-
tions and synchrony for neuronal network activity. Spectral dis-
tribution is quantified by spectral entropy as a measure of uni-
formity/complexity and this measure is calculated as a function
of time for the recorded neuronal signals, i.e., time variant spec-
tral entropy. Time variant correlations in the spectral distribu-
tions between different parts of a neuronal network, i.e., of con-
current measurements via different microelectrodes, are calcu-
lated to express the relation with a single scalar. We demon-
strate these relations with in vivo rat hippocampal recordings,
and observe the time courses of the correlations between differ-
ent regions of hippocampus in three sequential recordings. Ad-
ditionally, we evaluate the results with a commonly employed
causality analysis method to assess the possible correlated find-
ings. Results show that time correlated spectral entropy reveals
different levels of interrelations in neuronal networks, which
can be interpreted as different levels of neuronal network syn-
chrony.

I. INTRODUCTION

Neuronal synchrony can be expressed as the simultaneous
activity of neuronal ensembles. There are several methods to
analyze simultaneous activity. For example, it is very com-
mon to analyze neuronal synchrony by evaluating simultane-
ous occurrence of detected action potentials, i.e. spikes [1,2],
or temporal occurrence of intense firing of spikes, i.e., neu-
ronal bursts [3,4]. Other methods, for example, quantify fre-
quency/phase coupling to assess the synchrony between sig-
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nals in predefined frequency bands, particularly between the
well-defined brain oscillation frequencies seen in electroen-
cephalograms [5]. Techniques quantifying the spectral prop-
erties of neuronal ensembles are efficient for analyzing syn-
chrony of neuronal populations if their effective frequency
bands can be distinguished clearly. On the other hand, corre-
lation effects on the spectral complexity of synchronous neu-
ronal populations have not been studied to the best of our
knowledge.

Previously, spectral entropy (SE) has been used to assess
the complexity of signals based on their frequency dynamics,
and used for analyzing particular neuronal events [6] and
quantifying neuronal bursts [7]. Even though the latter study
focused only on neuronal bursts, relations were also analyzed
spatially, thus indicating possible spatial synchrony. Results
obtained in Kapucu et al. [7] motivated us to investigate cor-
relations of SE values of recordings from different regions of
neuronal networks without considering only burst sequences.
Since changes in the correlation structures of neuronal net-
work activities would also be related with the changes in their
functional connectivity [8], we can assume that we can ob-
serve the correlation dynamics, and thus gain more infor-
mation on the network structure of neuronal populations.

In this paper, we first calculate time variant SE values for
different spatial neuronal network locations. Next, we inves-
tigate the correlations for every pair of locations, and esti-
mated pairwise interrelations according to the level of corre-
lation. In addition, causality was estimated between the same
locations, and the results were assessed jointly. In conclusion,
we studied the potentials of the suggested analysis technique
to be a valid method with further development to assess neu-
ronal network synchrony.

II. EXPERIMENTAL TEST DATA

The in vivo recordings were collected from anaesthetized
rats. After placing anaesthetized rats in a stereotaxic instru-
ment, holes were drilled on the skull above the target struc-
tures. Recordings were obtained by a silicon probe (courtesy
of University of Michigan Center for Neural Communication
Technology,  MI,  USA)  with  16  microelectrodes  on  one
shank and 100 µm distance between the electrodes. Two of
the topmost electrodes (channels 15 and 16) of the probe
were omitted due to setup design and recording apparatus re-
strictions. Electrophysiological recordings were acquired af-
ter the probe was lowered into hippocampus. The location of
the hippocampus, and thus the probe, was estimated based on
CA1 pyramidal cell firing patterns to antidromical stimula-
tion of the commissural efferents of the contralateral CA3 re-
gion. Three measurements were obtained one after the other,
	ܺ,ܻ and ܼ. During a measurement session, stimulation de-
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scribed in [9] was repeated every 10 min. In this paper, we
analyzed three sequential recordings from one rat to investi-
gate the time course of the correlated locations. The data was
collected previously for other research. The full description
of the experimental setup can be found in [9].

The experimental procedures involving animal models
described in this paper follow the international guidelines on
the ethical use of experimental animals, and were approved
by the Provincial Government of Eastern Finland (approval
number 99-61).

The original recordings were sampled at the rate of 12.5
kHz. Signals were filtered with a 50 Hz notch filter and a 7
Hz high pass filter to eliminate AC noise and low frequency
fluctuations, respectively.

III. METHODS

To demonstrate the basic idea, we first analyzed on a
small toy data set with assumed good and weak correlations.
For that, we picked pairs of neighboring channels, ( ଵܺ,ܺଶ),
( ଵܻ, ଶܻ), and (ܼଵ,ܼଶ) from each of three sequential record-
ings, ܺ,ܻ and ܼ and pooled them together.

Next, we analyze the time variant SE and its correlation
from entire recorded data, and present the relations illustra-
tively according to the different levels of correlations. Final-
ly, causality is calculated with a commonly used algorithm,
partial granger causality (PGC), and the results evaluated
jointly.

A. Calculation of time variant SE
SE is generally described as the application of Shannon’s

entropy algorithm on power spectrum. Shannon entropy is
calculated from probability density function (PDF) values of
a time sequence as

ܪ = −∑ ௜݌ log ௜௜݌ , ∋0( 
where ௜ is the probability that an amplitude value occurs in݌
the ith amplitude bin.

SE is calculated from the PDF values in a defined frequen-
cy range. First, power spectrum ܲ( ௜݂) is calculated and nor-
malized with a constant ௡ in the defined frequency bandܥ
[ ଵ݂ 	 ଶ݂] so that the sum of the normalized power spectrum
over the frequency bands is equal to unity.

 ∑ ௡ܲ( ௜݂)
௙మ
௙೔ୀ௙భ

= ௡ܥ ∑ ܲ( ௜݂)
௙మ
௙೔ୀ௙భ

= 1 ∋1( 

Then SE is calculated from the normalized power spec-
trum, and normalized again with log(ܰ[ ଵ݂ , ଶ݂]) to be within
0 < ܵே < 1, where ܰ[ ଵ݂, ଶ݂]	is the total number of frequency
components in the defined frequency band [ ଵ݂ 	 ଶ݂] so that

ܧܵ  = 	 ଵ
୪୭୥(ே[௙భ ,௙మ])

∑ ௡ܲ( ௜݂)
௙మ
௙೔ୀ௙భ

	log( ଵ
௉೙(௙೔)

)− ∋2( 

In this paper, spectral entropy is calculated in the Nyquist
range since the effective bandwidths of the studied signals
were not known.

SE  is  calculated  for  every  0.5  s  time  window  with  50%
overlapping windows to achieve time variant SE. Fig. 1 illus-
trates an exemplary time sequence from a recording and its

time variant SE. In the sequel, we only discuss the time vari-
ant SE.

C. Correlation of time variant SEs
After calculating time variant SEs, we search for the de-

gree of temporal correlations between different pairs, e.g. ܺ
and ܻ of  the  time  variant  SE  time  series.  For  that,  cross-
covariance, -ௌா೉ௌாೊ is estimated at the 0 lag of the previousܥ
ly calculated SEs for the same number of total time win-
dows, .where time variant SE is calculated (4) ,ܯ

ௌா೉ௌாೊܥ = 	 ଵ
ெ
∑ ቀ൫ܵܧ௑,௜ − ௒,௜ܧ௑തതതതത൯൫ܵܧܵ − ௒തതതതത൯ቁெܧܵ
௜ୀଵ , (4(

where ௑തതതതത andܧܵ -௒തതതതത are the sample means of the correspondܧܵ
ing SEs. Thereafter, cross-correlation at lag 0 is estimated as

ௌா೉ௌாೊݎ =
஼ೄಶ೉ೄಶೊ
ఙೄಶ೉ఙೄಶೊ

, ∋4(

where ௌா೉ andߪ -ௌாೊ are the standard deviations of the corߪ
responding SEs.

Figure 1. (A) A short sequence from a neuronal recording. The black lines
indicate the neuronal bursts detected as described by Kapucu et al. [10]. (B)
Time variant SE calculated from the recording in panel (A) with 50% over-

lapping 0.5 s long windows.

D. PGC
Granger Causality (GC) describes if a prediction error of ߝ

the future values of ܻ by  considering  the  past  values  of ܻ
and the past values of ܺ together (full model) is less than the
prediction error considering only the past values of ߝ́	 ܻ (re-
stricted model). If so, the time series ܺ Granger causes the
time series ܻ, .௑→௒ [11]ܥܩ ௑→௒ is defined asܥܩ

௑→௒ܥܩ = log ௩௔௥(ఌ́)
௩௔௥(	ఌ)

 . (6)

PGC was proposed by Guo et al. [12] by extending GC
with the existence of common exogenous inputs and latent
variables driven by ܼ; thus defining the restricted and full
models in (7) and (8), respectively.

ቊ
ܺ௧ = ∑ ܽଵ௜ܺ௧ି௜

௣
௜ୀଵ +∑ ଵܿ௜ܼ௧ି௜

௣
௜ୀଵ + {ଵ௧ݑ}

௧ܻ = ∑ ଵܾ௜ ௧ܻି௜
௣
௜ୀଵ +∑ ݀ଵ௜ܼ௧ି௜

௣
௜ୀଵ + {ଶ௧ݑ}

∋6( 

and

ቊ
ܺ௧ = ∑ ܽଶ௜ܺ௧ି௜

௣
௜ୀଵ +∑ ܾଶ௜ ௧ܻି௜

௣
௜ୀଵ + ∑ ܿଶ௜ܼ௧ି௜

௣
௜ୀଵ + {ଷ௧ݑ}

௧ܻ = ∑ ݀ଶ௜ܺ௧ି௜
௣
௜ୀଵ +∑ ݁ଶ௜ ௧ܻି௜

௣
௜ୀଵ +∑ ଶ݂௜ܼ௧ି௜

௣
௜ୀଵ + {ସ௧ݑ}

, ∋7(

where ௞௧ isݑ  defined  as ௞௧ݑ = ௞௧ߝ + ௞௧ாߝ + ௞௧ாߝ(ܮ)௞ܤ , where
ாߝ  and ௧௅ߝ(ܮ)ܤ  are the residuals of the exogenous inputs and
latent variables, respectively. Covariance matrixes for the

(A)

(B)



indirect interactions, i.e., for the latent and exogenous inputs
are defined for the restricted (9) and full (10) models as

ܵ = ൤ (ݐ1ݑ)ݎܽݒ (ݐ2ݑ,ݐ1ݑ)ݒ݋ܿ
(ݐ1ݑ,ݐ2ݑ)ݒ݋ܿ (ݐ2ݑ)ݎܽݒ

൨, ∋8( 

and 

Σ = ൤ (ݐ3ݑ)ݎܽݒ (ݐ4ݑ,ݐ3ݑ)ݒ݋ܿ
(ݐ3ݑ,ݐ4ݑ)ݒ݋ܿ (ݐ4ݑ)ݎܽݒ

൨, ∋0/(

respectively. Then, the ௑→௒|௓ is calculated asܥܩܲ

௑→௒|௓ܥܩܲ = log ቀௌమమିௌమభௌభభ
షభௌభమ

ஊమమିஊమభஊభభషభஊభమ
ቁ. (11)

IV. RESULTS

 Correlations of time variant SEs are presented in Fig. 2A
and PGCs in Fig. 2B for the small scale toy data. Time vari-
ant SEs are strongly correlated for the neighboring channels
picked from same recording sequence, as expected. Moreo-
ver, the causality values are higher for the same channel
pairs, indicating a causal relation for those pairs.

Interrelation maps were formed according to the correla-
tions of time variant SEs for the entire data set (Fig. 3). We
demonstrated only the relations ௌா೉ௌாೊ > 0.8   with relationsݎ
< ௌா೉ௌாೊݎ  0.9  indicated  by  red  or  blue,  as  also  indicated  on
the measurement probe illustrations (Figs. 3A-3C). Probe
and electrode locations in the hippocampus are illustrated in
Fig. 3D. In each measurement (Figs. 3A-3C), two different
groups were identified based on the strongest relations
However, these two strong groups have also .(ௌா೉ௌாೊ > 0.9ݎ)

weak relations with each other. Actually, the time variant SE
method based interrelation maps (Figs. 3A-3C) clearly indi-
cate two separate connected groups, which correspond to the
anatomical regions CA1 and CA3 of the hippocampus (Fig.
3D). Additionally, the analysis revealed that the strongly
connected group in CA3 region was expanding as the exper-
iment  proceeded,  which  was  probably  due  to  the  effects  of
electrical stimulation during the experiment: briefly, the
strongest groups in the map (ݎௌா೉ௌாೊ > 0.9) were seen to ex-
pand, where also the weaker correlations (ݎௌா೉ௌாೊ <  0.9)
were seen to get stronger.

Figure 2. (A) Correlation results for the small data set calculated based on
time variant SEs. (B) PGCs for the same data set. Channels from same re-

cordings named with same variable names, i.e., X, Y, and Z.

The results of the PCG analysis for the first and third
measurements are shown in Fig. 4. The PGC results of third
measurement (Fig. 4B) with respect to first measurement
exhibit a gradual increase in the PGC causalities between the
channels, from channel 10 down to channel 1, which actual-
ly are included into the large network seen in the SE based
analysis interrelation map in Fig. 3C. Additionally, for the
first measurement, separate groups with interrelations

Figure 3.  (A)-(C)The interrelation maps based on the strongest correlations found in the three in vivo measurements based on time variant SEs. Line width in-
dicates correlation strength. The strongest correlations (ݎௌா೉ௌாೊ > 0.9) indicated by blue or red, and the corresponding electrodes with the same colors on the

schematic illustrations of the electrode shafts. Results for one measurement are presented in each panel correspondingly. (D) A schematic ill ustration of the rat
hippocampus with the locations of the channels 1 and 14 with the hippocampal regions indicated.(Sch-Schaffer collaterals, DG- dentate gyrus).

(A)                                                      (B)

(A)                                              (B)                                           (C)                                                                      (D)



< ௌா೉ௌாೊݎ  0.8,  e.g.,  the  group  formed  by  the  channels  5,  6,
and 7, the group formed by the channels 9 and 10 and the
group formed by the  channels  1  and 2  in  Fig.  3A,  are  also
highlighted in the PGC analysis spatially as channels with
stronger  causal  relations  (Fig.  4A).  In  these  cases,  the  two
methods yielded corroborative results.

Figure 4. (A) PGC analysis results from the first measurement corresponding
to the Fig. 3A for comparison. (B) PGC analysis results from the third meas-

urement corresponding to the Fig. 3C for comparison.

V. CONCLUSIONS AND DISCUSSION

We showed that the novel time variant correlation of
spectral entropy has potential to assess neuronal interrela-
tions. Outcomes of the analysis proposed in this paper pro-
duced corroborative findings with the PGC analysis. On the
other hand, correlation analysis does not provide any infor-
mation on causality, whereas PGC provides causal relations
with an additional feature of eliminating exogenous inputs
and latent variables.

The differences between our and the causality methods
observed do not necessarily mean that either of the findings is
wrong as such; on the contrary, the information derived can
be complementary. If the time correlated spectral analysis
studied here, implied synchrony between different locations
of the hippocampus, the causality and synchronicity could be
studied simultaneously. For example, the relations between
synchrony and causality were studied by Battaglia et al. [13]
and Buehlmann and Deco [14].

This work can be considered as a feasibility study for in-
vestigating the potential of the proposed analysis method.
However, further validation studies e.g. with known neuronal
networks or simulated data is needed. In any case our method
has potential to provide new insights, e.g., in many applica-
tions of microelectrode array neuronal recordings. Especially
the methods can be seen usable in developing neuronal popu-
lations, where synchrony cannot be determined in the early
stages of their development by the means of synchronous
bursts, since such burst appear only later in the development.
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Synchrony and asynchrony are essential aspects of the functioning of interconnected

neuronal cells and networks. New information on neuronal synchronization can be

expected to aid in understanding these systems. Synchronization provides insight in

the functional connectivity and the spatial distribution of the information processing in

the networks. Synchronization is generally studied with time domain analysis of neuronal

events, or using direct frequency spectrum analysis, e.g., in specific frequency bands.

However, these methods have their pitfalls. Thus, we have previously proposed a method

to analyze temporal changes in the complexity of the frequency of signals originating

from different network regions. The method is based on the correlation of time varying

spectral entropies (SEs). SE assesses the regularity, or complexity, of a time series by

quantifying the uniformity of the frequency spectrum distribution. It has been previously

employed, e.g., in electroencephalogram analysis. Here, we revisit our correlated spectral

entropy method (CorSE), providing evidence of its justification, usability, and benefits.

Here, CorSE is assessed with simulations and in vitro microelectrode array (MEA) data.

CorSE is first demonstrated with a specifically tailored toy simulation to illustrate how

it can identify synchronized populations. To provide a form of validation, the method

was tested with simulated data from integrate-and-fire model based computational

neuronal networks. To demonstrate the analysis of real data, CorSE was applied on

in vitroMEA data measured from rat cortical cell cultures, and the results were compared

with three known event based synchronization measures. Finally, we show the usability

by tracking the development of networks in dissociated mouse cortical cell cultures.

The results show that temporal correlations in frequency spectrum distributions reflect

the network relations of neuronal populations. In the simulated data, CorSE unraveled the

synchronizations. With the real in vitro MEA data, CorSE produced biologically plausible

results. Since CorSE analyses continuous data, it is not affected by possibly poor spike
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or other event detection quality. We conclude that CorSE can reveal neuronal network

synchronization based on in vitro MEA field potential measurements. CorSE is expected

to be equally applicable also in the analysis of corresponding in vivo and ex vivo data

analysis.

Keywords: synchronization, spectral entropy, correlation, mouse cortical cells, rat cortical cells, developing

neuronal networks, MEA, microelectrode array

INTRODUCTION

Temporally correlated activity between neurons or neuronal
networks in vivo and in vitro has been vastly studied in terms
of event based synchrony, or synchrony between oscillations
or rhythmic activities in different frequency bands. Salinas
and Sejnowski (2001) argued that the presence of correlations
between the activities of pairs of neurons, or synchrony per
se, is not important in general, since they may arise from
common inputs or synaptic interactions, or from overlapping
perceptive fields, respectively; however, changes in the correlation
structure of a neuronal network reflect changes in its functional
connectivity. Previous studies have shown that the pattern of
synchronization determines the pattern of neuronal interactions,
and that the efficiency of transferred information is also
modulated by synchrony (Buehlmann and Deco, 2010; Battaglia
et al., 2012). Thus, assessing the relations of synchrony is essential
not only for fully developed neuronal networks, such as in the
brain, but also for the assessment of development and plasticity
of cultured neuronal networks.

In the past years, several studies concentrated on quantifying
and analyzing the network relations of cultured neuronal
cells (Garofalo et al., 2009; Mack et al., 2014). Most of the
studies utilized binary analysis based on events, particularly the
occurrences of spikes and bursts. For example, in several studies,
transfer entropy (TE), joint entropy, mutual information (MI),
coincidence index, and event synchrony (ES) were employed on
detected spikes to evaluate network relations (Quiroga et al.,
2002; Garofalo et al., 2009; Ito et al., 2011); however, as stated by
Buzsáki et al. (2012), network relations affect local field potentials
(LFPs) as well.

For brain studies, synchronization, causality, phase and
frequency coupling, or tracking previously defined rhythms,
can reveal network interactions (Ginter et al., 2005; Buehlmann
and Deco, 2010). A review of a few connectivity measures
to assess neuronal activity has been presented by Bastos and
Schoffelen (2016). The amount of propagating activity observed
in different frequency bands (rhythmic activities) or associated
with well-defined electroencephalogram (EEG) rhythms (delta,
theta, alpha, beta, and gamma) is important in interpreting the
results of such a study (Ginter et al., 2005). On the other hand,

Abbreviations: cES, corrected event synchronization; CorSE, correlated spectral

entropy method; DIV, days in vitro; EAP, extracellular action potentials; EEG,

electroencephalogram; ES, event synchronization; eSTD, thresholding at five times

the standard deviation of the background noise; FN, false negative; LFP, local

field potential; MEA, microelectrode array; MI, mutual information; SE, spectral

entropy; STD, thresholding at five times the standard deviation of the signal; TE,

transfer entropy; WGN, white Gaussian noise.

generally in cultured neuronal networks, the different frequency
bands are not as distinguishable as in the brain studies, or
the absence of well-defined rhythms makes the analysis more
challenging. Even though LFPs (or raw recordings that may
include both spikes and LFPs) potentially carry information on
network relations, they are not commonly used for the network
analysis based on microelectrode array (MEA) measurement
data from cultured cells. MEAs are usually used to measure
extracellular field potentials from electrically active tissues and
cell cultures at network and cell levels (Thomas et al., 1972; Gross
et al., 1977; Pine, 1980; Egert et al., 1998). MEA electrodes record
field potentials, e.g., from the neurons in their vicinity, which
can carry contributions from both extracellular action potentials
(EAPs) from individual neuronal cells and lower frequency
contributions originating from neuronal population activity.
Neurons may temporarily arrange themselves into synchronous
functional ensembles to perform a given task. These ensembles
may be volatile and only exist for short periods of time before new
ensembles with partially different subsets of neurons are formed.
Connected neuronal ensembles are thought to operate at certain
frequencies (for general references, see Buzsáki and Chrobak,
1995; Penttonen and Buzsáki, 2003; Buzsáki and Draguhn, 2004).
Consequently, frequency domain analysis has potential to obtain
novel information also from cell cultures (Jarvis and Mitra, 2001;
Brown et al., 2004). Frequency spectrum analysis may also be a
good alternative in cases with unreliable spike detection either
due to low amplitude spikes in noise or conflicting results from
different spike detection algorithms.

Drawing from above, we have hypothesized that also temporal
correlations of the frequency spectrum distributions could
reflect the network relations of neuronal populations (Kapucu
et al., 2016a). Intuitively, this is motivated by the possibility
that measurements from functionally connected neuronal
populationsmay be quite different if only time domain properties
were considered. For analyzing the functional connectivity of
a network, techniques quantifying the spectral properties of
neuronal ensemble activity provide promising alternatives to
the methods assessing the couplings or correlations between
specific rhythms or frequencies. Spectral entropy (SE) quantifies
the regularity, or complexity, of a signal based on its frequency
dynamics. SE is a frequency based realization of Shannon’s
entropy algorithm (Shannon, 1948), which was previously used
for analyzing certain neuronal events, such as burst suppression,
and for the EEG based assessment of the depth of anesthesia
(Viertiö-Oja et al., 2004). In our previous work (Kapucu et al.,
2015), we utilized SE and sample entropy to quantify in vivo
and in vitro neuronal bursts according to their complexities,
and demonstrated similarities in the complexity values of bursts
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from neighboring channels. Also in Kapucu et al. (2016a), we
tested the feasibility of SE for the assessment of synchronization.
However, the method was never validated with simulations and
its true applicability was not demonstrated with larger real
measurement datasets. An earlier study of the relations between
the synchronization and the activity level, as well as the relations
between synchronization and connectivity levels (Chawla et al.,
1999), was also a motivation for the evaluation of CorSE with
different levels of connected networks.

In this paper, we expand the original idea proposed by
Kapucu et al. (2016a) and investigate the benefits of SE time
course correlation analysis as a tool for analyzing synchronization
by analyzing a larger set of data. Here, we also name the
proposed method CorSE. Firstly, we illustrate CorSE with a toy
simulation of neuronal ensembles (Montgomery, 2014). Next,
we validate our method with simulated MEA data produced
with computational integrate-and-fire model based neuronal
networks with known connectivity levels. The results of CorSE
are compared to and assessed together with the results from three
existing event based synchronization assessment algorithms, ES
(Quiroga et al., 2002), MI (Gray, 1990), and TE (Schreiber, 2000).
Finally, we demonstrate the applicability of CorSE with MEA
data measured from cultured rat cortical neurons with different
activity levels, and with MEA data measured from a developing
network of mouse cortical neurons.

MATERIALS AND METHODS

Biological Data
In vitro MEA experiments were performed with dissociated rat
and mouse cortical cell cultures. The data from dissociated rat
cortical cells was originally collected for a previous study (see
the details given by Weihberger et al., 2013); animal treatment
was according to the Freiburg University (Freiburg, Germany)
and German guidelines on the use of animals in research.
Briefly, rat cortical cells were obtained from prefrontal cortical
tissue of newborn Wistar rats and plated on MEA plates, which
consist of 60 titanium nitride electrodes of 30µm diameter and
200µm interelectrode spacing on an 8 × 8 rectangular grid
with corner electrodes missing (model: 60MEA200/30iR, Multi-
Channel Systems MCS GmbH, Reutlingen, Germany). Seeded
cell density was approximately 1250 cells/mm2. After 4 weeks of
culturing, the cultures were considered mature (Wagenaar et al.,
2006) and recordings were conducted inside a dry incubator.

To assess in vitro network development over time,
commercially available mouse cortical cells (A15586, Gibco,
Thermo Fisher) were plated on MEAs similar to those described
above. Briefly, the MEAs were coated with poly-L-lysine and
laminin, and the cells were sowed as droplets on to MEA plates
for culturing (Wagenaar et al., 2006). Electrophysiological data
were recorded three times a week starting from 4 days in vitro
(DIV) until the 29th DIV. Every recording lasted for 5 min.

The recordings from rat cortical cell cultures were analyzed
using the different synchronization assessment methods
considered in this paper. All in vitro data was first filtered with
a 50 Hz notch filter and 7 Hz high pass filter to alleviate the
powerline noise and low frequency fluctuations, respectively.

For the analysis methods that are based on spike time stamps,
spikes were detected using two thresholding methods to evaluate
the effects of different spike detection methods on the results
of the synchronization assessment algorithms: spike detection
thresholds were set to five times the standard deviation of the
signal, or at five times the estimated standard deviation of the
background noise of the band pass filtered signal as proposed
by Quiroga et al. (2004). Here, the different thresholding
methods are denoted by STD and eSTD, respectively. CorSE was
employed to demonstrate the tracking of network development
in the mouse cortical cell cultures. Since CorSE operates on
the measured signals themselves (either raw or filtered), spike
detection was not performed.

Two cultures were selected for the analysis according to the
number of active locations where spiking activity was observed
according to a house made rule of 50 spikes per 300 s (Kapucu
et al., 2012, 2016b) so that the chosen MEAs had different
numbers of active locations. The analyzed cultures are denoted
by MEA1 and MEA2. The MEA1 had 32 or 37 active sites as
calculated with STD and eSTD, respectively, and MEA2 had 15
or 12 active sites as calculated with STD and eSTD, respectively.

Simulated Data
Toy Simulations of Correlated Time-Variant SEs
A toy simulation of a MEA signal was generated to illustrate
and explain the proposed SE based synchronization assessment
method CorSE. Here, MEA measured neuronal unit activities,
i.e., EAPs, and the average activity of neuronal ensembles, i.e.,
LFPs, were simulated as cardinal Sine, i.e., Sinc waves, and
oscillation of Sines, respectively (see Montgomery, 2014 for
the Sine wave representation of LFPs), to generate a simulated
population signal as seen via an electrode. In such a model,
neuronal synchronization between two populations was defined
as simultaneous activity of neuronal ensembles in a simple way:
when a number of neuronal ensembles (illustrated with green,
red, and blue color filled ellipses in Figure 1A) activated in a
population, the same number of neuronal ensembles was also
activated in the other population, i.e., the model assumes that all
the active neuronal ensembles are connected to other ensembles
in the other population. Three populations were simulated with
two of them (populations 1 and 2) fully synchronous with each
other, and the third population (population 3) independent of the
other populations (Figure 1A).

Simulated signals were generated in 1 s sections which
were simply concatenated to form a simulation of a 3 min
measurement. For each 1 s section, a random number of
constituent Sine signals, and a random number of Sinc signals,
were generated and summed together. The sampling rate for
the generated signals was 1 kHz. The number of constituent
Sine signals was evenly distributed between 5 and 10, and the
number of constituent Sinc signals evenly distributed between
0 and 10. The oscillation amplitudes, frequencies, and phases
were randomly selected and evenly distributed. To generate the
two connected populations, whenever a Sine or Sinc appeared in
one of them, a Sine or Sinc, respectively, appeared also in the
other population, both with independently random amplitudes,
frequencies, and phases. The signals for the unconnected
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FIGURE 1 | The toy simulation of three populations with time

correlated spectral complexities. (A) Three populations; populations 1 and

2 have mutually correlated spectral complexities in time and population 3 not.

Green, red, and blue color filled ellipses are illustrated neuronal ensembles. (B)

Sample 10 s simulations exhibiting EAPs, from 1st, 2nd, and 3rd populations.

population were generated independently of the other two
populations.

The simulations were implemented in Matlab (MathWorks,
Inc., Natick, MA, USA). A large data set of 1000 triplets
of populations 1, 2, and 3 was generated, each simulated
signal corresponding to a 3min recording. To investigate the
functioning of the methods with either LFPs or EAPs or both,
signals with five different EAP-LFPs power ratios PEAPs/LFPs = 0,
10, 20, 50, and 100% were generated (PEAPs and PLFPs denote the
total estimated powers of the summed constituent Sinc and Sine
signals, respectively).

Statistical validation was approached by calculating all
pairwise synchronizations between all 1000 simulated recordings
in all three populations, and by calculating statistics for the
signals from the two connected populations to express detected
synchronization vs. the synchronization between signals from the
unconnected populations.

Simulations with Integrate-and-Fire Model Based

Neuronal Networks
The computational neuronal network simulation was based on
the model introduced by Tsodyks et al. (2000). The networks

consisted of integrate-and-fire neurons with short-term plastic
synapses, and exhibited clear population bursts. The parameters
employed for neurons and synapses were the same as in Tsodyks
et al. (2000). To introduce spontaneous activity in the network,
the neurons were driven with white noise current. Three-minute
MEA measurements were simulated.

The simulated networks consisted of two populations.
Each population consisted of 50 neurons, of which 40 were
excitatory and 10 inhibitory. Each population was internally fully
connected, but without autapses. Simulations were conducted
at five inter-population connectivity levels, 0, 10, 20, 50, and
100%, between the two populations. Hundred percent connected
populations correspond to one population twice the size of the
original populations. Here, the percentages give the probabilities
for one neuron to be connected to another neuron in the
other population. Hundred pairs of populations were simulated
for each inter-population connectivity level. The weights of
all connections were tuned so that the mean spike rate in a
population would not vary highly between the simulations with
different levels of connectivity, resulting in the mean spike rate of
39–45 spikes/second in a simulation.

The NEST simulator (Gewaltig and Diesmann, 2007) was
used to provide spike time stamps of the EAPs of the individual
neurons. From the time stamps, artificial MEA recordings were
constructed to simulate rawMEA recordings: the time resolution
of the simulation was 1 ms, and a single spike was recorded for
a one-millisecond time bin if any number of individual spikes
appeared during the bin (Figure 2A). Thereafter, a Sinc function
with random parameters, similarly as in the toy simulation, was
formed for each spike and located in time with the maximum
at the spike time point. The generated Sinc signals, peaking in
general at different points in time, were summed to generated an
EAP signal. Basically, a Sinc kernel can be used to reconstruct
a sampled signal (Blanche and Swindale, 2006) or a population
activity (Nawrot et al., 1999), but here we intended not to
reconstruct the original recording from its samples, but instead to
obtain a continuous function based on the simulated spike time
stamps. We call these simulated signals artificial raw recordings
(c.f., Figure 2B).

Artificial LFPs were added to the EAP simulations as
described in Section CorSE, SE Based Synchronization Analysis
(c.f., Figure 2B). Simulations were conducted at PEAPs/LFPs ≈

20% and PEAPs/LFPs ≈ 50%, to roughly correspond to two
difference scenarios of background noise and activity levels vs.
action potential amplitudes. Thereafter, to make the simulations
more realistic, white Gaussian noise (WGN) was added to the
generated artificial raw signals for all cases simulated. WGN was
added to obtain signal to noise ratios (SNRs) of 50% and 20%,
as calculated by SNR = 100 · PEAPs/PWGN , where PEAP is the
estimated power of a generated artificial recording, and PWGN is
the estimated power of the added WGN.

CorSE, SE Based Synchronization Analysis
Shannon Entropy
Entropy in the context of information theory was introduced by
Shannon as a measure of uncertainty (Shannon, 1948). Shannon
entropy is defined as
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FIGURE 2 | Computational neuronal network simulation. (A) Any number of spikes in a time bin is counted as one population spike in that time bin. (B) A Sinc

function with random parameters (black) is placed at each population spike (red) forming the EAPs. Thereafter, artificial LFPs are simulated by additive Sine functions

with random parameters. Artificially created EAPs with and without LFPs for population signaling are plotted with blue. Illustrative signal construction and the resulting

exemplary signals can be seen on the left and right-hand panels respectively.

H = −
∑

i

pi log pi, (1)

where pi is the probability that an amplitude value occurs in the
ith amplitude bin, and is given by the probability density function
of the time series.

SE
We calculated SE as Shannon’s entropy on power spectrum as
described by Viertiö-Oja et al. (2004): SE was calculated by first
obtaining the frequency spectrum of the time series x(n), sampled
at discrete time points n, by fast Fourier transform X

(

f
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at
frequency points f (2) with bold denoting a vector.
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The power spectrum is given by
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where X∗
(

f
)

is the complex conjugate of X
(

f
)

. Here, power
spectrum was estimated by Welch periodogram with a Hann
window of a preset length of 0.5 s and 50% window overlap to
provide a smoother transition between windows and to increase
temporal resolution.

Power spectrum was normalized with a constant C
for the Nyquist frequency range at K frequency points

[

f1, . . . , fk, . . . , fK
]

so that the sum of the normalized power
spectrum Pnorm
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equaled unity (4).
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SE S was calculated from the normalized power spectrum as

S =

fK
∑

fk=f1

Pnorm
(

fk
)

log

(

1

Pnorm
(

fk
)

)

, (5)

and S was normalized to reside between 1 and 0 by

Snorm =
S

log (K)
(6)

In the sequel, SE is always considered to be the normalized SE
Snorm.

Correlation of SEs
Here, we quantify the synchronization of signals by the
correlation of the temporal changes of their spectral contents.
This is obtained by calculating SEs in time windows, and
the degree of common temporal changes for different sites in
the neuronal network is assessed by calculating cross correlations:
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the cross covariance CSxSy (t, t + τ) of the SEs Sx and Sy of
the signals x and y, respectively, describes how well the SE
of the signal y at time t + τ is correlated with SE of the
signal x at time t. Here, the sample cross correlations were
estimated using the crosscorr function of Matlab (Chatfield,
2003). With O the number of time windows in which SEs
were calculated, and i the index of a 0.5 s long time window,
{(

Sx,i, Sy,i
)

; i = 1, 2, . . . , O
}

, cross covariance at the lag l = 0
is given by

CSxSy =
1

O

O
∑

i= 1

((

Sx,i − Sx
) (

Sy,i − Sy
))

, (7)

where Sx and Sy are the sample means of the corresponding SEs.
The cross correlation rSxSy at lag l = 0 is then estimated as

rSxSy =
CSxSy

σSxσSy
, (8)

where σSx and σSy are the standard deviations of the
corresponding SEs. SE cross correlation (8) values at lag zero
of the were used to assess the level of synchronization between
pairs of channels, i.e., CorSE between signals x and y is given by
CorSExy = rSxSy .

Known Event Based Methods Used for
Comparison
For comparisons with CorSE, we implemented three commonly
used event based synchronization assessment algorithms: ES
(Quiroga et al., 2002), MI (Gray, 1990), and TE (Schreiber, 2000).
Comparisons weremade based on the results of all the algorithms
considered for the computational neuronal network simulations
and for the rat cortical cell recordings. EAPs detectable in these
signals were taken as the events for the three event based
algorithms considered. The spikes, i.e., EAPs, in both the artificial
recordings and in real MEA recordings were detected with
two different threshold based spike detection methods, STD
and eSTD, as described in Section Biological Data, resulting
in sets of binary strings as the inputs to algorithms. With the
artificial recordings, the effects of added LFPs and WGN on
the spike detection, and the consequences on the event based
synchronization assessment algorithms, were also evaluated.

ES, introduced by Quiroga et al. (2002), measures
synchronization based on quasi-simultaneous appearance
of events. As an initial step, the ES algorithm finds from the
time series x and y the maximum time period τ i,j between two
consecutive spikes so that the two spikes occurring at times txi
and t

y
j in signals x and y, respectively, where i and j are spike

indexes, can be considered simultaneous, by calculating the local
spike appearances:

τi,j =
min

{

txi+ 1 − txi , t
x
i − txi− 1, t

y
j+ 1 − t

y
j , t

y
j − t

y
j−1

}

2
. (9)

Then, cross covariance Cx|y is defined as the number of times a
spike appears in x within τ i,j after a spike has appeared in y, as:

Cx|y =

Mx
∑

i=1

My
∑

j=1

Ji,j, (10)

where Mx and My are the total numbers of events for x and y ,
respectively, and

Ji,j =











1, 0 < txi − t
y
j < τi,j

1
2 , txi = t

y
j

0, otherwise.

(11)

Finally, synchronization is given by

Q =
Cx|y + Cy|x
√

MxMy
. (12)

The algorithm in its original form did not have a requirement for
the minimum number of events to consider; thus, two time series
with even one simultaneous detectable event could be considered
as fully synchronized. To circumvent this for MEA recordings,
we employed the in-house criterion of minimum 50 spikes in
300 s, as in Kapucu et al. (2012) and Kapucu et al. (2016b), for the
data to be analyzed. This eliminates unjustified synchronizations,
which could be caused by coincidentally appearing rare events.
We named the modified algorithm the corrected ES (cES)
method.

The next method we used for comparisons was the
well-known mutual information (MI) (Gray, 1990), which
has been widely employed in many studies to quantify
dependencies between time series or specifically for quantifying
synchronization (Garofalo et al., 2009; Salazar et al., 2012).
MI (13) is calculated by considering both single and joint
probabilities of events in two time series x and y.

MIxy =
∑

e
y
i ∈y

∑

exi ∈x

p(exi , e
y
i ) log

(

p(exi , e
y
i )

p(exi )p(e
y
i )

)

, (13)

where exi and e
y
i are ith single events occurring in the signals

x and y, respectively, p(exi , e
y
i ) is the joint probability density

function, and p(exi ) and p(e
y
i ) are the single probabilities. Mutual

information is a symmetric measure, i.e.,MIxy = MIyx .
The last algorithm is transfer entropy (TE), which extends

the concept of MI to conditional properties by considering the
history of the influenced information (Schreiber, 2000). In other
words, TEy→x measures the increase in predictability of knowing
the future and the past of x, once y is known. TE can be calculated
as

TEy→x =
∑

exi ,e
y
i

p
(

exi+1, e
x
i , e

y
i

)

log

(

p
(

exi+1|e
x
i , e
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i

)

p
(

exi+1|e
x
i

)

)

, (14)

where in addition to the parameters defined above, p
(

exi+1|e
x
i

)

denotes the conditional probability of observing the state exi+1
after exi .
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TE (15) was calculated in one-millisecond signal bins for
delays up to three bins, and the maximum value of TE was
considered as given in Ito et al. (2011).

TEy→x =
∑

exi ,e
y
i

p
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exi+1, e
x
i , e

y

i+1−d

)

log


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x
i , e

y

i+1−d

)

p
(

exi+1|e
x
i

)



 ,

(15)
where d is the time delay. Since TE is asymmetric and we did
not consider the directionality, we considered the maximum
TE value obtained between the channel pairs, i.e., TE =

max(TEy→x,TEx→y).

Assessment of the Toy Simulations
To present the results of the toy simulation, it is necessary to
define the detection of correct synchronization, false positive
synchronization, and false negative synchronization, and to
calculate their rates. Here, synchronization is detected correctly if
CorSE between populations 1 and 2 is larger than CorSE between
populations 2 and 3, and larger than between populations 1 and
3, i.e., when CorSEXY > CorSEXZ and CorSEXY > CorSEYZ . In
this case, populations 1 and 3, and populations 2 and 3 are not
deemed synchronized. False negative synchronization is detected
when the true synchronization is missed, i.e., when either CorSE
between populations 1 and 3, or between populations 2 and
3, is greater than or equal to CorSE between populations:
CorSEXY ≤ CorSEXZ and/or CorSEXY ≤ CorSEYZ . False positive
synchronization is detected when either populations 1 and 3, or
populations 2 and 3 are deemed synchronized. In all cases of
false positive detection, the true synchronization is also missed.
Vice versa, in all cases of false negative synchronization, a false
positive synchronization is detected. Thus, due to the system
of populations in Figure 1, and the synchronization criterion
applied, the false positive and false negative rates are equal.

Comparative Assessment of the Analysis
Methods for MEA Recording Analysis
For comparing the synchronization values obtained with
the different methods considered, we first calculated the
synchronization between each electrode pair, and thereafter
created adjacency matrixes of the synchronization values. In
Figures 5, 6, the matrixes are arranged for better visualization
according to the ascending channel numbers on a MEA plate,
e.g., channel 12 is located at (1,2) on an 8 × 8 MEA layout. In
each matrix, the values were normalized respect to the maximum
of the matrix to form a color scale. This was done to make the
locations of the maximally synchronized electrode pairs more
easily comparable between the different methods.

Since the signals were recorded from unguided neuronal
cells that freely form networks on the MEA plates, there
was no ground truth available on the actual connections or
synchronization between the neuronal populations. However, we
compared the results from the different algorithms based on a
fixed number of most synchronized channel pairs according to
each algorithm, i.e., the strongest synchronizations; to illustrate
the differences in the results of difference algorithms, the 40

strongest synchronizations were found using each algorithm for
MEA1, and the 20 strongest synchronizations for MEA2.

Also, we evaluated the similarity of the synchronization
based functional connectivity results of the algorithms. Here,
we considered the measurement channels as nodes and
synchronized channel pairs as links. The results are presented
as the numbers of links and nodes common between the results
from the different methods, when considering only 10, 20, ...,
or 50 strongest synchronizations found with each algorithm, i.e.,
synchronizationmaps were drawn with eachmethod, and similar
findings between pairs of methods were reported by plotting
the numbers of the found common nodes and the numbers
of common links as functions of the number of the strongest
synchronizations considered.

RESULTS

Toy Simulation Analysis Results
The Results from the analysis of the toy simulations with 1000
triplets indicate that CorSE was able to clearly distinguish the two
populations with time correlated frequency distributions from
the population pairs that did not have the correlated frequency
distributions by design. In Table 1, results are shown for the
model with LFPs, with EAPs, and for a model with both LFPs
and EAPs with different PEAPs/LFPs s (see Section SE). It is seen
from Table 1 that over 96% of the cases were correctly identified
as synchronized, and the results show consistent performance
regardless of the EAP-LFP power ratio considered. In summary,
the results in Table 1 demonstrate that the method can detect
synchronization in the case simulated.

Integrate-and-Fire Model Simulation
Analysis Results
We assessed the simulated integrate-and-fire model based
computational neuronal networks with CorSE and compared
the results with the three different event based synchronization
assessment algorithms described in Section Known Event Based
Methods Used for Comparison. Firstly, in Table 2, we present the
spike detection results employing two different spike detection
methods, i.e., STD and eSTD, and with respect to the different

TABLE 1 | Synchronization detection rates based on 1000 simulation of

the toy model signal analysis with different EAP-LFP power ratios.

Simulated EAP-LFP

power ratio

Synchronization False positive rate;

detection rate (%) false negative rate (%)

PEAPs/LFPs ≈ 100%

(EAPs only)

99.8 0.2

PEAPs/LFPs ≈ 504% 97.9 2.1

PEAPs/LFPs ≈ 20% 97.1 2.9

PEAPs/LFPs ≈ 10% 96.7 3.3

PEAPs/LFPs ≈ 0%

(LFPs only)

99.5 0.5

X, Y, and Z, denote the recorded signals from the populations 1, 2, and 3 respectively,

with onlyX andYwithmutually correlated frequency distributions. For this analysis system,

false positive rate is equal to false negative rate.
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TABLE 2 | Spike detection performances using STD and eSTD for the

artificially generated MEA signals.

Spike detection Added PEAPs/LFPs (for LFPs); False negative

method signal SNR (for WGNs) (%) rate (%)

STD LFP ∼50 64

∼20 97

WGN 50 90

20 99

eSTD LFP ∼50 45

∼20 96

WGN 50 87

20 99

EAP-LFPs power ratios considered, as well as different with
levels of added WGN. Table 2 shows the approximate mean
values in percentages for false negative (FN) detections, i.e.,
the missed spikes for all 1000 artificial recordings created from
100 simulations for each five connectivity levels. False positive
detection, i.e., detected spurious spikes, were observed very rarely
and could be considered negligible in all cases. Results are given
for the both spike detectionmethods for PEAPs/LFPs ≈ 20 and 50%,
as well as for SNRs of 20 and 50%. The results in Table 2 indicate
that both additive LFPs and WGN greatly affect spike detection,
which is natural; the phenomenon occurs in all thresholding
based spike detection systems, since with increasing LFP and/or
WGN power, more and more spikes fall below overall noise
level and cannot be detected by thresholding, and subsequent
analysis is done based on only the detectable spikes. In practice
in general, the FN detections correspond to the action potentials
from neurons far away from the measurement electrode, so that
the action potential amplitudes fall below the general noise level;
such neurons are naturally more abundant than the neurons in
the close vicinity of the electrode.

Next, we evaluated the synchronization values obtained
by the different algorithms for the different connectivity
levels. Exemplary raster plots for individual neurons and
their corresponding artificial population activity for different
connectivity levels are presented on the left-hand and right-hand
panels of Figure 3, respectively. By visual inspection, inter- and
intra-population synchronization can be observed in the left-
hand panels of Figure 3. In Figure 4, we present the calculated
synchronicities from the artificial recordings in the left-hand
panels, and the corresponding sample signals in the right-hand
panels. Figure 4A presents the synchronicities calculated from
the artificial recordings with only EAPs (see the right-hand panel
for an exemplary 2 s signal segment). Synchronization values
calculated by all the algorithms increase with the increasing
connectivity, except for the connectivity levels 50 and 100%
for all other methods than CorSE. CorSE was the only method
showing monotonous increase in the synchronization when the
connectivity increased for the considered connectivity values.

Figures 4B,C presents the synchronicities calculated from the
artificial recordings with EAPs and added fully synchronized

LFPs. Comparisons between the results with the EAP-LFP
power rations PEAPs/LFPs ≈ 20% vs. 50%, and PEAPs/LFPs ≈

20% vs. 20% can be seen in Figures 4B,C, respectively. With
the added artificial LFPs (see Figures 4B,C right-hand panels for
exemplary 2 s signal segments with PEAPs/LFPs ≈ 50 and 20%,
respectively), the synchronization levels detected with the event
based algorithms were noticeably smaller than those detected
with CorSE as predictable from the FN spike detection rates
shown in Table 1. With LFPs or WGN (Figures 4B–E), it is
observed that the increased connectivity did not always lead
to increased observed synchronization. Results indicate that
the spike detection performances have a strong influence on
the synchronization results of the event based algorithms,
as expected. In contrary, although synchronization values of
the artificial recordings measured with CorSE changed with
the superimposed LFPs, the correlation between the increased
synchronization and the increased level of connectivity is
somewhat preserved and the behavior between simulations
remained similar.

Figures 4D,E shows the synchronicities calculated from the
artificial recordings with EAPs and added WGN. The results
from the different SNR values, 50 and 20%, are presented
in Figures 4D,E, respectively, whereas right-hand panels again
show corresponding exemplary 2 s signal segments. Adding
WGN greatly decreased the synchronization detected by the
event based algorithms (c.f., Figures 4D,E). On the other hand,
to compare, cES presented better performance in distinguishing
the relation between the increasing levels of connectivity and
synchronization. Synchronization values calculated by CorSE
changed much less due to WGN than those for the event
based methods. Even though CorSE was still able to distinguish
the unconnected (0% level connectivity) populations from the
connected populations, it cannot distinguish the different levels
of connectivity; especially with the lower SNR.

In conclusion, CorSE was applicable in determining the
level of synchronization according to the level of population
connectivity not only for the simulated recordings which solely
consisted of EAPs, but also in presence of LFPs. CorSE was also
usable for functional connectivity assessment to distinguish the
connected and unconnected populations in low SNR conditions
caused by high WGN power.

MEA Recordings
We present the results of different synchronization assessment
algorithms applied on rat cortical network measurement data
(MEA1 and MEA 2) in different forms: First, we demonstrate
the obtained synchronization values for the different methods as
adjacency matrices (Figures 5, 6). Then, the most synchronized
channel pairs found with different methods are presented
(Figures 7, 8) on the MEA layout. Finally, we compare the
most synchronized channel pairs found by different algorithms
(Figures 9, 10). To see the effects of the different spike detection
methods, the results employing both spike detection methods
(STD and eSTD) are presented for the event based algorithms
(Figures 5–10).

Adjacency matrices present an overview of the found
synchronicities. For MEA1, the highest synchronization was
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FIGURE 3 | Exemplary raster plots with the increasing connectivity. Left-hand panels show individual spike activity of 100 neurons for 10 s. Spikes from the two

different populations are shown with different colors. Right-hand panels show the artificial recordings calculated from the corresponding population spike activity. The

artificial recordings are shown for (A) 0%, (B) 50%, and (C) 100% neuronal connectivity.

found between the channels 56 and 67 (represented in Figure 5

as (5,6) and (6,7), respectively, in the sequel similarly) by
CorSE, and the TE (with eSTD) and MI (with eSTD) methods
(Figures 5B–D). The rest of the methods resulted in different
maximally synchronized culture locations. For MEA2, the
highest synchronization was found between the channels 73 (7,3)
and 83 (8,3) by CorSE, and the MI (with STD and eSTD) and cES
(with STD and eSTD) methods (Figures 6B,D,E).

For further comparisons between the algorithms and to
demonstrate the most synchronized channel pairs (strongest
synchronizations), the 40 strongest synchronizations for MEA1,
and the 20 strongest synchronizations for MEA2, are shown in
Figures 7, 8, respectively. The different algorithms found most
synchronized channel pairs differently. Moreover, the different
spike detection methods change the results of the event based
synchronization assessment algorithms as can be seen also from
Figures 5, 6. Among all algorithms considered, the results of
the TE and MI methods are most similar where CorSE has
more common outputs with both the TE and MI methods
compared to the output of the cES method. For example, there
are channels with more links than the others; in other words,
network locations acting as hubs (see Figures 7, 8), such as
channels 56 and 67 found by the TE and MI methods (with both
spike detectionmethods) and CorSE as the top two channels with
the highest numbers of links for MEA1. The cES method found
channels 55 and 27 (with eSTD), and 83 and 51 (with STD) as
the top two hub channels. For MEA2, channel 75 was a channel
that could be considered a hub found by the TE and MI methods
(with both spike detection methods) and CorSE, but again not by
the cES method.

To assess the common aspects of the results produced
with the difference algorithms in more detail, the number
of common nodes (channels) and common links (pairwise

synchronizations) are plotted according to the number of
strongest synchronizations (Figures 9, 10). The results show
that for MEA1 and using eSTD, all the algorithms found
approximately a similar number of common nodes (Figure 9C),
alike for MEA2 with either STD or eSTD (Figures 10C,D).
However, the numbers of found common links between the
common nodes show more dependence on the method used
(Figures 10A,B). The results from the TE and MI methods
had the most common links, and CorSE found more common
links with these two algorithms than the cES algorithm
did.

Finally, we present the results of CorSE in unraveling a
developing mouse cortical neuron network. Figure 11 presents
the development of a network between the 13th and 29th DIV.
Channel pairs with synchronizations exceeding an arbitrary
threshold (CorSE > 0.5, selected for illustrative purposes)
are illustrated. The first links were seen on the 13th DIV,
and thereafter the network gradually expanded while also
synchronizations between all the channels were getting stronger,
with the strongest network synchronizations found on the 22nd
DIV (see Figure 12). The mean values of synchronizations
between all the channel pairs (in total 1770 links) were calculated
during the development of the network (see Figure 12). The
results show that the mean values of all the synchronizations
were also correlated with the number of channel pairs with
synchronizations greater than CorSE > 0.5; in other words,
the overall network synchronization strength followed the
same trend with the observed channel pairs. Synchronization
between some channels varied for different measurement days.
A noteworthy example for this case is the smaller network that
appeared on the 25thDIV, could not be observed on the 27thDIV,
and reappeared on the 29th DIV with a stronger synchronization
(Figure 11).
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FIGURE 4 | The synchronization results by the different algorithms for the different connectivity levels. Left-hand panels present the synchronicities

calculated for the artificial recordings by CorSE (red) and cES (blue) methods (left vertical axis), and TE (black) and MI (green) methods (right vertical axis). For the event

based methods, the line types indicate the spike detection method used: STD (solid), and eSTD (dashed). The right-hand panels show exemplary 2 s signal segments

with EAPs (orange), and LFP or WGN (blue) signal components. The left-hand panels: (A) Synchronicities calculated from the artificial recordings with only EAPs. (B)

The synchronicities calculated from the artificial recordings with both EAPs and LFPs with PEAPs/LFPs ≈ 50 % for one population and PEAPs/LFPs ≈ 20 % for the

other. (C) Synchronicities calculated from the artificial recordings with both EAPs and LFPs with PEAPs/LFPs ≈ 20 % for both populations. (D) Synchronicities

calculated from the artificial recordings with EAPs and added WGN with SNR = 50 %. (E) The synchronicities calculated from the artificial recordings with EAPs and

added WGN with SNR = 20 %.
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FIGURE 5 | Adjacency matrixes of the synchronization values given by the different algorithms for MEA1. (A) MEA layout. The synchronization values

calculated with (B) CorSE, (C) TE with eSTD (left) and with STD (right), (D) MI with eSTD (left) and with STD (right), and (E) cES with eSTD (left) and with STD (right).

The color scales are normalized for each matrix separately regarding to the maximum value obtained.
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FIGURE 6 | Adjacency matrixes of the synchronization values given by the different algorithms for MEA2. (A) MEA layout. The synchronization values

calculated with (B) CorSE, (C) TE with eSTD (left) and with STD (right), (D) MI with eSTD (left) and with STD (right), and (E) cES with eSTD (left) and with STD (right).

The color scales are normalized for each matrix separately regarding to the maximum value obtained.
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FIGURE 7 | The 40 most synchronized channel pairs (strongest synchronizations) calculated for MEA1. (A) MEA layout. The strongest paired channels and

their links found by (B) CorSE, (C) TE with eSTD (left) and with STD (right), (D) MI with eSTD (left) and with STD (right), and (E) cES with eSTD (left) and with STD (right).
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FIGURE 8 | The 20 most synchronized channel pairs (strongest synchronizations) calculated for MEA1. (A) MEA layout. The strongest paired channels and

their links found by (B) CorSE, (C) TE with eSTD (left) and with STD (right), (D) MI with eSTD (left) and with STD (right), and (E) cES with eSTD (left) and with STD (right).
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FIGURE 9 | The number of common nodes (channels) and the number of common links (pairwise synchronizations) as a function of the number of

synchronizations for MEA1. The number of common links found by the different algorithms using (A) eSTD and (B) STD based spike detection. The number of

common nodes found by different algorithms using (C) eSTD and (D) STD based spike detection.

DISCUSSION

We have previously shown the feasibility of our correlated
spectral entropy method CorSE for the assessment of
synchronization (Kapucu et al., 2016a). In this paper, we
have not only presented the usability of the method with larger
real data, but we have made simulations justifying our concept
and algorithm. For that, we realized both a toy simulation and
simulations based on a widely used computation neuronal
network model. The results of the simulations showed that it
was possible to distinguish and assess the synchronization and
connectivity strengths in neuronal populations by assessing the
synchronization via the time correlated complexity measure
CorSE.

In practice, in addition to biological sources, many other
sources contribute to the measured electrophysiological signals.
Any sources of noise that are not biological, e.g., artifacts
and electrical interference, might influence the results of the
algorithms employed. To assess this, we also performed the
simulations with additive white Gaussian noise. Increasing the
level of noise naturally had a negative effect on the results,
as expected. Clearly, with the increasing noise level, more

spikes were missed during spike detection, and the employed
event based synchronization measures were more likely to
fail. Concerning CorSE, increasing the level of noise had
an effect on the uniformity of the spectral distribution, and
thus on the synchronization measure. However, simulations
showed that even with the increasing noise, it was still
possible to distinguish between the connected and unconnected
populations, even though the level of connectivity strength was
not distinguishable anymore. Here, it may be noted that in
all the event based synchronization assessment algorithms in
the literature, anything other than detectable spikes is generally
considered as biological “noise” (Obien et al., 2015), and a
reasonable amount of information from LFPs is omitted. CorSE
takes also LFPs into account in synchronization assessment.
Thus, we observed the effects of different power ratios of
EAPs and LFPs on the detected synchronization: the results
showed that CorSE can assess the level of connectivity under
the effects of synchronized LFPs. In contrary, since LFPs are
considered as biological “noise” by the event based analysis,
signals with different power ratios of EAPs and LFPs affect
the spike detection accuracy, and thus the results of these
algorithms.
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FIGURE 10 | The number of common nodes (channels) and the number of common links (pairwise synchronizations) as a function of the number of

synchronizations for MEA2. The number of common links found by the different algorithms using (A) eSTD and (B) STD based spike detection. The number of

common nodes found by different algorithms using (C) eSTD and (D) STD based spike detection.

For the rat cortical cells used in this study, the mutual
information and transfer entropy algorithms showed the most
corroborative results, as expected, since the two methods
are based on the same theoretical grounds. CorSE exhibited
common findings with the mutual information and transfer
entropy algorithms, but the results from the corrected event
synchronization method were generally different from the
results by the rest of the algorithms. Since the corrected event
synchronization method is spike rate adaptive by its nature, one
possible explanation could be that its results were significantly
affected by spike detection.

The similarities and differences of the considered algorithms
can be summarized by joint evaluation of adjacency matrices
(Figures 5, 6), by observing the differences in the most
synchronized MEA channel pairs (Figures 7, 8), and in the
common links and nodes (Figures 9, 10): CorSE, and the
mutual information and transfer entropy algorithms all found
the same link as the most synchronized link for MEA1,
whereas for MEA2, the same most synchronized link was found
by CorSE, and the mutual information and corrected event
synchronization methods. Additionally, channels which had the
highest number of links (hub-channels) were identified similarly

by CorSE, the mutual information and transfer entropy methods.
Consequently, it may well be that the most synchronized links
could be found similarly by the different algorithms employed
in this work, whereas the most differences might be found in the
weaker synchronized links. In fact, the numbers of common links
and nodes presented in Figures 9, 10 show similar results for
the strongest 10 synchronizations, whereas the difference grows
with the increasing number of strongest synchronizations. It is to
be noted that since we assessed unguided neuronal cells which
developed freely on the MEA plates, there is no ground truth
about the network structures which the cell cultures formed.
Thus, actual validation of the synchronies measured by different
algorithms was impossible with the real data, but has been to an
extent provided by the simulations. Still, the comparisons of the
findings from the real data give an idea of the general usability of
the algorithm, and of its biological plausibility.

Also the feasibility of CorSE to track neuronal development
by means of synchronization is studied in this paper. We tracked
developing network synchronization for several measurement
days using an arbitrary synchronization detection threshold,
here, CorSE > 0.5. This provided a clear view to the appearance
of the functional network (Figure 11), although setting such
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FIGURE 11 | The development of a functional neuronal network in a

mouse cortical cell culture unraveled by CorSE. The development of the

network is shown between the 13th and 29th DIV showing the channels with

pair-wise synchronizations CorSExy > 0.5.

a clear-cut threshold might have the effect of the temporary
appearance and disappearance of some channels close to the
detection threshold in the network development map (see
Figure 11, 22–27 days in vitro). The results also correlated with
the overall network synchronization behavior (Figure 12).

In conclusion, we have shown that CorSE is a promising
tool to assess synchronization in neuronal networks. The
method does not possess the shortcomings of event based
methods resulting from possible poor event, e.g., spike, detection
performance. Moreover, CorSE does not need specified effective
frequency bands for the analysis. Our method would be useful
especially for the acute analysis of possibly noisy recordings
collected with MEAs for the experiments where fast processing
is necessary: since it is based on the efficient fast Fourier
transform and simple cross correlation, it can be used even for

FIGURE 12 | The number of strong synchronizations and the mean

overall synchronization found by CorSE in a developing mouse cortical

cell network. The number of synchronizations with CorSExy > 0.5 (blue) (left

vertical axis), and the mean synchronizations between all channels (1770 links

in total) (red) found at the difference measurement days (right vertical axis).

online processing (Semmlow and Griffel, 2014). In fact, for more
than a decade, spectral entropy has been utilized in real-time
electroencephalogram monitoring to quickly assess the of depth
of anesthesia (Viertiö-Oja et al., 2004). We believe that methods
not based on events, i.e., methods using all data recorded from
the electrodes, such as CorSE, can help us in obtaining more
information from the valuable neuronal network measurements,
and provide robust synchronymeasures, both in vitro and in vivo.

The Matlab code for CorSE has been developed to be
applied straight forward on any time series data, and is publicly
freely available in the Matlab Central File Exchange (https://
se.mathworks.com/matlabcentral/fileexchange/59626-spectral-
entropy-based-neuronal-network-synchronization-analysis—
corse).
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