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Having High Efficiency Video Coding (HEVC) is important for image processing,

reducing bandwidth, and increasing video quality. There are different methods that

can be used to implement HEVC. This thesis focuses on design and implementation

of application-specific accelerators for IDCT/IDST algorithms dedicated for HEVC

standard. Those algorithms are parallel-in-nature tasks which makes them suitable

to be executed by heterogeneous multicore platforms. This is done using accelera-

tors which are required for power efficient processing. In this study, Coarse-Grained

Reconfigurable Arrays (CGRAs) are used for making a template for an accelerator.

CGRA has one of the major roles in a Heterogeneous Accelerator-Rich Platforms

(HARP) as it is capable of accelerating non-parallel loops with lower loop counts.

This thesis includes various algorithms for the use of IDCT and IDST with different

designs and templates, reaching a unique final architecture. The final output in-

tended is to reach 4 points IDST together with a 4/8 points IDCT. Another feature

added to the hypothesis is the use of different dimensions for the CGRA template

in order to have a different type of accelerator. The many CGRAs are combined to-

gether in successive arrangement with Reduced Instructions Set Computers (RISC)

over the Network-on-Chip (NoC). The aim is to study the performance of the acceler-

ator used for the IDCT and the IDST. This can be evaluated as the data movement

through NoC network along with comparison of performance of accelerator with

clock cycles in order to calculate the efficiency of the system. The results show that

a four point IDST and IDCT can be computed in 56 clock cycles. In addition, the

8 point IDCT can be implemented in 64 cycles. One important factor to consider

during the study is the power and energy consumption which is important in this

century. The dynamic power dissipation usage for the routing of data has reached

a value of 4.03 mW. Whereas, the energy consumption was 1.76 µJ for the 4 points
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system (IDCT and IDST) and 3.06 µJ for the 8 points (IDCT). Processing Elements

(PEs) are used for implementing the transform algorithm and units were operated

at 200 MHz. Finally, these results show that 1080P image at 30 frames per second

can be attained by using FPGA.
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1. INTRODUCTION

Since the inception of video technology, considerable amount of research papers

have been published regarding the solving of problem of poor quality. Initially,

the picture quality of the video was not good and the first video technology did

not have the capability to provide voice along with the video. It was limited to

video only due to its poor storage. However, with the advancement in technology,

detailed research resulted in advancement in video technology and became the basis

of the high-end technologies which include Inverse Discrete Sine Transform (IDST)

and Inverse Discrete Cosine Transform (IDCT) [71]. The HEVC (High Efficiency

Video Coding) which is commonly termed with the standard H.265 is considered

as one of the innovative International Standards of the video due to its tremendous

advantages [71]. HEVC allows the minimization of bit rate to 40 percent which not

only increases the storage capacity but also enhances the transmission requirements

of advanced video applications [71]. It is due to HEVC which makes it possible to

access 4K videos which take a lot of space and make it difficult to stream if HEVC

is not available [68]. Nowadays, , a number of 4K videos are available on different

platforms with higher pixel. The advanced coding structure allows to have a good

storage capacity and same is the case with the HEVC. It has an advanced coding

structure which uses coding tree units. The coding tree units have the capability to

support high-resolution pixel of 64× 64 which is superior when compared to 16× 16

pixels of H.264 [71]. However, HEVC also encounters various problems. According

to a recent research study carried out by the Moscow State University in Russia, the

performance of the HEVC was outpaced by the performance of slow mode of VP9.

If the working principle of HEVC is considered, it can be analyzed that IDST and

IDCT are utilized in order to simplify the matching between decoders and coders

[71]. Transforms such as IDCT and IDST are specifically used for processing of

the digital signals, MPEG, JPEG, and H.26x formats. Although IDST and IDCT

have the capability of supporting a large range of block sizes, the problem occurs

in case of compression of larger blocks such as up to 64 × 64 in case of HEVC; it

results in complexity of computation and algorithm which ultimately decrease the

performance [71]. As HEVC standard has been devised to support higher pixels and

the slower performance in case of compression of higher blocks results in various
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changes which can be carried out in order to address the issue. Recent research

studies have proposed the idea of the modification of architecture of IDCT to be

multiplication free as it would minimize the low hardware utilization along with

the reduced access to peak bandwidth at the time of processing larger blocks [71].

Additionally, other research studies have researched other ways of decreasing the cost

related to hardware along with power consumption by confirming that architecture

of the IDCT decrypts the Ultra High Definition as well as Quad Full HD. With

help of the multiplication free structure, the execution time of the decoding UHD

videos can be increased to 30 fps [71]. Ultimately, it also results in lower power

consumption and lower hardware costs to 25%.

At the time of modification of architecture, low hardware utilization is one of the

major issues which increase the cost and one of the major issues faced by the devel-

opers. Previously, there were few transistors available on the integrated circuits and

they were not sufficient In decompression of larger blocks. Now, ICs have transistors

measured in billions and adding new transistors not only increase the cost but also

impact the power usage. Power usage is related to heat dissipation and for each

watt, a joule of heat is dissipated [67]. Though, the amount of transistors can be

increased but the amount of power has not decreased which makes it difficult to

work. So, in spite of the fact that a large number of transistors can be used on the

chip, a major portion of the circuit cannot be used, which makes it difficult to cope

with lower hardware utilization [67]. The complete circuit of the integrated circuit

cannot be used and the remaining silicon that should be left unpowered is termed as

the dark silicon. There were various changes which have been carried out in order

to address the dark silicon issue. For carrying out the coding of larger blocks, it is

necessary to address the challenge of dark silicon.

The architect chosen for this work is the Heterogeneous Accelerator Rich Platform

(HARP). The design of the HARP comprises nine nodes which are organized in three

columns and rows [71]. The central node of the HARP contains the COFFEE RISC

core that has the functionality of the monitoring node but it also performs its role

in general purpose processing. Other nodes of the HARP are either RISC processor

or CGRA [71]. HARP is designed by changing the template-based CGRSs with the

help of logarithm [71]. After modifying the HARP, the nodes are set up around

RISC core and functions as the regulating device. It also aids the distribution of the

data and the configuration streams so that handling of the slave nodes is integrated

to the Network on Chip [71]. CGRAs are the capable accelerators as they are

considered power-efficient accelerators with an array of Processing Elements (PE)

which is connected with the help of the 2-D network [66]. Every PE has the ALU

type Functional Unit (FU) and the Register File (RF). Functional Units have the
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ability to execute memory, logical, and arithmetic operations. With each instruction

cycle, every PE gets the commands from the instruction memory and specifies the

operation [66]. The PE has the ability to write and read the data from memory,

and data buses are shared by PEs in the same columns or PEs in the same row.

CGRA has the ability to attain higher power efficiency due to simple hardware and

efficient software techniques. The processing elements can be classified in two way

i.e. homogeneous or heterogeneous [76]. Every heterogeneous processing element has

a different instruction set while on the other end homogeneous has the capability to

perform same set of instructions. While if the network in CGRAs are considered, it

can be analyzed that there are two major types of network in the CGRAs which are

multistage network and crossbar network [76]. Logical elements are less in case of

multistage network while in case of crossbar network, the mapping is complex and

difficult to implement it [76]. The crossbar network allows mapping from the inputs

to any output which helps to ease the process of mapping and utilize major number

of logical elements.

The aim of the research is to integrate 4/8 point IDCT and 4 point IDST on HARP

template using CGRA. As explained earlier, the HARP is a multicore design at TUT

and has shown results in terms of its utilization as the common purpose energy wave

transceiver medium of different applications of IOT and to solve issues related to

Dark Silicon. This is one of the major reasons for its usage to sort out the problems

concerning Dark Silicon. In order to carry out the HARP testing, IDCT test has

been used because it can be parallelized and as it is a computation-intensive task,

it would be best for HARP testing. The aim of the research is to implement 4

and 8 point IDCT and 4 point IDST which are dedicated on HEVC standard with

the implementation of Coarse-Grained Reconfigurable Arrays as the template based

accelerators on HARP.
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1.1 Thesis Outline

This thesis has been divided into 6 chapters. The Second chapter presents the

detailed literature review regarding reconfigurable devices. Additionally, various

state-of-the-art multicore platforms have been reviewed from the literature. The

chapter considers the literature review regarding implementation of HARP. Chapter

3 explains the architecture of CGRA and HARP. Chapter 4 presents the design and

implementation of 4/8 point IDCT and 4 point IDST using template based CGRA.

Estimations, calculations, evaluations, and comparison of results have been discussed

in chapter 5. Chapter 6 provides the conclusion regarding the implementation of

4/8 point IDCT and 4 point IDST on template based CGRA. At the end of the

chapter, future work has been discussed which can be carried out to expand the

research work.
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2. LITERATURE REVIEW

Different type of application-specific accelerators have been developed in form of

processor/co-processor model and embedded on the Multi-Processor System on Chip

termed as (MPSoC) for carrying out the computationally intensive tasks [1]. There

are different classes of accelerators and one of the widely used class is CGRAs,

which have the functionality of acting as the co-processor to the processor in or-

der to form the heterogeneous multicore platform in which both processors can be

utilized simultaneously or can work independently [1]. Previously, single core has

been used for carrying out various tasks before the creation of multi-core platforms

in processor/co-processor models. Additionally, few accelerators have also been de-

signed for carrying out computationally rigorous tasks. After the creation of the

multicore platforms, VLIW machines have also been designed and developed for

supporting the large-scale parallel applications [2]. With the passage of time, the

architecture of VLIW is combined with the digital signal processors for tackling the

DSP applications carrying out high-end mobile communication [3]. In the case of

multicore platforms, the accelerators have the ability to operate as a co-processor

in case of tight and loose coupling. In the case of tight coupling, higher bandwidth

is used, which allows faster data transfer and synchronization as compared to loose

coupling ( [4], [5]). However, in loose coupling the accelerators are attached to the

processor with lower bandwidth [6]. With the employment of co-processor bus or in-

tegration of the accelerator in the data-path, the accelerators can be coupled tightly

to the processor.

2.1 Reconfigurable Devices

In previous years, the reconfigurable devices have been recognized as the popular

hardware architecture due to the flexibility to carry out changes along with the re-

duction of cost and time in the development of systems. These devices have the

ability to change their functions simultaneously on basis of their data flow indicated

by the developer at the time of designing for carrying out various tasks [1]. Generi-

cally, there are three major types of reconfigurable devices which are recognized on

the basis of their granularity, fine-grained having granularity of 4 bits or less, middle
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grained devices having the granularity of less than or equal to 8 bits, and coarse-

grained with the granularity of higher than 8 bits[7]. From these reconfigurable

devices, the fine-grained devices are considered as having the most optimal resource

utilization due to the presence of fine level granularity. While In middle grained de-

vices, they are termed as the compromise between fine grained and coarse grained as

they have the ability to process higher bandwidth [1]. While Coarse-grained devices

are considered as having the simplest compilers and the higher level of granularity

that supports a number of applications. The next section of the chapter will present

examples of fine, middle, and coarse-grained devices from the literature. Addition-

ally, the generic introduction regarding DCT will also been presented. The last

section of the chapter will discuss the implementation of IDCT on various platforms

which have already been discussed in the literature.

2.1.1 Fine-Grained Devices

Fine-grained devices have the granularity level of the processing elements from 1

to 4 bits and have more processing elements when compared to the coarse-grained

devices. In today era, majority of applications is operating at 8, 16, or 32 bits which

makes fine-grained devices of less interest for developers [1]. When compared with

the coarse-grained devices, fine-grained devices employ more number of processing

elements for executing the same operation and cost more resource utilization and

poor mapping. There are various devices which are based on fine-grained operations

and one of the most promising is the FPGA and particularly embedded FPGA

(eFPGA) [1]. The architecture of FPGA consist of Logic Elements (LEs), Look-Up

Table, 2 to 1 multiplexers that contain logic gates and Flip Flops (FFs). Xilinx

[8] and Altera [9] are the most recognized fine-grained devise in the market. For

example, the research study [10] involved the integration of three eFPGAs with

the NoC-based system. Another fine-grained devices is GARP architecture which

have the ability to act as a reconfigurable coprocessor, coupled tightly with the

GPP and offering the lower granularity by 2-bit LUTs [11]. Fine-grained Device

GARP have the PE arrays and each row consist of a single control block along

with 23 logic blocks. At the time of designing, the size of the PE arrays can be

increased or decreased on the basis of the requirements. For keeping the fixed

operating frequency, the connectivity is limited on its fabric [12]. Other example of

fine-grained device is FlexEos which works as eFPGA [13]. It is comprised of 4K

Multi-Function logic Cells (MFC) on the basis of the SRAM 1-bit Lookup-Tables.

While FlexEos (Reprogrammable SRAM based scalable FPGA fabric) developed on

the higher concentration multi-function logic cells can be programmed by using the

standard description languages for example Verilog and VHDL [1]. Another example
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of fine-grained device is MOLEN which also has the ability to act as a coprocessor to

GPP ([14], [15]). MOLEN can be mapped on the Xilinix FPGA chip while FPGA is

acting as the accelerator. Despite MOLEN is separate from GPP physically, special

instructions can be executed on it due to the ISA of the GPP.

2.1.2 Middle-Grained Devices

The concept of the middle-grained devices was introduced for supporting the world

length up to 8 bits. Thus, only that algorithm can be mapped which have processing

world length up to 8 bits. Mapping the algorithm on the middle-grained reconfig-

urable units is difficult as compared to the fine-grained devices due to the fact that

it has the increased processing word length [1]. The middle-grained devices is con-

sidered as the good compromise among power, performance, and area along with

the supporting of various word length applications up to 8 bit. There are different

devices which are based on middle-grained reconfigurable devices and the example

of it is PiCoGA-III which consist of Reconfigurable Datapath Unit ([16], [17]). The

composition of each RDU has ALU of 4 bits, LUT with 4 bit, and 4-bits integer

along with Galois field multiplier. Another example is DART which has the ability

to support 8 and 16-bit processing word length ([18], [19]).

2.1.3 Coarse-Grained Devices

Coarse-Grained Devices are considered as one of the most promising platforms that

have the ability to support 8, 16, and 32-bit arithmetic on a single processing ele-

ment. In CGRAs, the array of the predefined processing elements delivers the higher

level of granularity, higher computational power, higher data level parallelization,

higher throughput processing, lower energy consumption and larger bandwidth [1].

They are programmable and reconfigurable with a higher level language and can pro-

duce an increase in performance while operating at a lower frequency [1]. CGRAs

are suitable for carrying out the huge intensive signal processing due to the level

of granularity and internal structure. They are considered as one of the best plat-

forms for a number of applications such as for video and images processing ([24,

[25]), Wideband Code Division Multiple Access (WCDMA) cell search [20], FFT

[21], Correlation [22], and Finite Impulse Response (FIR) filtering [23]. Despite the

fact that it provides all the advantages, it has higher transient power dissipation

and yields a larger area of a few million gates. Additionally, the majority of CGRAs

have a fixed set of processing elements which are not optimal for performance and

cost [1]. There are numerous different CGRA architectures which are in use and

have been described in the following sections of the chapter.
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BUTTER

BUTTER has the functionality of acting as coprocessor for the COFFEE RISC core

and was developed for carrying out the computationally-intensive tasks [26]. It has

48 array of processing elements. Yet, the size of processing element arrays can be

increased or decreased at design time. The PEs are interconnected to each other

in node to node fashion for carrying out the information exchange. The processing

element has a functional unit for logic and arithmetic operations with fixed granu-

larity at 32 bits and has the ability to support single precision floating point and

integer [1]. The processing data and the configuration data can be transferred from

main memory to the CGRA with the help of using a DMA device. The DMA de-

vice provides integration between data memory and CGRA. In H.264, BUTTER

was instantiated for carrying out the plotting of 2D low pass-image filter as well as

de-blocking filter [1]. It provides the selection of connections at runtime and it is

characterized by the run-time configurability. The complete BUTTER platform is

synthesized on an FPGA device.

ADRES

ADRES (Architecture for Dynamically Reconfigurable Embedded Systems) acts as

a CGRA architecture attached tightly with the Very Long Instruction Word proces-

sor ([27], [28], [29]). It has numerous advantages as compared to other CGRAs and

it shows increased performance, lower communication costs, simpler programming

model, and significant resource sharing. The CGRA and VLIW are combined on the

single architecture which has the two virtual function views, the reconfigurable array

view and VLIW view. The architecture of ADRES consists of 8× 8 elements recon-

figurable array [1]. Its elements are arranged in a special manner which specifically

includes Functional Units, routing resources, and Register Files. It has the first row

of reconfigurable arrays as Functional Units and the remaining rows consisting of

RFs and FUs [1]. These rows belong to the second view. The Functional Units have

32 bits data bus and can be heterogeneous associating various operations. They

are combined together with the one multi-port global Data Register File. The RCs

(Reconfigurable Cells) interact with the help of the multi-port global DRF, assigned

connections between FUs, and Local Register Files [1]. For storing the interme-

diate data, the RFs can be engaged in such a manner that the words of 16 bits

are stored in the local RF and 64-bits worlds are stored in global RF. The routing

resources are built with buses, networks, and wires. The functionality of RCs is

to speed up the data flow In parallel computing. While In execution of non-kernel
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codes, VLIW is used with the help of Instruction-Level Parallelism [1]. As ADRES

acts as the coprocessor, reconfigurable arrays and VLIW have the option to share

resources which results in never overlapping at execution time. For generating the

instances based on ADRES, the XML-based architecture language can also be used.

ADRES is manufactured on a 90 nm CMOS technology and showed execution of 40

MOPS/mW [1].

Morphosys

The architecture of MorphoSys is designed for operating on 16 or 8-bit data ([30],

[31],[32]). It is built of an 8 × 8 array of reconfigurable processing units termed

as Reconfigurable Cells having configuration memory, higher bandwidth memory

interface, and 32-bit general-purpose processor coupled tightly. RISC core guides

the operation of the RC array. The RC is divided into four divisions. The data

transfer can be started between the RC array and external memory by the RISC

core with the utilization of the two sets of Frame Buffers each having two memory

banks [1]. Every RC has the ALU for carrying out the fixed-point operations,

multiplier, input multiplexers, shift unit, and register file. The configuration of RC

array can be carried using a 32-bit context word which can be further distributed to

every RCs in same column or row [1]. Additionally, addition of special instructions

have been added to TinyRISC's ISA for transferring the RC array related operations.

The operations are control operations, data and configuration transfer between main

memory and the array [1].

PACT-XPP

PACT-XPP is centered on the graded array of the coarse-grained architectures ([33],

[34]) and serves as a self-reconfigurable processing engine. It is comprised of 3 × 3

adaptive computing components (Processing Array Elements) and packet-oriented

communication system. It has the partial reconfiguration capability and allows PAEs

to work independently which implies that a few PAEs can be again reconfigured for

carrying out the new functionality while other PAEs can execute the computation

of data simultaneously. Special events signals initiating in the array can trigger

the reconfiguration [1]. The mapping can be carried out with the C subset program

with the utilization of vectorizing C compiler XPP-VC [1]. It produces the maximum

performance of 57.6 GOPS at 150 MHz frequency [1].
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2.2 Multicore platforms

Multicore platforms can be of the heterogeneous or homogeneous type. In the case of

the homogeneous multicore platform, numerous RISC processors are joined loosely

with one another while In heterogeneous, RISC processors are coupled tightly with

reconfigurable architectures [1]. The code is written mostly in C In homogeneous

platforms and can be spread equally to every RISC cores. In contrary, in the case of

heterogeneous platforms, extra effort is necessary for programming the coprocessors

and processors with the utilization of customized tools. In the case of the proposed

research, the multicore platform HARP is used [1]. There are also a few other

multicore platforms which have been discussed in the next sections of the chapter.

These multicore platforms also exhibit similar properties and features.

2.2.1 MORPHEUS

It is considered one of the heterogeneous multicore platform accelerator ([36], [37]).

It has the complex structure and dynamic reconfigurable SoC primarily consisting

of three major types of reconfigurable devices [1]. These are fine-grained embedded

FPGA, middle grained, and coarse-grained array which helps to lessen the power

consumption. Basically, it is designed for heterogeneous digital signal processing in

order to carry out the dynamic reconfigurable computing which is centered on the

64-bit NoC [38]. In MORPHEOUS, ARM 926EJ-S RISC processor is the master

node which is assigned to control the communication, synchronization, and recon-

figuration mechanism. The complete system has a detailed infrastructure which

includes memories and communications for enabling the regularity between hetero-

geneous accelerators [1]. In order to provide efficient utilization, the platform has

special software which not only contains the designing tools but also operating sys-

tems. The fine-grained device is FlexEOS as mentioned above. In the case of middle

grained devices, the device is DREAM which is reconfigurable DSP core [1]. It has

the 32 bit RISC core along with PiCoGA-III reconfigurable data-path which acts

as the matrix of reconfigurable logic cells. It provides the performance of 0.2 GOP-

S/mW in a 90nm CMOS technology [1].

The coarse-grained device is XPP-III which is combined into the data path of a

VLIW processor. It is designed for highly corresponding processing performance

for spilling applications. All the reconfigurable devices exchange data among each

other with NoC except the system modules. While Heterogeneous Reconfigurable

Engines, I/O peripherals, and memory units are system modules. The complete

MORPHEUS chip provides the performance of 0.02 GOPS/mW while developed

on the 90nm CMOS technology with the normal active power of 700 mW [1]. The
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delivering capability of MORPHEUS is 120 GOPS with the utilization of 90-nm

technology for attaining the video observation motion recognition application hav-

ing the power consumption of 2.5 W [1].

2.2.2 P2012

It is the power and area efficient core computing platform comprised of four clus-

ters interacting with each other with the utilization of higher performance fully-

asynchronous NoC [39]. The composition of each cluster is of 16 general purpose

processors having autonomous instruction streams and the knots are generically lo-

cally synchronous and globally asynchronous. The communication between software

and hardware is carried out with the utilization of the local and global interconnec-

tion, which act as the point to point stream communication [1]. In the case of

P2012, the special hardware is dedicated to performing the synchronized and ad-

vanced power management. While the extended version of P2012 is termed as He-

P2012 and can also be classified as the MPSoC platform. This platform shows the

performance of the 40 MOPS/mW with the utilization of 28 nm CMOS technology

[1].

2.2.3 NineSilica

NineSilica was developed at TUT by a research group for general purpose homo-

geneous MPSoC and having capability of programming in C language [35]. If the

composition of NineSilica is considered, it consists of nine homogeneous cores, which

are connected over the NoC in 3× 3 mesh topology. In it, each node has the 32-bit

COFFEE RISC processor [1]. While the center node has the working of supervision

node for examining the other nodes. Every node has its own data memory and

instructions. While the data can be switched in every nodes over the NoC with the

help of the packet switching technique [1]. For testing the functionality of multicore

platform NineSilica, numerous SDR applications have been implemented such as

FFT and correlations. The results of the study revealed that 64-point FFT can be

executed with the help of NineSilica in 10.3 microseconds on the FPGA device [1].

2.2.4 RAW

Multicore platform reconfigurable Architecture Workstation (RAW) consists of 16

32-bit modified MIPS2000 processors, which are organized in the array of order
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4 × 4 mesh over the NoC [40]. It allows the static scheduling, which is similar

in performance to the reconfigurable arrays and active scheduling, which is the

mechanism similar to multi-core systems for carrying out the network transactions

[1]. In the case of RAW microprocessors, the issue of wire-delay is managed by the

programmable NoC and showing the wiring channel operator to software.

2.2.5 Fulmine

The development of the Fulmine has been carried out as the extensively specialized

multicore platform for applications based on IoT specifically the smart secure near

sensor data analytics [41]. It has the 65 nm SoC, which is created on the firmly

coupled multicore-cluster strengthened with the dedicated blocks for carrying out

the computationally severe jobs. In case of Fulmine, 32-bit OpenRISC cores are the

four enhanced engines, which have the ability to exchange data with the accelerator

in an efficient manner due to the employment of memory sharing mechanism [1]. It

delivers the performance of up to 25 MIPS/mW with the power consumption of 20

mW on 0.8V [1].

2.3 Related Work

HEVC is considered one of the best standards for video compression. Many research

papers have already been published which discussed hardware implementation of

DCT/DST for HEVC. Majority of the research papers have discussed the provided

output by HEVC which showed a 50 percent reduction in bitrate on the specific

video quality [1]. As similar to H.264/AVC, the coding scheme of the HEVC is also

hybrid block-based and includes intra and inter-picture forecast tools. In order to

carry out the transform for each block of N×N , the 2-D transform coding operation

is implemented in such a manner that N-point 1D transform is carried out to each

row and block separately. HEVC standard supports various transform sizes such as

4×4, 8×8, 16×16, and 32×32 Discrete Cosine Transform along with the 4×4 Dis-

crete Sine Transform [1]. As it provides higher transform sizes, an additional bitrate

reduction of 5% to 7% is achieved as compared to the conventional transform which

is carried out in H.264/AVC. Although such transforms In HEVC showed perfor-

mance in the Rate-Distortion (RD) but the complexity increased enormously [1]. In

the design section of the paper, it can be analyzed from the design and implementa-

tion of the 4 and 8 point IDCT and 4 point IDST which is dedicated for HEVC on

HARP template [1]. There are numerous research studies in the literature in which

different transform has been carried out and presented in the following part of the
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chapter. In a research work in [42], the high-speed two-dimensional IDCT processor

for the video coding has been designed in which the processor used the row-column

approach for calculating the 2-D IDCT in a manner that the complete architecture is

separated into 1-D IDCT calculation with the help of a transpose buffer [42]. In this

case, the 1-D IDCT scheming is carried out with help of the Loeffler algorithm and

the process which involved multiplications is carried out with additions and shifts.

The pipelining is presented for designing the circuit so that data can be disposed

of in the equivalent manner. The concept of Loeffler algorithm is introduced for

gaining a higher operating frequency [42]. This case study also introduced the row

preprocess module which was developed to dispose such rows which have zero input.

The introduction of the row preprocesses module helped to increase the decrypting

speed of the 2-D IDCT processor. 5015 logic elements of Altera EP2C20F484C7

FPGA are used by the processor and gained the operating frequency of 117.37MHz

[42]. Another research study [43] proposed the 4/8/16/32 Point Integer IDCT archi-

tecture for different video coding principles [43]. The proposed architecture had the

capability to support various video standards such as MPEG-2/4, AVS, and HEVC

[43]. In this research study, multipliers MCM were used for carrying out the 4/8

point IDCT while normal multipliers were used for 16/32 point IDCT. For reduc-

ing the hardware, the transpose memory used SRAM. Real time-video decoding of

4K × 2K with 18944 SRAM and 93K gate count is carried out [43]. The 5 stages

pipeline architecture is enabled in this research study too for attaining the higher

working frequency but it also resulted in an increase in silicon area. Authors in [44]

presented the high-performance 2-D IDCT for decoding of video which is centered

on the FPGA which also used the same methodology as it was carried out in [1].

This design is comprehended in Xilinx Vertex5 Field Programmable Gate Array

(FPGA) (44). The 2-D IDCT compressor has the higher accuracy, lower complica-

tion, and augmented speed. The advantage of using Loeffler's fast algorithm is that

it helps to reduce power consumption. This research study is an extended version of

[1] which improved the Loeffler's algorithm and attained a higher level of working

frequency and higher accuracy IP. Additionally, the parity of Loeffler's algorithm is

used to reduce the difficulty of the process. This paper also proposed the compe-

tent pipelining FPGA employment of the 2-D IDCT decoder which helped to attain

the frequency of 278 MHz [44]. The implementation of the row-column approach

helped to simplify the multiplications. The pre-processing module included in the

research study included two major parts i.e. sequential conversion into parallel and

zero-value judgment [44]. In another research work in [45], the reconfigurable IDCT

architecture on FPGA for different video standards has been designed. It is used

in the multi-standard decoder of VC-1, MPEG-4, and MPEG-2. The architecture

included two-circuit sharing strategies, factor share along with adder share in or-
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der to save the circuit resource. The research study used the Recursion property

of DCT transform in order to solve the issue of numerous multiplications and ad-

ditions [45]. The multiplier less transform is preferred as each element is uttered

as the total of the different binary factors. For increasing the circuit utilization,

factor-sharing strategy is used which helped to optimize the circuit and with the

help of FS, numerous adders and multipliers were saved [45]. All type of 8-point

IDCTs is divided into the 4-point IDCTs T4 along with 4-point IDCTs V4, per-

mutation matrix P8,r, and the butterfly matrix P8,1 [45]. The used architecture

in the research study was of low-cost and efficient circuit sharing is carried out on

the basis of AS and FS strategies [45]. Another research study [46] considered the

hardware-scheme for the 32 × 32 IDCT of the HEVC video coding standard [46].

This research study also utilized the inverse discrete cosine transform with the help

of video encoder and decoder. The principle used in the paper is of separability. It

was scheduled to reach the real-time dispensation of a minimum of 30 frames per

second for higher resolution of video and exploiting the higher level of parallelism

i.e. 32 samples per clock [46]. It was designed on the combinational way and with

the help of the multiplier less approach. The synthesis was directed to the Altera

Stratix IV FPGA. According to the results of the study, the architecture was able

to process more than 30 QFHD frames along with the latency of 33 clock cycles

[46]. The design was divided into five major parts which include two-registers set,

one transposition matrix, and two 1-D IDCT architecture. The 32 points IDCT de-

sign used the two occurrences of the 1-D IDCT in order to explore the separability

process. In the first part of the intended 1-D DCT, the design handled the mul-

tiplications and the process of multiplications was further decomposed into shifts

and adders as discussed above in another research study which also employed the

same methodology [46]. While the subsequent part of 1-D IDCT design executes

the butterfly operations in which calculations and additions were carried out. The

results of the research study were synthesized on the EP4SE820F43I4 device [46].

The design of the 32 point IDCT helped to attain the lower latency, higher process-

ing rates, and lower hardware utilization. The higher dispensation rate was attained

with the help of parallelism exploration and lower latency is attained with the help

of the composite design in the 1-D DCT transforms [46]. While lower hardware

cost is attained through the multipliers approach and decomposing the process of

multiplications in adds and shifts. Another research work [47] designed the 2-D

adjustable block size IDCT design for HEVC standard with the help of block size

scheduling scheme which supported the variable blocks of various sizes such as 4×4,

8×8, and 32×32 pixels [47]. In this research study, TSMC 65nm 1P9M technology

was used to synthesize the results and the results of the study showed that the 2-D

design attained the higher work frequency of 400 MHz with the cost of hardware up
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to 112.5K Gates [47]. The recursive and normal butterfly calculation arrangement

is unfolded which helped to tackle various block sizes for IDCT. This research study

also employed the customary row-column method and the design employed the 1-D

Column Transform Core, 1-D Row Transform Core, and the Transpose Memory [47].

The transform cores used in the paper have a similar structure but have different

data width. While the architecture of 1-D Transform Core adopted the 1-D linear

systolic array architecture which included Array Units. These Array Units included

the Delay Unit and two IDCT elements [47]. Another research study [48] considered

the algorithm of 8 × 8 IDCT for HEVC. The proposed algorithm in the research

study showed 66 percent fewer multiplications and 46 percent fewer additions when

compared to the traditional method and it also saved 60 percent area for imple-

mentation of hardware [48]. The algorithm is also illustrated with the help of the

signal flow graph which is easier for implementation on software or hardware. For

understanding the results of the study in a better manner, it was synthesized by

Synopsys Design Compiler with the help of SMIC 130nm CMOS library [48]. This

algorithm considered the coherence property of the integer cosine transform which

allowed to split matrix into odd and even parts. These odd and even parts In 8× 8

IDCT are further decomposed into sparse matrices [48]. Another research study [49]

considered the power effective and high troughtput multi-size IDCT considering the

UHD HEVC decoders [49]. This research study presented the hardware architecture

which aimed to gain the real-time handling of 30 frames per second and exploiting

advanced level of parallelism [49]. The architecture was developed in the combina-

tional manner which included multipliers approach and employed the optimization

algorithm with the help of actions reuse and sub-expressions sharing [49]. The tech-

nology used in the paper is Altera Stratix V FPGA and ASIC 90nm standard-cells

technology [49]. This research study also employed the same principle implemented

in other research studies i.e. division of 2-D IDCT into two matching 1-D IDCT

units which helped to carry out the further calculations [49]. The first module in this

research study is used to compute the multi-size 1-D IDCT as input and the input

size can be according to the transform size applied [49]. After that, a transposition

matrix is used for providing the properly planned inputs to the second 1-D IDCT

module [49]. While the transposition matrix was executed with the help of a blank

of registers monitored by multiplexers. The designed architecture was synthesized

on the 5SGXMABN3F45I4 device and results of the study showed that it attained

the results which were aimed [49]. In a research study [50], an area and throughput

efficient 2-D IDCT/IDST VLSI design were presented for HEVC standard which

adopted the data flow development and common constant multiplication structure

[50]. The design helped to support various block sizes. With the help of 65nm

technology, the synthesis results revealed that highest working frequency is 500MHz
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and the hardware cost is 145.4K gate count [50]. The results of the study showed

that the designed architecture helped to cope with the actual HEVC of 4K× 2K at

30 frames per second video categorization at 412 MHz on average. In this research

study, the projected 2-D IDCT design supports various block size IDCT operations

and in every cycle, the remaining data is forwarded to the Specific Multiplication

Array and Template Operation Unit for carrying out different operations in a par-

allel manner [50]. With the help of Product Switch Network Unit, the data from

Multiplication Array is forwarded to the Accumulator Array Unit and the proposed

architecture attained higher than 50 percent hardware cost decrement and 66 per-

cent throughput efficiency enhancement [50]. While if the IDCT is considered, it can

be analyzed that it is one of the best tools for processing of digital signals and it has

a number of applications in the area of multimedia as discussed above. According to

research [51] carried out on DCT and IDCT, the pipeline implementation is carried

out on the basis of the perfect shuffle topology algorithm. First of all, the accuracy

of the structure is analyzed with MATLAB for knowing about the requirements

regarding internal word length for the implementation. After that, the structure is

modeled as the data path structure with the help of Synopsys Module Compiler [51].

According to the results of the study, the pipeline showed the operating frequency

of 253MHz and used 40000 gates [51]. For accuracy analysis, the fixed point arith-

metic is used for area efficiency. Additionally, for the accuracy analysis, C-language

is used for modeling the parameterizable simulation model of the pipeline structure

[51]. Another research study [52] presented the hardware architecture of the 4 point

IDCT inverse transform unit for HEVC [52]. The research study proposed a simpler

method for calculating the HEVC 4-point IDCT. In this methodology, the focus is

given to the occurrence of the special cases in which results can be obtained without

having full IDCT processing. With this approach, the number of calculations for

1-D IDCT reduced to 87.5 percent and gained an increased rate of 1.4 percent of

BD-Rate [52]. The main purpose of the project is to attain the present processing

of UHD 4K video with lower hardware utilization and increased presentation. The

system was employed targeting the Cyclone V FPGA device. The results of the syn-

thesis revealed that the system has the ability to practice the UHD 4K videos with

the processing of 100 UHD 4K frames per second [52]. Additionally, the reduction

of hardware source is also carried out up to 72.3 percent [52]. The research study

involved designing of architecture for implementing the Fast 2- D IDCT which com-

prised of 4 major shares. These parts are two register sets for input and output, one

divider unit, and a single 1-D IDCT 4 point architecture [52]. While the design of

the 1-D IDCT 4 points composed of Multiplications, Butterfly Block, and Rounding

Stage [52]. In another research study [53], the FPGA implementation of HEVC In-

vest DCT is carried out using high-level synthesis. The IDCT transform algorithm
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is responsible for eleven percent of the calculations intricacy of the HEVC video

encoder. This research study used the first FPGA implementation of the HEVC

2D IDCT algorithm with the utilization of HLS tools [53]. The provided hardware

is implemented on the Xilinx FPGAs with the help of three major HSL tools and

these are Xilinix Vivado HLS, LegUp, and MATLAB Simulink HDL Coder [53].

The development time of FPGA is reduced with the usage these tools and attained

an increase in the performance which implies that HLS tools can also be further

used for FPGA execution of HEVC [53]. Xilinix Vivado HLS helps to generate the

Verilog RTL codes from source and System C codes. It also optimizes the speed,

area, and power dissipation [53]. While LegUp is the open source HSL tools which

can produce the Verilog RTL codes from C codes [53]. It delivers loop unrolling

and pipelining. While MATLAB Simulink is commonly used modeling tools for

numerous applications [53]. It helps to generate the Verilog RTL codes from the

Simulink models and provides numerous optimization options such as clock gating,

RAM mapping and pipelining [53]. According to another research study [54] in

which re-configurable 2-D IDCT design for HEVC encoder and decoder has been

presented [54]. The research study proposed the new configurable pipelined archi-

tecture in order to carry out the Inverse Discrete Cosine Transform and the circuit

supported all type of transform block sizes with reconfigurability and reusability.

The circuit is implemented on the TSM 65 nm and run at 500 MHz clock frequency

in order to attain the throughput of 1990 Mpixel/second which is higher than any

other architecture [54]. The discussed architecture to process the UHD video and

have the ability to support up to 8K with 60 frames per second [54]. The archi-

tecture presented in the research study has two major components i.e. transpose

memory and 1-D IDCT. The memory has the role of intermediary between two 1-D

IDCT units and function as the buffer unit for saving the output retrieved from the

first IDCT unit [54]. The main features which were covered in this architecture are

configurability and reusability. The architecture is also pipelined for gaining higher

throughput. The transpose circuit comprised of the register and the multiplexer

[54]. While the multiplexer chose the controls of the signal and the data written

on the register and then transfer it to rows and columns [54]. The architecture

presented in the research study used Verilog HDL and mapped to the TSMC 65 nm

cell library with the utilization of the Synopsys Design Compiler. The gate count is

197K gate [54]. Video coding standard HEVC involves the increased computational

complexity. Another research study [55] which presented the lossless IDCT design

for AVS2 described another methodology which involved skipping of the calculation

of zero coefficients. The research study carried out after numerous statistical anal-

ysis and different patterns for transform blocks having different sizes were designed

in order to detect the non-zero coefficients [55]. According to the research study,
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if there is a confirmation by the transformation block of the calculated patterns,

the streamlined IDCT role will be performed by the system [55]. The results of

the study showed that the devised design could help to reduce the computation by

almost 19 percent under various conditions. Additionally, the methodology did not

produce any coding performance issue [55]. The research study involved the test

for measuring the possibility of the non-zero coefficients in the block with differ-

ent QPs [55]. The proposed method in the research study started from the inverse

quantization process and ended at the IDCT function [55]. After IQ, the next step

involved is the location of the non-zero coefficients and then analyzed to find out

which mode should be implemented. In the end, the corresponding transform is car-

ried out in the research study. The detection of the non-zero coefficients helped to

implement the fast IDCT design and allowed to save time up to 19.3 percent with-

out any loss in terms of performance [55]. Another case study [56] presented the

high-level synthesis execution of the integer discrete cosine transform and discrete

sine transform for HEVC [56]. This research study implemented the 2-D transform

with the help of two 1-D transforms using the Even-odd decomposition techniques

and common row-column approach [56]. The implemented architecture carried out

the 4 points IDCT/IDST for the transform blocks and used the transpose memory

for intermediate results [56]. The design is implemented on the Arria II FPGA and

helped to support coding of 1080 pixels at 60 frames per second and the hardware

cost was 216 DSP blocks and 10.0 kALUTs [56]. In this research study, the DST

and DCT algorithm is acquired from open source Kvazaar HEVC encoder and the

proposed architecture implemented the hardware-oriented even-odd division algo-

rithm and its C code is combined to HDL with HLS [56]. The HLS helped to reduce

the design and verification time and outperforms the other approaches in terms of

cost and performance. Another research study [57] also carried out the high-level

synthesis execution of 2-D IDCT/IDST on FPGA and used the same approach as

mentioned in the above research study. This research study also implemented the

2-D transform with the help of two successive 1-D transform with the utilization of

the Even-Odd decomposition technique and in this research study, the study made

use of the HLS to implement the architecture from the C code of the algorithm

[57]. It was also implemented on the same architecture i.e. Arria II FPGA and sup-

ported 60 frames per second. But, it has better resource management and five times

faster than other solutions [57]. This research study also reduced the arithmetic

operations with the help of Even-Odd differentiation algorithm commonly termed

as Partial Butterfly algorithm [57]. This research study also utilized the transpose

memory and 2-D IDCT transform [57]. The designed architecture has the ability to

support Ultra HD video encoding at 35 frames per second and 68 fps. The archi-

tecture supported the video decoding of 2160p at the expense of 12.4 kALUTs and
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344 DSP blocks [57]. Discrete Cosine Transform (DCT) is such a tool that have a

number of presentations and various purposes [58]. In the case of video encoding

and decoding, it is considered one of the most commonly used too. Along with that,

there are other tools which can also be used. The research study [58] which was

carried out regarding the employment of DCT and IDCT for image firmness and

decompression on FPGA revealed that it helped to discrete the image into impor-

tant parts. The designed DCT core considered taking higher area optimization and

process audio frames and images which 512 cycles to process the eight-bit words [58].

This research study has considered the implementation of the design in VHDL with

the utilization of the Behavioral model [58]. The total memory utilization in this

research study is 75488 kilobytes. Area efficiency is one of the major objectives of

numerous researches revolving around the architecture designing for HEVC decoder.

Another research work [59] carried out regarding the area effective 4/8/16/32- point

IDCT design for HEVC devised the area reduction by reducing the computational

logic of the 1-D IDCTs with reordered parallel-in-serial-out (RPISO) scheme which

shared input of the butterfly structured and reduced the area of the transpose buffer

with the cyclic memory organization which attained 100 percent I/O utilization of

SRAMs [59]. For implementing the unified 4/8/16/32 point IDCT, the suggested

scheme showed thirty five percent reduction in terms of logic cost and a 62 percent

reduction in terms of memory cost. The IDCT implementation of the architecture

supported real-time decoding of the 4K×2K 60 frames per second video along with

the hardware cost of 357,250 um2 on the 2-D IDCT and 80,988 um2 on transpose

memory [59]. This research study considered the RPISO scheme and used SRAM

as an alternative of the register for implementing the transpose memory. There

was a usage of four SRAMs as the data parallelism for 1D IDCT architecture is

4 pixels [59]. In every cycle, there are 4 IT1 grades written in the memory buffer

[59]. The 100 percent I/O utilization for SRAM is carried out with the help of the

cyclic memory organization method with every cycle and every I/O port is used for

reading and writing. The research study proposed the method in Verilog HDL and

synthesized with the TSM 90nm cell library [59]. This research study supported

real-time decoding of 4K2K with 60 frames per sequence video sequence [59]. Hard-

ware reuse is also a method to sort out the issue of huge computational complexity.

In a research work [60] carried out regarding the large IDCT for HEVC, the issue

of huge computational complexity is resolved with the help of hardware reuse. The

processing elements are optimized with the help of making changes in the regular

butterfly structure and fully recursive structure [60]. The processing elements are

implemented without multipliers and with the help of adders and shifters. The im-

plementation of the architecture is carried out on 0.18um technology and showed

300 MHz frequency and 287Kgates areas which allowed to process 4K videos at
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30 frames per second [60]. This research study used Chens fast DCT algorithm in

which input is treated with 8-stage butterfly operations. While the requisite density

involves the implementation of the larger area which is addressed with the reusing

of processing elements. They are optimized with the help of shifters and adders

[60]. For solving the issue of large multiplexer size In PE architecture, the position

lines of input values were analyzed from top to bottom. The proposed architecture

consists of 2 processing elements and one transpose buffer just like other research

papers. This research study also used a similar methodology and attained the re-

sults of lower hardware utilization [60]. A similar research study [61] was carried

out regarding the designing of the low-cost hybrid design of IDCT for H.264 and

HEVC [61]. This research study involved the advancement of the generalized de-

compose and share algorithm with the utilization of the symmetric structure and

factoring the matrix into submatrices. After that, matrix decomposition is carried

out. The research proposed the generalize algorithm and hardware joint design with

the help of utilization of the symmetric property of integer matrices and matrix

division [61]. The design has been carried out in such a manner that it can cope

with all change at any stage. According to the results of the study, the design has

all four codecs and attained the maximum decoding capability [61]. The low energy

HEVC IDCT hardware is proposed in another research study [62] which decoded

48 quad HD video and reduced the energy consumption almost by 23 percent. This

research study proposed a novel energy reduction technique in order to avoid the

IDCT for zero coefficients [62]. While technique checks DC coefficients and 3 lower

frequency coefficients in the TU [62]. If there are DC coefficients different and have

values other than zero along with all three coefficients having a lower value than the

threshold value, the devised technique performed the IDCT for the DC coefficients

in the TU. If the condition does not meet, it would perform the IDCT for every

coefficient in the TU. This research study also used the butterfly structure and the

selection of IDCT inputs is carried out on the basis of the TU size. For reducing the

number of adders, the Hcu MCM algorithm is used in order to calculate the IDCT

matrices [62]. The proposed technique in the research study and architecture is im-

plemented with the help of Verilog HDL. The code is charted to the XC6VLX550T

Xilinx Virtex 6 FPGA [62]. While the FPGA implementation used almost 34344

LUTs, 32 BRAMs, and 13811 slice registers [62]. Another research study [63] also

presented the area competent 4/8/16/32 point IDCT design for the HEVC decoder

[63]. In this research study, the hardware cost was reduced in terms of two major

aspects i.e. first of all, logical cost of 1D IDCT is reduced with the help RPISO

scheme [63]. With the help of this scheme, number of calculations for inputs of but-

terfly were reduced in every cycle. While the second aspect of hardware reduction

is that the area of transpose memory is reduced with the help of the cyclic data
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mapping scheme which helped to gain 100 percent I/O utilization for every SRAM

[63]. For designing the pipelined 2D IDCT design, the pipelining program for every

column and row transform is carried out. According to the results of the study, the

area can be reduced up to 25 percent for the rational IDCT and memory area can

also be lessen up to 62 percent [63]. This research study is an extended version of

a research study carried out regarding the Area efficient 4/8/16/32 point inverse

DCT architecture for UHDTV HEVC decoder. In both research studies, SRAM is

used instead of transpose memory for saving the area. Additionally, both types of

research included the symmetric property in the butterfly structure and used the

RPISO scheme for reducing the inputs of the butterfly and to lessen the number of

calculations [63]. This research study is different from the above-mentioned research

in a slight manner as in it, two-port SRAM is utilized and pipelining program is

used for row and column 1D IDCT for avoiding the issue of writing and reading [63].

According to the results of the study, the projected design has the ability to support

actual video decoding of 4K × 2K at 60 frames per second [63]. With the help

of utilization of Chens algorithm, the N-point design is reclaimed in the 2N-point

design.

100 percent hardware utilization is difficult in an architecture compatible with

HEVC. According to a research study [64] which considered the designing of the

fully-pipelined 2-D IDCT/IDST VLSI design compatible with the HEVC, the 100

percent hardware utilization is possible and can be carried out [64]. It was imple-

mented on the SMIC 65 nm 1P9M technology, the results of synthesis showed that

architecture attained the extreme frequency at 480MHz and the complete hardware

expense for it is 115.8K Gates [64]. While if the experimental results are considered,

it can be analyzed that this design is also able to deal with actual video of 4K×2K

at 30 frames per second at 171 MHz in average [64]. This research study changed

the granularity of IDCT computation by unrolling the butterfly computation assem-

bly for removing the correlation. The unrolling of the butterfly operation helped

to change the granularity. While traditional row-column decomposition approach

is used in this research study which included the 1-D column transform core and

1-D row transform core along with the transpose buffer unit [64]. The results of the

research study revealed the total power of 56.36mw. The hardware overhead for 1-D

column transform core and 1-D row transform core is 60.5K NAND2 gates and 55.3K

NAND2 gates [64]. Various research studies have proposed different methodologies

for hardware complexity. According to a research study [65] regarding energy and

area effective hardware execution of HEVC inverse transform, the pipeline scheme

can be implemented to process any transform size with lower throughput of 2 pixels

with zero-column capering in order to improve the throughput [65]. In this research
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study, another approach was used which involved data-gating in 1-D IDCT engine

in order to improve the energy efficiency for smaller transform sizes [65]. Instead of

using the transpose memory, this study also involved the utilization of SRAM based

transpose memory in order to have an area efficient design. The designed architec-

ture supported 4K videos at 30 fps and the hardware utilization involved 98.1 kgate

logics and 16.4 kbit SRAM [65]. These are different research studies available in

the literature regarding the architecture for HEVC standard. One of the interesting

factors which can be analyzed from these research studies is that in the majority of

research studies, 2-D IDCT has been carried out with the help of butterfly operation

and it has been decomposed to two IDCT operations. The output from the first

IDCT is input into transpose memory and then output from transpose memory is

input to the other 1D IDCT. While in the presented research work, 4 and 8 point

IDCT and 4 points IDST has been carried out.
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3. PLATFORM ARCHITECTURE

3.1 Coarse-Grained reconfigurable Arrays (CGRA)

Although the modern HEVC techniques have improved drastically, they have their

limitations. For instance, efficiency is often driven by an application's maximiza-

tion of the limited computational resources available; the limited storage space and

transmission speeds required. The CGRA is a template based co-processor design

with each template being equipped with a multiple of rows by columns (R * C)

of processing elements (PEs), which can be scaled depending on the application to

be processed. The R is application dependent while the C of the template based

CGRA can be scaled between 4 up to 32. To increase the core's efficiency, two local

memories are packed with a maximum capacity to accommodate 32 rows by 512

columns. Inside the CGRA, for data to be distributed between the PEs and the

local memory, tow I/O buffers are usually integrated onto the chip. The building

technology of the I/O buffers is based on C with C being equal to the total columns

of local memory, C × 1 multiplexers and C 32 bit-registers. Each of the PEs within

the template-based CGRA has an accompanying two inputs and two outputs. More-

over, the PEs within the architecture do have the LUT, adder, multiplier, Shifter,

immediate register, along with the floating-point logic. All the additional elements

can be used by a designer for instantiation at the design time. Flexibility is a driv-

ing point in the implementation of the PEs in the design. The PEs interconnect

in such a manner to offer a designer enough flexibility to develop the connection

amongst the neighboring PEs in the node to node fashion to offer different routing

options. The connection can be globalized in its connection, can be localized or the

PEs can be interleaved together [38] The structure of a template-based CGRA has

much reliance on its capability to scale. Scaling up or down of a template-based

CGRA has much reliance on the algebraic expressions driving the application in,

which it is intended. It is governed by its R * C architecture, accompanying local

memories, a set of I/O buffers, PEs and interconnection of nodes. Equipped with R

* C topological arrangement, to determine the application to be used for, the R in

the R * C design is application dependent with the C offering scaling capabilities of

between 4, 16 or a 32 scaling. In order to enhance its memory efficiency, there are
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accompanying integrated local memories with a capacity to accommodate a 32 rows

by 512 columns on full capacity. Furthermore, data sharing between PEs and local

memories is facilitated by a set of I/O buffers integrated onto the chip. I/O pair of

buffers are of the C type design; a C1 multiplexer and a C 32 bit registers with C

being equal to local memory's total number of columns. The node interconnection

offers flexibility benefits to the designer to interconnect multiple PEs. The node

design is a 3 by 3 design based with the innermost node being integrated with a

RISC core architecture. Specifically, the inner core is tasked with overlooking the

other nodes in that, besides being used as a supervising node, it can also be used

in the processing of general purpose applications. The other outer lying nodes how-

ever, their design architecture can be based on RISC architecture or template-based

CGRA [75].
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Figure 3.1 The architecture of a scalable template-based CGRA used for integration over
Network on Chip © 2018 IEEE [71]

Data sharing between the local memory and the processing elements is facilitated

by a pair of I/O buffers integrated onto the chip. Processing is performed by the

PEs with the help of adders, multipliers, shifters, LUT, immediate registers and
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floating point logic. During the design of the chip, the supporting components of

PEs can be instantiated at the design time. The flow of data in the CGRA chip is

governed by the algebraic expression of the input stream. Maximum use of the PEs

has been carried out at the time of loading the algorithm in case of designing of

chips. First, the configuration template has to be loaded from the outer source with

help of DMA which is the direct memory access which loads the configuration file

onto the CGRA. From the CGRA, data flow within the chip is governed by nodes

and their interconnection using a set of I/O buffers to allow for data flow between

the CGRA registers and the PE.

The PEs structure loaded via the DMA onto the template-based CGRA contains an

address and an accompanying operations of the configuration stream. The address-

ing allows the PEs to determine the destination of the configuration file while the

operations on the stream tells the PEs what to do with stream. Following which,

the data which has to be processed is transferred from the RISC processor and then

loaded onto CGRA processor for execution via local CGRA chip's local memories.

The interconnection of the PEs are flexible. After the data, which has to process is

added to the CGRA processor, the context has to be enabled within the processor

to constitute the PEs functionality and the functionality between them. A designer

has the liberty to alter the configuration of the PEs and its context stream to suit

an application to be loaded onto the chip at runtime. As a result, the data in the

CGRA can be managed by the PE and added in the second local memory or the new

stream of data can be fetched at runtime of the process in the meantime. The pro-

cessing structure of a CGRA processor allows the designer the flexibility to iterate

the process of loading data onto the CGRA from DMA, through the local memory

to the CGRA chip and eventually to the second local memory. The process flow has

to be iterated until eventually, the process reaches its completion.

The general data flow of processes follow a stream of loading from a DMA, to the

CGRA processor. From the CGRA processor, data flow is between process ele-

ments (PE) and local memory. A designer can instantiate a PE's adder, its multi-

plier, shifter, registers, and the floating point logic to handle an input configuration

stream. The flexibility of PEs interconnection allows for a point to point connec-

tion to be made in a floating point fashion based on either a local, a global or an

interleaved connection.
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3.2 HARP (Heterogeneous Accelerator-Rich Platform)

Heterogeneous microprocessor design helps to integrate the multicore dissimilar pro-

cessors on the processor chip for performing other functionalities. The HARP is a

platform comprising 9 nodes arranged in sequences of 3 rows and 3 columns orga-

nized in a mesh design formation. The central node acts as a supervisor for the

other nodes on the platform and being in unified with the COFFEE RISC core,

it also can be used for general purpose processing. The other nodes on the mesh

network can either be RISC processor. Heterogeneous platform allows for the addi-

tion of coprocessors to improve the performance of a processor. The template-based

CGRA on the architecture can be scaled either to go up or to down with a major

dependence on the algebraic expressions of the kind of application it is intended for.

The design principal of HARP is centered on the CGRA processor core. Each of the

nodes in a NoC architecture design has a master interface and two slave interfaces

accompanying. The master interface of the node is combined with the RISC core or

it is linked to the master side of the DMA device. As a master interface, it has the

ability to write to network as well data transferring within the nodes of the archi-

tecture. While on the other end, the slave interfaces on the other hand, unlike the

supervisor interface, are combined with the template-based CGRA or with the slave

side of a Direct Memory Access (DMA) with their sole purpose being the reception

of data from the NoC.

The implementation flow of data inside the HARP architecture, begins with the

loading of a configuration stream through a direct memory access. Then, the execu-

tion words of the configuration stream together with its accompanying data is loaded

from the supervising node of the processor onto the slave node in form of packets.

Conventionally, the packet comprises two adjoining parts; the header and the data

and configuration words. The header contains the routing information; the source

address and the destination address. To enhance its efficiency with consecutive data

transfers routing to the same slave node or transfer of data between different nodes,

to avoid the smash of data, the master interface has to establish a synchronization

mechanism. Master node synchronization is achieved by setting and resetting the

read and the write flags of the allocated shared memory that does correspond to the

destination node. To achieve the seamless synchronization, the master node writes

a 1 onto the shared memory location.

Once the DMA transfer of data is complete, the DMA master sends an acknowledge-

ment to the supervisor node, which then writes a 0 to the shared memory location

on the NoC. In turn, writing a 0 indicates the complete transfer of data therefore

resetting the shared memory location and releasing it to be used by other processes.

Once data has been loaded from the DMA onto the template-based CGRA local
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memory, processing can be handled by PE arrays and the output data stored on the

second local memory. Should the CGRA based on template complete the processing

of data, the processed information can be transported back to the data memory of

the RISC processor core or can be drew directly by the local memory of another

template-based CGRA for additional dispensation. As the data undergoes process-

ing,. To achieve accuracy in their output, the RISC core sends control words to

the template-based CGRA. The working performance of CGRA core processors can

be parallel yet independent of each other or can be parallel yet dependent on each

other such that data exchange can occur between the CGRAs in the event of a data

dependent program flow [74].

The process of data loads into the NoC follows a systematic process. The configura-

tion file has to be loaded using the master interface of a DMA onto the supervising

node of a HARP architecture processor. From there, data processing decisions lies

with the COFFEE RISC based supervisor nodes to tell the salve nodes, which node

to perform the processing and what operations to perform on the data. To achieve

accurate data processing, the supervisor node sends control signals to the slave

nodes. Inside the CGRA co-processor, the local memories hold data to be processed

by the process elements with the output being loaded onto the second memory chip.

Access to, which however, can be from a slave interface of a DMA or other CGRA

processors should the data need further manipulation. Synchronization is achieved

by the control of the master interface setting and resetting data flow in a shared

memory location [73].
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Figure 3.2 Bridged general view 4/8-point Inverse Discrete Cosine Transform and 4-
point Integrated Discreet Sine Transform on HARP © 2018 IEEE [71]
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4. DESIGN AND IMPLEMENTATION OF 4/8

POINT IDCT AND 4-POINT IDST ON

TEMPLATE-BASED CGRAS

4.1 4-Point IDCT

The HEVC standard requires core transform matrices of different sizes such as 4×4,

8×8, and 16×16 for the two-dimensional transform. It requires the two-dimensional

transform, which resembles to IDCT for all type of transform sizes [69]. In order

to carry out the transform, there are various principles and elements, which needs

to be considered for carrying out the transform. Either it is a 4 point IDCT or 8

point IDCT, every transform is carried out under specific principles. First, if the

use of transform is considered in case of video coding, it can be analyzed that it

is implemented to the residual signal, which is retrieved from the intra or inter-

frame predictions. The residual signal at the encoder is divided into the square

blocks having size N×N where N = 2M and M is the integer [69]. After that,

each residual block is then inputted to the two dimensional transform. The two-

dimensional transform can be further implemented as a one dimensional transform

to every row and column separately and then the resulting N×N transform coeffi-

cients can be further subjected to the quantization in order to gain the quantized

transform coefficients [69]. The quantized transform coefficients are then further

de-quantized at the decoder and a separate inverse transform is implemented to the

gained de-quantized transform coefficients, which result in the outstanding block of

the quantized samples. These are then further added to the intra or inter-prediction

samples for gaining the reconstructed block [69]. In the case of HEVC, the de-

quantized process is specified while the quantization process and ward transforms

are further selected by the implementer.

For carrying out the direct cosine transform, the N transform coefficients wi of the

N-Point 1-D DCT is applied to the input sample and ui can be expressed as follows:

wi =
N−1∑
j=0

ujCij (4.1)
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while the value of i = 0, , N −1. If the elements of Cij of the direct cosine transform

matrix C are considered, it can be defined as

Cij =
A√
N
cos
[ π
N

(
j +

1

2

)
i
]

(4.2)

Here, i, j = 0, , N − 1 and the value of A is 1 and 2
1
2 for i = 0; i > 0 respec-

tively. Additionally, Ci ,which is the basis vector of the DCT can be defined as

Ci = [Ci0, , Ci(N−1)]
T and the value of i = 0, , N − 1

The direct cosine transform have various properties, which are not only useful for

compression but also for the efficient implementation. There are various proper-

ties such as ability of basis vectors to provide good energy compaction and their

ability to simplify the quantization process [69].If the inverse direct cosine trans-

form is considered, it can be analyzed that with simple matrix multiplications, the

number of operations required for 1-D inverse transform is N(N − 1) additions and

N2 multiplications. While in case of 2-D transform, the number of additions and

multiplications required are 2N2(N − 1) and 2N3 respectively [69]. However, with

the utilization of the symmetry properties of every basis vector retrieved from the

IDCT, the arithmetic operations can be reduced. The algorithm is referred as the

partial butterfly or Even-Odd decomposition [69]. Now, if the case of 4-point IDCT

is considered, it can be analyzed that the unique symmetry properties D4 is equal to:

D4 =



d3216,0 d3216,0 d3216,0 d3216,0

d328,0 d3224,0 −d3224,0 −d328,0

d3216,0 −d3216,0 −d3216,0 d3216,0

d3224,0 −d328,0 d328,0 d3224,0


(4.3)

In order to simplify the notion, the constants d3216,0 will be replaced with the di.

According to the new notion, the inverse transform matrix will be as follows:

D4 =



d16 d16 d16 d16

d8 d24 −d24 −d8

d16 −d16 −d16 d16

d24 −d8 d8 d24


(4.4)
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The inverse transform matrix is provided byDT
4 . Assume the value of x = [x0, x1, x2, x3]

Tand

it is the input vector while the value of y = [y0, y1, y2, y3]
T and it denotes the out-

put. According to above provided formula, the 1-D 4-point inverse transform is as

follows:

The Even-Odd decomposition of the inverse transform of the N-point input will be

carried out through following three steps:

1. Calculation of the even part with the utilization of the N
2
× N

2
subset matrix

retrieved from the even columns of the inverse transform matrix [69].

2. Calculation of the odd parts with the utilization of the N
2
× N

2
subset matrix

retrieved from the odd columns of the inverse transform matrix [69].

3. Addition and subtraction of the odd and even parts for generating the N-point

output [69].

The decomposition of the inverse 4-point transform is given as follows: Even part:z0
z1

 =

d16 d16

d16 −d16

×

x0

x2

 (4.5)

The even part can be simplified further as follows:

t0 = d16 x0

t1 = d16 x2z0
z1

 =

t0 + t1

t0 − t1

 (4.6)

For odd Part we have:

z2
z3

 =

−d24 d8

−d8 −d24

×

x1

x3

 (4.7)
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Addition and Subtraction:



y0

y1

y2

y3


=



z0 − z3

z1 − z2

z1 + z2

z0 + z3


(4.8)

The direct 1-D 4-point transform requires 12 additions and 16 multiplications. While

in case of 2-D transform, it would require 128 multiplications and 96 additions [69].

On the other end, the Even-odd decomposition would require 8 additions and 6

multiplications for 1-D transform [69]. In case of 2-D transform, the Even-Odd

decomposition would require 64 additions and 48 multiplications, which saves much

than the direct matrix multiplication [69]. Generally, the number of multiplications

and additions required for carrying out the IDCT can be found out by implementing

the following formula:

Omultiplication = 2N

(
1 +

log2N∑
k=1

22k−2

)
(4.9)

Oaddition = 2N

(
log2N∑
k=1

22k−1(22k−1 + 1)

)
(4.10)

The arithmetic operations in case of inverse transform (IT) can be additionally lessen

lessen the assumption of the value of zero-valued input transform coefficients. In

case of HEVC decoder, the information about the input transform is obtained from

the de-quantization process.

Now, If the designing of the 4-Piont IDCT is considered in the proposed project,

it can be analyzed that the IDCT is primarily the expression of the sequences of

limited data points along with the attachment to the addition of cosine functions,

which are operating at different frequencies. For developing the 4-point Inverse

Direct Cosine Transform (IDCT) accelerator according to the template, which is

centered on CGRA, it can be accessed easily from Equation 4.11 and Equation

4.12 in such a manner, which resemble to the creation of the butterfly. If the kernel

is considered, it can be analyzed that it is mapped on template-based CGRA and it

is the same as where the processing of data occurs during the second context. One
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of the important fact, which is interesting is that the first context of every design is

carried out to insert the values in it and these values are equal to 12. These values

are inserted into the Processing Elements, which are further used in carrying out

the shift operation after every time when multiplication occurs. It is also required

to help for the prevention of the overflow of data at every time when multiplication

is completed along with the fact that every number is represented in 12 bits order to

maintaining the accuracy at such a level, which is acceptable. The 4-point IDCT has

the matrix coefficients, which have the transform matrix coefficient, which efficient

for the 4 by 4 IDCT along with the values of parameters as a=64, b=83, and c=63.

The simplification of the equation according to the above-mentioned matrix will

produce the output as shown below in the figure in, which 6 multiplications, 5

additions, and 1 subtraction has been carried out. The first and second equation for

DCT are as follows:

IDCTTCoeff 4× 4 =


a c a b

a b −a −c

a −b −a c

a −c a b

 (4.11)

Y0 = a(X0 +X2) + cX1 + bX3

Y1 = a(X0 −X2) + bX1 − cX3

Y2 = a(X0 −X2)− bX1 + cX3

Y3 = a(X0 +X2)− cX1 + bX3

(4.12)

The diagram for Second Contexts in order to carry out the calculation of 4-point

IDCT is as follows:
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4.2 8-Point IDCT

8-Point IDCT also follows the same principles and transform is carried out in the

same manner as it is carried out in case of 4-Point IDCT. The 8-Point 1-D inverse

transform is carried out with the provided formula:

y = DT
8 x

Where x = [x0, x1, . . . , x7]
T is the input and y = [y0, y1, . . . , y7]

T is the output and

the transform D8 is provided by as follows:

D8 =



d16 d16 d16 d16 d16 d16 d16 d16

d4 d12 d20 d28 −d28 −d20 −d12 −d4

d8 d24 −d24 −d8 −d8 −d24 d24 d8

d12 −d28 −d4 −d20 d20 d4 d28 −d12

d16 −d16 −d16 d16 d16 −d16 −d16 d16

d20 −d4 d28 d12 −d12 −d28 d4 −d20

d24 −d8 d8 −d24 −d24 d8 −d8 −d24

d28 −d20 d12 −d4 d4 −d12 d20 −d28



(4.13)

In case of 8-point IDCT transform, same rules are applied as applied in case of

4-point IDCT and the decomposition of matrix is carried out to simplify it and to

decrease arithmetic processes. The Even-Odd differentiation for the 8-point inverse

transform is as follow:

Even Part: 

z0

z1

z2

z3


=



d16 d8 d16 d24

d16 d24 −d16 −d8

d16 −d24 −d16 d8

d16 −d8 d16 −d24


×



x0

x2

x4

x6


(4.14)
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Odd Part: 

z4

z5

z6

z7


=



−d28 d20 −d12 d4

−d20 d4 −d28 −d12

−d12 −d28 −d4 d20

−d4 −d12 −d20 −d28


×



x1

x3

x5

x7


(4.15)

Addition/subtraction:

y = [z0 − z7, z1 − z6, z2 − z5, z3 − z4, z3 + z4, z2 + z5z1 + z6, z0 + z7] (4.16)

Another point, which is worth mentioning here is that the even part of the 8-point

IDCT is the 4-point inverse transform i.e.,

z0

z1

z2

z3


= D4T



x0

x2

x4

x6


(4.17)

So, it can be analyzed that the Even decomposition of the 4-point inverse transform

can be further used for reducing the computational complexity of the even part

[69]. If the multiplications and additions part is considered, the direct 1-D 8 point

transform would require 56 additions and 64 multiplications. While in case of 2-D

transform, there would be 896 additions and 1024 multiplications will be carried out

[69]. In case of Even-Odd decomposition, there would be required 22 multiplications

and 28 additions. While in case of 2-D transform with the use of butterfly approach,

448 additions and 352 multiplications will be required. The butterfly diagram for

1-D 8-point IDCT is as follows:
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Figure 4.3 : Butterfly Diagram for 8-Point IDCT

As discussed above, same logic has been applied to carry out the designing of the

8-point IDCT by the template based on the CGRA's, a very simple process, which

includes matrices and basic computation along with mapping. 8-point IDCT co-

efficient matrices have been able to be shown with specific regard to the matrices

and as a result of the symmetry, which has been factorized in a specific manner

such as the successive computations [71]. Moreover, it has only involved the even

coefficients, which have been indexed separately and has not been included in the

computations. Additionally, only those have been characterized by the coefficients,

which have not been indexed i.e., odd indexed. As shown in the calculations, the

values of the parameters, which has been used were similar to core transform design

in the high-efficiency video coding. For assisting the effective and efficient mapping

of the matrices on the template based on CGRA, there is a requirement for them

to be simple and divided into a little more in order to ensure that the arithmetic

resources and their placement in every PE is calculated in such a way that it is

not only efficient but it is also appropriate for the above-mentioned case. After the

completion of this case, the transportation of the cases will be carried out in the

same way as it was carried out before because the development of the butterfly has

begun from the input coefficients with an aim of reaching the output coefficients. As

shown in the above figure, two contexts has been used during the mapping exercise
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for simplified equations. Additionally, a total of 15 additions, 16 multiplications,

and 3 subtractions has been carried out.

Y0 = a (X0 +X4)︸ ︷︷ ︸
Z00

+(bX2 + cX6)︸ ︷︷ ︸
Z01

+(dX1 + eX3 + fX5 + gX7)︸ ︷︷ ︸
Z02

Y1 = a (X0 −X4)︸ ︷︷ ︸
Z10

+(cX2 − bX6)︸ ︷︷ ︸
Z11

+(eX1 − gX3 − dX5 − fX7)︸ ︷︷ ︸
Z12

Y2 = a (X0 −X4)︸ ︷︷ ︸
Z20

− (cX2 − bX6)︸ ︷︷ ︸
Z21

+(fX1 − dX3 + gX5 + eX7)︸ ︷︷ ︸
Z22

Y3 = a (X0 +X4)︸ ︷︷ ︸
Z30

− (bX2 + cX6)︸ ︷︷ ︸
Z31

+(gX1 − fX3 + eX5 − dX7)︸ ︷︷ ︸
Z32

Y4 = a (X0 +X4)︸ ︷︷ ︸
Z30

− (bX2 + cX6)︸ ︷︷ ︸
Z31

− (gX1 − fX3 + eX5 − dX7)︸ ︷︷ ︸
Z32

Y5 = a (X0 −X4)︸ ︷︷ ︸
Z20

− (cX2 − bX6)︸ ︷︷ ︸
Z21

− (fX1 − dX3 + gX5 + eX7)︸ ︷︷ ︸
Z22

Y6 = a (X0 −X4)︸ ︷︷ ︸
Z10

+(cX2 − bX6)︸ ︷︷ ︸
Z11

− (eX1 − gX3 − dX5 − fX7)︸ ︷︷ ︸
Z12

Y7 = a (X0 +X4)︸ ︷︷ ︸
Z00

+(bX2 + cX6)︸ ︷︷ ︸
Z01

− (dX1 + eX3 + fX5 + gX7)︸ ︷︷ ︸
Z02

(4.18)

The diagram for 8-point IDCT is as follows
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Figure 4.4 Third & Fourth Contexts for the Calculation of 8-point IDCT © 2018 IEEE
[71]
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4.3 4-Point IDST

The Discrete Sine Transform is considered as one of the unitary transforms, which

is used for exemplifying and symbolizing the certain signals. If it is used in case of

mapping then the two dimensional image can be further exemplified by the matrix,

which can itself be expandable known as basis images, which is produced by the

unitary matrices [70]. If there is an image, which is exemplified by N ×N matrix, it

is quite possible to visualize it as the N2× 1 vector [70]. In order to understand the

IDST in a better manner, consider the IDST computation of the discrete frequency

signal as

x(m) = {1, 2, 3} = σ(m) + 2σ(m− 1) + 3σ(m− 2) (4.19)

In this case, the length of the sequence is N = 3. If the Inverse Discrete Sine

Transform is taken on both sides of the above mentioned equation along with the

usage of the definition of the IDST, which is as follows [70]:

x(n) =

√
2

N

∑
m=0

N − 1XS
V I(m) sin

(2m+ 1) + (2n+ 1)π

4N
(4.20)

The result obtained is as follows:

x(n) =

√
2

3

∑
m=0

2X(m) sin
(2m+ 1) + (2n+ 1)π

12
(4.21)

While 0n,m2. With the simplification of the Equation 4.21 , we get the result as

follows:

x(n) = 0.8165[sin
(2n+ 1)π

12
+ 2 sin

(2n+ 1)π

4
+ 3 sin

(2n+ 1)5π

12
] (4.22)

By putting the values of n, the results obtained as follows:

x(0) = 0.8165[sin
π

12
+ 2 sin

π

4
+ 3 sin

5π

12
] = 3.732

x(1) = 0.8165[sin
π

4
+ 2 sin

3π

4
+ 3 sin

5π

12
] = 0

x(2) = 0.8165[sin
5π

12
+ 2 sin

5π

4
+ 3 sin

25π

12
] = 0.2679
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The IDST can also be computed using another approach, which is in terms of matrix.

The proposed project has also implemented the same approach in order to carry out

the arithmetic operations. In order to carry out the -IDST with the help of matrix,

the IDST can be found as follows [70]:



x0

x1

x2

...

x(N−1)


=

√
2

N



sin π
4N

. . . sin (2N−1)π
4N

sin 3π
4N

. . . sin (2N−1)3π
4N

sin 5π
4N

. . . sin (2N−1)5π
4N

...

sin π
4N

. . . sin (2N−1)2π
4N





X0

X1

X2

...

X(N−1)


(4.23)

So, if the values are put into the matrix for finding out the IDST, the result obtained

is as follows: 
x0

x1

x2

 =

√
2

3


sin π

12
sin 3π

12
sin 5π

12

sin 3π
12

sin 9π
12

sin 15π
12

sin 5π
12

sin 15π
12

sin 25π
12




X0

X1

X2

 (4.24)

The transform coefficient matrix of 4 × 4 IDST had the matching as compared to

the 4 × 4 IDCT with the values of parameter a=0.1379, b=0.3928, c=0.5879, and

d=0.6935 [70]. The matrix was found to be 4 by 4 with 16 variables. Another

interesting fact is that the coefficient of DST 4 × 4 was found to be adding and

multiplying values together at the same time. To get the results, there were 4

equations, which can be retrieved and mapped on the CGRA in single context. It

can be analyzed from the figure that 6 additions and 8 multiplications were carried

out in order to simplify the equation. The equations, which has been used are as

follows:
Y0 = aX0 + bX1 + cX2 + dX3

Y1 = bX0 + dX1 + aX2 − cX3

Y2 = cX0 + aX1 − dX2 + bX3

Y3 = dX0 − cX1 + bX2 − aX3

(4.25)
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Figure 4.5 Second Contexts for 4-point IDST © 2018 IEEE [71]

Figure 4.6 shows signal flow of 4 point IDST according to Equation 4.25

X0

Y0

b Y1

Y2

Y3

X0

X0

X0

a

c

d

Figure 4.6 : Signal Flow for 4-Point IDST
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4.4 Implementation of 4/8 Point IDST/IDCT ACCELERATOR

ON HARP

It can be seen from the Figure 4.7 that there are three RISC cores, which are

integrated into the middle row of the HARP template and N4 is acting as the

supervisor node. While in the meantime, the N3 and N5 RISC cores have the

responsibility of controlling the associated CGRA nodes. Following the loading

of configuration streams by the CGRA nodes, the data that has to be processed

should be loaded into local memories in a parallel manner. According to the devised

target set by the developer, the first, second, and third context can be empowered for

performing the 4-point IDCT/IDST or 8-point IDCT respectively. The total number

of clock cycles, which are required for transferring the data for processing along with

the transpose matrix coefficients for 8-point IDCT and 4-point IDCT/IDST is 2456

CC. N-point 1-D transform can be implemented to every column and row for carrying

out the implementation of the 2-D transform operations.

It can be understood with an assumption that 4-point 2-D IDCT/IDST is going

to be processed with the template based CGRAs and if each row and column of

the matrix is considered as a stream, there are total 8 streams, which should be

loaded into the local memories of the CGRA nodes with the fact that each CGRA

node is allocated with 2 streams. While all the CGRA nodes are running and the

second context is enabled. Therefore, a 2-D 4-point IDCT/IDST and a 1-D 4-point

IDCT/IDST can be implemented in 121 CC and 56 CC respectively. In case of

8-point 2-D IDCT, 16 streams should be inserted sequentially into the system and 4

streams should be allotted to each CGRA node while the third and fourth contexts

are enabled, the 2-D 8-point and 1-D 8-point IDCT can be implemented in 182 CC

and 64 CC respectively. With the completion of all executions of rows and columns

of 2-D IDST/IDCT, the DMA device will deliver the results from the nodes of

CGRA to the data memory of the host RISC processor and assemble them in the

data memory of the supervisory node in order to carry out the further processing.
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Figure 4.7 Abridged general view 4/8-Point IDCT and 4-Point IDST on HARP © 2018
IEEE [71]
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5. MEASUREMENTS, ESTIMATIONS,

EVALUATION AND COMPARISONS

The FPGA unit Stratix-V (5SGXMB9R3H4C2) has been used for implementation

of the hypothesized architecture. There are many different variables used in the

testing process. Each variable is set on a certain value (according to researches) and

the test is repeated for every trial. There has been two different models used in this

study, one model is the fast timing while the other model is the slow timing model

(both models were set to 900 mV). The set variable in this trial was the temperature,

which was set the first time for 0°C and 85°C. The frequency for the operation was

then measured, which was 162.28 MHz for the low temperature while it was 159.84

MHz for the higher temperature. On the other hand, the operating frequencies

achieved were 260.42 MHz and 240.62 MHz respective to the temperatures. The

frequency chosen for the experiments was an intermediate value of 200 MHz, which

to be used for all units in the system studied. 5.1 shows all the items used by an

explanation of each node in the system. For the Adaptive Logic Modules (ALMs),

a total of 36.9% of it is used for the designed architecture to work. In addition, 276

18 bit DSP units are used for carrying out the 32-bit multiplication.

Table 5.1 Node-by-node Breakdown of Resource Utilization. © 2018 IEEE [71]

Memory (32-bit Multipliers)
Node ALMs Registers Bits DSPs
N0 24,393 7,862 2,633,472 (30) 60
N2 24,360 7,271 2,633,472 (30) 60
N3 5,588 5,688 3,145,728 (6) 12
N4 5,623 5,732 4,194,304 (6) 12
N5 5,563 5,595 3,145,728 (6) 12
N6 24,368 7,564 2,633,472 (30) 60
N8 24,372 7,889 2,633,472 (30) 60
NoC 2,603 4,207 - -

116,870 51808 21,019,648 (138) 276
Total 36.9% 8.2% 38.9% 78.4%
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On the other hand, the Table 5.2 focuses on the description of dynamic power dissi-

pation through the experiment. This power dissipation lost is measured according to

placement and routing ( post P&R), of the data using a PowerPlay Power Analyzer

Tool of Quartus II 15.0. The variables set for this experiment were the temperature

at 25°C (ambient temperature) and the frequency as stated earlier at 200 MHz. At

these ratings, the value for the static power lost was 1621.15 mW, as long as the

system is ON and working. However, when measuring the dynamic power loss, the

value goes up to 2355.2 mW. This increase is due to the signal transition of the data

while the IDCT/IDST was used. Another form of power that has been considered

is the input thermal power, which when added, gives a total power loss of 4034.16

mW (4.03 W). In addition, Table 5.2 shows the energy used up by every node of

the system, which can be calculated by multiplying the power loss with the time

for execution. Generally, each CRGA has to be initialized a task at the point of

designing (before implementation). This is where the architect will set each node

of CGRA to work as a 4-point IDCT/IDST or 8-point IDCT. The difference in this

choice will be in the active time, which is showed in 5.2 (divided by a /). For the

dynamic power used at each node of CGRA, it is calculated relating to the time

taken for the 4-point IDCT/IDST and the 8-point IDCT to work, which was 0.2 µs

and 0.32 µs respectively. Thus, the value for the dynamic power lost was 0.1 µJ

for the 4-point and 0.12 µJ for the 8-point. Hence, when the second design for the

CGRA, which is temple based was added to the system the energy was studied again

to observe the difference. For the 4-point IDCT/IDST, the value for the dynamic

energy used was 1.76 µJ. On the other hand, for the 8-point IDCT, it would need to

use the third and the fourth design architecture. When observing the energy used

it showed a value of 3.06 µJ.

Table 5.2 Dynamic power and energy estimation of each CGRA node and the NoC.
GPP and IL stand for General Purpose Processing and Integration Logic, respectively. ©

2018 IEEE [71]

Dynamic Active Dynamic
Accelerator Power Time Energy

Node Type (mW) (µs) (µJ)

N0 CTX.2/ CTX.3,4 372.51 0.28/0.32 0.1/0.12

N2 CTX.2/ CTX.3,4 371.92 0.28/0.32 0.1/0.12

N3 GPP 115.07 5.95/11.17 0.68/1.29
N4 Synchronization, 115.02 0 0
N5 Control 115.11 5.95/11.17 0.68/1.29

N6 CTX.2/ CTX.3,4 372.37 0.28/0.32 0.1/0.12

N8 CTX.2/ CTX.3,4 369.19 0.28/0.32 0.1/0.12

NoC - 10.12 - -

IL - 513.87 - -

Total - 2355.2 - 1.76/3.06
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The HARP used in this design was modified in a ways, which had 256 instantiated

Processing Elements (PEs). Now it is important to study the operations per second

that took place in the system. Such value is huge as the system itself carries out

millions of operations, thus the unit for the value is Giga Operations Per Second

(GOPS). To study this factor, the frequency of the system, as stated earlier, is still

at 200 MHz with the power loss at 4.03W as observed earlier. At these values, the

hypothesized architecture showed a response of 51.2 GOPS and 0.012 GOPS/mW.

For a Full HD 1080p encoding at 30 fps, the minimum requirement for through-

put can be known by 1920 x 1080 x 30 / (8 × 8), which gives a value of 972,000

blocks/second; for the case of the 8-point IDCT. Currently, the value for the HARP

system used here can implement the 8-point IDCT but requires a frequency, which

is calculated as follows: 972, 000× 182 = 176.9 million cycles/second or 176.9 MHz.

When looking at the maximum frequency that can be reached, which is the 260.42

MHz, the obtained frequency is less than the maximum, which suggests that the

1080p format at 30 fps is accepted and can be achieved.



49

6. CONCLUSION

This research study considers implementation of IDCT/IDST on HARP template

with the utilization of CGRA. In this thesis, we focus on using the architecture of

HARP for the new technology. This is achieved through HEVC rules that uses the

IDCT/IDST in their second dimensional form. The 56 and 64 clock cycles are used

for the one dimensional IDCT/IDST, which uses one or eight point(for IDCT only)

respectively. And processing it by the PE array. This will give an output, which is

strong with values of 4.03 W, 0.012 GOPS/mW and 200 MHz in 28 nm chip. This is

the strong image known commonly as HD 1080p at 30 frames per second. By using

the CGRA template there are many different forms of usage, which include the 4

point IDCT, 8 point IDCT and 4 point IDST. These templates can be used as an

accelerator for the HARP technology. This system uses parallel computing, which

is how it works efficiently with a strong output. It utilizes the ability of having

multitasks being done at the same time, while still in an accurate state. The HARP

architecture has 9 nodes, with the node at the center used to control the rest of the

system. The difference between implementing the 4 point and the 8 point IDCT

focuses on using different matrices giving different sizes for the templates. How-

ever, for the 4/8 point IDCT/IDST for the GCRA as an accelerator, the three cores

(RISC) are used together with each one having its own supervisor node. Accord-

ing to retrieved results, the video quality result obtained was higher and showed

significant improvement as compared to other results obtained in earlier research

studies. Even with the few problems faced in this system, in terms of power and

data allocation, the technology has reached a better video image.

Currently this system experience power loss issue due to the utilization of multi-

ple kernels in the program. This is something that has to be discussed for future

references as power is a very crucial element in the system. This can be done by

setting less energy and power towards the core having more controlled values of

the voltage and frequency sent to the core. Another problem is the compatibility

of the IDCT/IDST with the hardware, which creates a lot of problems due to the

language barrier with the designers. However, this approach helps all developers

and be able to work effectively without problems. Another add-on that should be

done the CGRA should be re-designed in order to reach a better output. It has
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been proven that the size, in terms of dimensions, of the CGRA affects the output

this it should be changed to a better size.

6.1 Future Work

There has been a very observable use in power and energy which is a great setback

for this development. An awareness for the energy problem should be raised as it is

an important factor in deciding whether the technology is effective or not. Further-

more, the study of HARP technology and using its architect in image processing is

important for future researches as it has shown a great impact in the image field.

Apart from that, future work could be done in designing the 16/32 point IDCT and

DCT on HARP template in parallel multitasking for using at the time of designing

it for other purposes. The integration of 16/32 point IDCT and DCT on HARP

template would allow to support and compress larger block sizes. The integration of

DCT and IDCT at a parallel manner on HARP would allow to have multi-tasking

for CGRA which is not possible in case of executed research study. The current

research study implements 4 and 8 point IDCT along with 4 point IDST on HARP.

While the extended version of the research would allow to integrate 16/32 point

DCT and IDCT in a parallel manner. Another direction which can also be specified

for the future work in case of HEVC design on HARP is the employment of FCS

and DFS on the specific current design to mitigate the power dissipation issue. As

discussed above in the start of the thesis, the power dissipation issue is one of the

major issue which makes it difficult in case of compression of higher block sizes. The

implementation of FCS and DFS on the current design would help to address the

power dissipation. These are two major future directions for current research study

carried out in this thesis and it would not only allow to save resources in terms of

time and power but would also be a major breakthrough for developing advanced

technologies.
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Figure 1 Second, Third & Fourth Contexts for the Calculation of 4/8-point IDCT and
4-point IDST © 2018 IEEE [71]
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