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ABSTRACT
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Active Shape Model (AAM) and Active Appearance Model (AAM) are the com-
monly used methods in facial landmark localization, in the past 20 years, there are
a few extended methods, which are based on the classical ones, being published.

In this master thesis, the classical Active Shape Model (ASM) and Active Ap-
pearance Model (AAM) are well studied and summarized, especially ASM, which
is also introduced in formulation. Two newly extended versions based on Active
Shape Model are introduced and implemented through the thesis work. Stacked
Active Shape Model (Stasm), which is much closer to the classical ASM, achieves a
very good result on frontal face image landmark detection, so that it is the emphasis
of this thesis. Besides we use Component based ASM as the comparison method,
which is another Active Shape Model method based on component analysis. We
performed these two methods for facial images from different situations: frontal and
non-frontal images, single and group images. From the observation and data results,
we show that Stasm still has room for improvement on facial feature localization.
We explore the theoretical differences of these two extended versions and propose
ideas for improvement in the later chapters.
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1. INTRODUCTION

Years ago, when we watched the science fiction movies, we were so surprised by the
surreal products. Nowadays, with the popularity of concepts such as virtual real-
ity, robots and artificial intelligence, as the fundamental problem, object detection
attracted a lot attention. For human beings, after years of study, we get to know
everything in our world and can recognize the objects naturally. But how can we
let the computer do the same thing like a human being? For one example, how do
we recognize a friend from a group photo. Probably, we need to locate all the faces
in the image first. Then use the feature of friend’s face, such as what his nose, eyes,
mouth look like, to match with every single face in the image until we found the
right one.

In the last 20 years, face recognition research has been rapidly expanded by
all over the world, since there are quite a lot of potential applications in the field
like computer vision. With the development of face detector, we can easily found
the faces from images, but in order to get more information about them, facial
landmark description becomes one important part for further analysis on image
alignment, emotion recognition and pose estimation. However, as other recognition
tasks, because faces have many variations, such as facial expression, face direction
and image resolution, facial landmark description is not straightforward.

So what is landmark and what is facial landmark? After the definition of land-
mark points have been given in 1991 by Bookstein [1], a lot of research has been
done on how to find a flexible model. Generally speaking, landmarks are the points
on the object which represent the significant features. In a human face for instance,
the points on nose, eyes and mouth are the facial landmarks.

Based on a lot of previous works, Professor T.F Cootes and his colleagues found
"the only realistic approach is to ’learn’ specific patterns of variability from a repre-
sentative training set of the structures to be modeled."[2] In 1995, they published the
method, ’Active shape models (ASM)’. In ASM, a profile model, which represents
the local statistical features around each landmark, improves the accuracy on find
the ’best’ candidate for each target landmark. Besides, a shape model constrains
the global shape. When give a new face to the model, ASM fits the mean shape to
the initialized landmarks, then calculates each landmarks independently according
to the profile template matching, at the end, matches the global shape model to the
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adjusted point set. This method allows the user to obtain a best shape, orientation,
scale and position of the object in images, by just offering an initial rough guess. At
that time, the first few results of Active Shape Models are based on resister model,
heart model, hand model and worm model, where a better result shows that this
method has a potential for more complicated shapes, such as faces.

In 1998, the Cootes team introduced Active Appearance Model (AAM) [23]. The
aiming of AAM is to express a image in terms of a set of model parameters and
provides a natural interface to applications of face recognition. In AAM, besides the
shape and profile model which was introduced in Active Shape Model, a series of new
parameters which formed a texture model has been used to improve the accuracy
of facial landmark detection. And in 2001, an extended version of AAM has been
published. Since then, ASM and AAM have been mentioned so many times in the
following years for the field of object detection.

Although ASM and AAM have contributed a lot to the field of object detection,
there are still have shortages on real world problem. ASM works to find the best
contour of the object based on the initial guess, but the error can not be fixed, if
the initial guess is error located. Due to biased algorithm, many of the individual
points might be not correct, so that the global shape model becomes wrong. On the
other hand, AAM requires high quality of illumination. Huge error results can be
caused from the difference between training and test sets. Meanwhile, AAM Model
training is a time consuming procedure.

In order to solve the existing potential disadvantages and to keep the original
ASM and AAM growing, in the following years, research based on face aligning
and face landmarks initialization have been done. A few extended version of Ac-
tive Shape Model are created, such like Stacked Active Shape Model (Stasm) [21],
Component-based Active Shape Model (CompASM) [16] and Texture-constrained
Active Shape Models [22].Among these extensions, Stasm features with using 2D-
profile model to capture the local information for each landmark, while Comp-based
ASM implements component decomposition and uses PCA to model the relevant
positions between components.

The purpose of this thesis is to study the shape description via using Active Shape
model. In order to explore the principle of ASM, we choose Stacked Active Shape
Model as the primary method and as a comparison, Component-based Active Shape
Model is included.

The content of this thesis is structured as follows. Charpter 2 gives the theo-
retical background of the two key words of the topic, landmark localization and
Active Shape Model. A basic idea will be introduced, together with terms which
are commonly used in describing. Chapter 3 presents implementation of ASM in
detail, especially the training and searching stage of ASM. Two extended versions of
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ASM are introduced here, together with their features. Models trained by Stasm and
Comp-base ASM are presented in Chapter 4 and in order to make the measurement,
the theory of me17 measure, which is used to measure the accuracy of the model
via calculating the distance between the results and true position, is introduced.
Chapter 5 contains the discussion based on the topic of Active Shape Models and
some ideas for further improving Stasm. In the last chapter 6, we make a ending
with concluding the meaning of facial landmark localization for further use.
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2. THEORETICAL BACKGROUND

2.1 Landmark Localization

Landmark localization is a critical aspect in most of the computer vision applica-
tions, such as object recognition, image reconstruction and movement detection.

In old English, the word "landmark" was used to describe an "object set up to
mark the boundaries of a kingdom, estate, etc.""general sense of "conspicuous object
in a landscape" is from 1560s. Modern figurative sense of "event, etc., considered a
high point in history" is from 1859.

In medical image processing field, landmark comes from the significant point in
images of biological and medical specimens, which is used to examine and measure
shape changes. Bookstein calls the representative points "landmark points" and
describes them in terms of their usefulness. [1]

The characteristic of the landmark points, which are not only represent their own
locations but also have the "same" locations in every other form of the study and in
the average of all the forms of a data set, makes them become the most effective way
to analyze the forms of whole biological organs or organisms in modern biological
and biomedical investigations.

In our purposes, there are three different types of landmarks[2]:

1. points marking parts of the object with particular application-dependent sig-
nificance, such as the center of an eye in the model of a face or sharp corners
of a boundary;

2. Points marking application-independent things, such as the highest point on
an object in a particular orientation, or curvature extrema;

3. other points which can be interpolated from points of type 1 and 2; for instance,
points marked at equal distances a round a boundary between two type 1
landmarks.

For easily understanding, here, we give one example. Figure 2.1 is a 32 points model
of the boundary of a resistor. As we can see, points 0, 3, 5, 10, 12, 15 and so on
are marked on the location, where the easily identified features are, so they are the
landmark type 1. While the other points are equally marked along the boundary
between type 1 landmarks, they are type 3 landmarks.
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Figure 2.1: Example of 3 landmark types. [2]

2.2 Active Shape Model and Active Appearence Model

Models which are used in facial landmark localization have two categories, based on
the types of constraint imposing: parametric methods and non-parametric method.

Active Shape Models (ASM) and Active Appearance Models (AAM) are the
two most commonly used landmark localization methods which are using paramet-
ric shape constraints. Briefly, in ASM, a point distribution model represents the
shape of landmark points. In AAM, the appearance is modeled by Principle Com-
ponent Analysis (PCA) on the mean shape coordinates. We will introduce these
two principals in the following.

2.2.1 Shapes and Shape Models

Before we introduce the Active Shape Models (ASM), there are a few terms that
need to be explained. In this section, we will describe them in general based on our
purposes.

The shape of an object is represented by a set of n points, which may be in any
dimension. Shape is usually defines the quality of a configuration of points, which
is invariant under some transformation.[3]

In our case, a shape is a set of points in two dimensions. In the shape, points are
related to each other, which keeps the shape in a stable condition when it is moved,
rotated or scaled.

A shape model defines a set of shapes, which is achieved by aligning the training
shapes. According to the description in Active Shape Models [2], the algorithm to
align a set of N shapes is showed below:
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• Rotate, scale, and translate each shape to align with the first shape in the set.

• Repeat

Calculate the mean shape from the aligned shapes.

Normalize the orientation, scale and origin of the current mean to suitable
defaults.

Realign every shape with the current mean.

Until the process converges.

2.2.2 The Active Shape Model

Active shape models were developed by Prof. T.F.Cootes and his colleagues. [2] This
method can be used for image search in an iterative refinement algorithm analogous
to that employed by Active Contour Modes, as known as Snakes. Figure 2.2 shows
one shape model which was trained by a few images of Prof.Cootes’ face. In figure
2.2, we can see there are a few shapes. Different lines shows a different situation
which is generated from the training set, such as face direction, the shape of the
mouth and close and open mouth.

Figure 2.2: Example of Shape Model with different variations (program to generate
the image can be obtained from Prof. Cootes’ website)
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The Point Distribution Model (PDM) is a shape description technique that
is used in locating new instances of shapes in images. It has been developed by
Prof. Cootes and Taylor [4], which becomes a standard in computer vision for the
statistical study of shape and for segmentation for medical images. This method
tries to "understand" the shape, but not just building a rigid model.

Briefly, implementing of PDM method starts by aligning the training samples
which have been well labeled into a common co-ordinate frame, same like what we
do to obtain the shape model.The PDM approach assumes the existence of a set of
examples which comprise the training set. Then from the training set, a statistical
description of a shape and its variation are derived. Figure 2.3 shows one example
point distribution model, where dots mark the possible positions of landmarks and
the line denotes the mean shape.

Figure 2.3: PDM of a metacarpal. Courtesy N.D.Efford, School of Computer Stud-
ies, University of Leeds.

Besides on 2D images, the Point Distribution model can be extended to deal with
volume data. Because 3D images are not included in my thesis, such models and
their use in image search can be found in other articles [5]. PDM can also be used in
a classifier to estimate the mean shape for a set of given shapes. The distributions
of the parameters can be estimated from the training set, allowing probabilities
to be assigned. [6] This technique has been successfully used to recognise simple
handwritten characters and faces. [7]
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Generally speaking, the Active Shape Model algorithm is using Point Distribution
Model in image search, more elaborately, PDM is used as a local optimiser.

Suppose we have a PDM of an object, and we have an estimate of the position,
orientation, scale and shape parameters of an example of the object in an image.
The approach we use to improve the estimate as follows: we calculate a suggested
movement for every point in the model which is required to displace the point to
a better position; we calculate the needs for overall position changing, in order to
obtain the best displacements; any residual differences are used to deform the shape
of the model object by calculating the required adjustments to the shape parameters.
To do these, two types of sub-models are needed to construct the ASM:

1. a profile model for every landmark, which describes the characteristics of the
image around the landmark.

2. a shape model which defines the allowable relative position of the landmarks.

We can understand the two sub-models in this way: the profile model is used
for locating every landmark in the model in order to get a perfect location, but the
shape model defines the relationship between two or more landmarks, so that the
whole shape will not be deformed to a totally strange one after a few changes.

2.2.3 Active Appearance Models

Active Appearance Models are developed after Active Shape Models. Prof.Cootes
and his colleagues brought the idea in 2001. [8] The AAM performs a full model of
appearance, which contains both shape variation and the texture (intensity) of the
region covered by the model. [9] Figure 2.4 shows an trained example of Prof.Cootes’
face.

An appearance model can represent both the shape and texture variability
seen in a training set. [9] Generally, the appearance modeling has following steps
[8]:

1. prepare a well annotated training set, which the corresponding points have
been marked on each sample.

2. apply Procrustes analysis, which is a form of statistical shape analysis used to
analyse the distribution of a set of shapes, to align the sets of points and build
a statistical shape model.

3. warp each training image so the points match those of the mean shape, ob-
taining a "shape-free patch".
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4. learn the correlations between shape and texture are learned to generate a
combined appearance model.

(a) Example Shape Model

(b) Example Texture Model

(c) Example Combined Model

Figure 2.4: Example of Active Appearance Model

2.2.4 Difference between ASM and AAM

Based on the understanding of these two algorithms, there are three key differences
between Active Shape Models and Active Appearance Models: 1. texture model
producing: the texture model in ASM comes from a small region around every
landmark point, while the AAM uses the appearance model from the whole region;
2. area sampling: the ASM searches around the current position, typically along
profiles normal to the boundary, whereas the AAM only samples the image under the
current position; 3. distance minimising: the ASM essentially seeks to minimise the
distance between model points and the corresponding points in the image, whereas
the AAM seeks to minimise the difference between the synthesized model image and
the target image. [9]

2.3 Principal Component Analysis

Principal Component Analysis (PCA) was invented in 1901 [29], which has been
showed to be the simplest multivariate analyses tool via using true eigenvectors.
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The most common process of PCA can be done by eigenvalue decomposition of a
data co-variance matrix. Here we are showing steps to perform a PCA on a set of
data.[30]

1. Get some data.

2. Subtract the mean from each of the data dimensions.

3. Calculate the covariance matrix.

4. Calculate the eigenvectors and eigenvalues of the covariance matrix.

5. Choose components and form a feature vector.

6. Derive the new data set.

Nowadays, researchers need to deal with huge amount of data, which are always
in high dimensions. Principal Component Analysis has one advantage on supplying
the user with a lower-dimensional picture. Besides, PCA is also used as the feature
selection and feature extraction method. As we showed above, after the calculations,
we use t only the first few principle components, so that the dimensions of the dataset
are reduced.

Back to our case, PCA is used in the profile search, where features near the
target landmark need to be collected. We will introduce more in the implementation
chapter.

2.4 Cross Validation

Suppose we have a model with a few parameters, and a dataset, which we used
for training. The training process is aiming to optimize the parameters to fit the
training dataset as well as possible. But one situation that we need to take into
consideration is that the series of parameters turn out to be not fit the data outside
of the training set. This is the so called overfitting.

Cross validation is one method to evaluate the performance of the trained model,
in order to prevent overfitting, especially when the training set is small or the number
of parameters in the model is large. Basically, we can divide cross validation into two
groups, exhaustive cross validation, for one example, leave-one-out cross validation,
and non-exhaustive cross validation, like 2-fold cross validation. Besides, another
goal of cross validation is comparing the performances of different models.
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3. IMPLEMENTATION

In machine learning and pattern recognition field, almost all the solutions can be
divided into a few stages, So do facial landmark localization problems. In this
chapter, we are going to explain the implementation stages based on our experiment,
which is modified for our purpose and shown in Figure 3.1.

Figure 3.1: Processing

Image pre-processing refers to using image processing techniques, such as im-
age segmentation, image alignment, before dealing the raw images with the system,
in order to improve the quality. In our case, although we are using some of the open
source data sets, some of the image are not well aligned, which makes them difficult
to be used directly by the following steps.

Model training and Model evaluation are the core steps of our processes.
Based on the method of Active Shape Model, in the training stage, a lot of param-
eters are involved into our model building, so that each landmarks can be matched
to the correct locations. After the training stage, in order to test the accuracy and
avoid the over fitting, models need to be evaluated before using in new test. The
popular method is cross validation.

Model fitting means fitting the well trained and tested model to a new image.
Based on the algorithm, this is also called ’searching stage’. In this step, a new
image or new data set will be introduced into the system, via using the model on
it, we can get the data for presenting the model performance.

Results presenting is the last stage of our work. At this stage, we use the data
that we collect from the previous steps to prove the advantage and disadvantage of
the method we choice. Via comparing with other research results, we try to figure
out the reason and further improvement.

In order to performing this experiment, there are a few open source data sets, in
which have been well annotated, can be used. After the original method of Active
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Shape Model was published in 1995 [2], a few extended research have been done in
the past decades around this topic, meanwhile, some efficient approaches have been
published based on them. Stacked active shape model, which is known as ’Stasm’,
is one of the most popular methods and our experiment are mainly performed on it.
As a comparison, the classical ASM and one new method, Component-based ASM
will be mentioned, too.

3.1 Image Data Set

In our experiment, we choose to use a few public face databases. MUCT (Milbor-
row/University of Cape Town) [10], which is also the original training database of
’Stasm’ program [10]. Another image data set in this thesis is Helen Facial Fea-
ture Data set [16], which is used data set of the method, Comp-based Active Shape
Model.

3.1.1 MUCT

Figure 3.2: Example images from MUCT database [10]

MUCT (Milborrow/ University of Cape Town) database consists 3755 face im-
ages, with approximately equal numbers on male and female images, and all images
are taken from people with different occupations such as students, teachers, em-
ployees of the university and so on. Besides, subjects were not asked to show any
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particular facial expression, in other words, all images were taken with a neutral ex-
pression or a smile. Figure 3.2 shows some example images from MUCT database.

Figure 3.3: The five cameras and their positions to the subject’s face [10]

In MUCT database, every subject has five images which are from different angles
taken at the same time. The positions of 5 cameras is shown as in Figure 3.3 and
Figure 3.4 is one set of examples which are taken from all five cameras.

Landmark is another issue that we need for our experiment. The Stasm was
trained with 76 landmarks on each sample. In our case, in order to compare with
other results, we are using 68 landmarks for the database. The landmark number
and its location have been well defined beforehand (Figure 3.5 and Figure 3.6).

3.1.2 Helen Facial Feature Data set

Helen Facial Feature Data set which contains 2330 images is constructed by images
from Flickr. The aiming of this database is offering high resolution examples for
facial feature localization. The image in the data set have detected by a face detector
and, in order to simplify the further use, some images have been cropped from
the original version. In the end, all the images are manually annotated with 196
landmarks.

Helen Facial Feature Data set is more challenging and diverse than other data
sets. Figure 3.7 shows some example images from Helen Facial Data set. As we can
see the face in the image have more facial expressions, which creates the difficulties
on landmark locating.
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Figure 3.4: Five image views of one subject

Figure 3.5: Image with 68 landmarks

During the whole process, a few other image data sets are involved, such as BioID
[15], and XM2VTS [25]. Because they are not the mainly used data set, We are not
going to introduce them one by one here, instead of some information in Table 3.1.
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Figure 3.6: Landmark number and its definition
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Figure 3.7: Examples from Helen Facial Feature Dataset

Table 3.1: Basic information of BioID and XM2VTS Databases

BioID XM2VTS
Number of Landmarks 20 68
Number of Images 1521 2360

Image Size 384x286 720x576
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3.2 Classic ASM Model Training in Formulation Expression

In order to locate a structure of interest, we must first build a model of it. Based
on annotated images, we must decide upon a suitable set of landmarks. So suppose
the landmarks along a curve are labelled {(x1, y1), (x2, y2), . . . , (xn, yn)}. For a 2-D
image we represent the n landmark points, {(xi, yi)}, for a single example, as the
2n element vector,x, where

x = (x1, . . . ,xn,y1, . . . ,yn)
T . (3.1)

If we have s training examples, we generate s such vectors xj. Before we can per-
form statistical analysis on these vectors, it is important that the shapes represented
are in the same co-ordinate frame. The shape of an object is normally considered to
be independent of the position, orientation and scale of the object. A square, when
rotated, scaled and translated, remains a square.

3.2.1 Statistical Models of Shape

Suppose now we have s sets of points xi which have been aligned into a common
co-ordinate frame. One simple iterative aligning method is as follow:

1. Translate each example so that its center of gravity is at the origin.

2. Choose one example as an initial estimate of the mean shape and scale so that
|x| = 1.

3. Record the first estimate as x0 to define the default reference frame.

4. Align all the shapes with the current estimate of the mean shape.

5. Re-estimate mean from aligned shapes.

6. Apply constraints on the current estimate of the mean by aligning it with x0
and scaling so that |x|=1.

7. If the mean shape still changes significantly, return to 4.

These vectors are from a distribution in the 2n dimensional space in which they live.
If we can model this distribution, we can generate new examples, similar to those
in the original training set, and we can examine new shapes to decide whether they
are plausible examples.

In order to simplify the problem, we are trying to reduce the dimensionality of the
data from 2n to a more manageable level. Here, we are using Principal Component
Analysis (PCA), after that, we can approximate any of the training set, x, using:
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x ≈ x+Pb. (3.2)

Where P=(p1 | p2 | ... | pt) contains t eigenvectors of the covariance matrix and
b is a t dimensional vector of weights given by

b = PT (x− x). (3.3)

The vector b defines a set of parameters of a deformable model. By varying the
elements of b, we can vary the shape, x, using Equation (3.2). The variance of the
ith parameter,bi, across the training set is given by λi. By applying limits of ±3

√
λi,

since most of the population lies within three standard deviations of the mean [2],
to the parameter bi, we ensure that the shape generated is similar to those in the
original training set.

We usually call the model variation corresponding to the ith parameter, bi, as the
ith component of the model. The eigenvectors, P, define a rotated co-ordinate frame,
aligned with the cloud of original shape vectors. The vector b defines points in this
rotated frame. Here we are showing one example, where explains the shape model

Figure 3.8: Example face image annotated with landmarks

and the effect of varying the model shape parameters. Figure 3.9 shows example
shapes from a training set of 300 labelled faces, which Figure 3.8 is one example
of the training set. Each image is annotated with 133 landmarks and there are 36
parameters in the shape model. (More details about this example can be found from
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[11])

Figure 3.9: Example shapes from training set of faces [2]

While Figure 3.10 shows the effect of varying the first three shape parameters
in turn between ±3 standard deviations from the mean value, leaving all other
parameters at zero.

Figure 3.10: Effect of varying each of first three face model shape parameters in
turn between ±3 s.d. [2]
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3.2.2 Fitting a Model to New Points

From the parameters above, a particular value of the shape vector, b, corresponds
to a point in the rotated space described by P which corresponds to an example
model. This can be turned into an example shape using the transformation from
the model coordinate frame to the image coordinate frame. Typically this will be a
Euclidean transformation defining the position, (Xt, Yt), orientation, θ, and scale,S,
of the model in the image.

The positions of the model points in the image, X, are then given by

X = TXt,Yt,S,θ(x+Pb) (3.4)

Where the function TXt,Yt,S,θ performs a rotation by θ, a scaling by S and a
translation by (Xt, Yt). For instance, if applied to a single point (x, x),

TXt,Yt,s,θ

(
x

y

)
=

(
Xt

Yt

)
+

(
S cos θ −S sin θ

S sin θ S sin θ

)(
x

y

)
(3.5)

Suppose now we wish to find the best pose (translation, scale and rotation) and
shape parameters to match a model instance X to a new set of image points, Y.
Minimising the sum of square distances between corresponding model and image
points is equivalent to minimising the expression

|Y− TXt,Yt,S,θ(x+Pb)|2 (3.6)

A simple iterative approach to achieving this is as follows:

1. Initialize the shape parameters, b, to zero (the mean shape).

2. Generate the model point positions using x = x+Pb

3. Minimize 3.6 to find the pose parameters (Xt, Yt, S, θ), which best align the
model points x to the current found points Y.

4. Project Y into the model coordinate frame by inverting the transformation T :

y = T−1Xt,Yt,S,θ
(Y) (3.7)

5. Project y into the tangent plane to x by scaling: y’=y/(y.x).

6. Update the model parameters to match to y’

b = PT (y′ − x) (3.8)
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7. If not converged, return to step 2.

3.2.3 Testing How Well the Model Generalises

From the training set, we can see the shape models are described using linear com-
binations of the shape. In order to generate new versions of the shape to match a
new image data, the training set should contain all the possible shape models which
a new image data can be expressed. If not, the model will be over constrained and
will not be matched to some cases. For instance, if we train a model with all frontal
face images, the images has side faces cannot be modeled via our model. Meanwhile,
over-fitting is also a problem which should be took into consideration.

Cross validation is one approach to estimating how well the model will perform.
’Leave-one-out’ experiments is a common way to use for cross validation. Given a
training set of several examples and equally divided the whole training set into n
groups, build a model use n-1 groups of samples, then fit the model to the group that
has not been used in training and record the error. Repeat this until all individual
group has been tested. If the error is unacceptably large for any example, more
training samples should be required. While, small errors for all examples only mean
that there is more than one example for each type of shape variation, not that all
types are properly covered. It is good to calculate the errors for all points to ensure
the maximum error on any point is sufficiently small.

3.3 Model Fitting in Searching Stage of Classic ASM

In order to fit the model to a new image, a set of parameters which defines the shape
and position of the target object should be chosen. For a set of model parameters, c,
we can generate an instance of the model projected into the image. Via comparing
this model with the target image, we can get a fit function F(c). What should be
done next is finding the suitable parameters to optimize this measure.

Thus, theoretically, all we have to do is choosing a suitable fit function and
optimizing the measure.

3.3.1 Choosing a Fit Function

A fit function represents the probability how the model parameters fit to the target,
P(c|I). So choosing a fit function is to maximize the probability.

As we described above, the parameters that we can vary are the shape param-
eter, b, and the pose parameters Xt,Yt,S,θ. Let us assume that the shape model
represents the boundaries of the target object, a useful measure is calculating the
distance between a given model and the nearest point on the boundary of the object.
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Figure 3.11: One measurement via calculating the distance between the model point
and its nearest point on the boundary of the object

If the positions of the model points are given in vector X, and corresponding
points on the target are X’, then the measurement is

FXt,Yt,S,θ = |X′ −X|2 (3.9)

3.3.2 Optimizing the measurement

Optimizing the fit model is very difficult, if we do not know any initial knowledge
about where the target is in the image. However, after the prior processing, we have
already get an approximation position. so we can use local optimization techniques.

So far, we can give a general algorithm about the classical ASM method:

1. Examine a region of the image around each point Xi to find the best nearby
match for the point X′i

2. Update the parameters Xt,Yt,S,θ,b to best fit the new found points X

3. Apply constraints to the parameters, b, to ensure plausible shapes

4. Repeat until convergence.

3.4 One Extension of ASM: Stasm and Its Features

Stasm [19], which is short for "stacked Active Shape Model", is based on the method
of Active Shape Model to find the feature in faces. Both the model training and face
searching have been already integrated inside the program. Furthermore, Stasm is
written by C++ and needs OpenCV implementation [20] for face detectors.

The version we are using in our experiment is 4.1.0. Here are some features about
Stasm, compared with the classical ASM method.



3. Implementation 23

3.4.1 Two Dimensional Profiles

Different with the classical ASM, which is using one-dimensional profile at each land-
mark and using two-dimensional "profiles" to improve fits, Stasm samples a square
region around each landmarks, instead of sampling a 1D line of pixels. Intuitively,
the 2D profile area can obtain more information around the landmark which can
also offer a better result on model fitting.

3.4.2 Stacking Models

In the classical ASM, the initial location of the shape fitting is crucial. Manually
giving a wrong location can cause a final failure from the beginning. Figure 3.12 is
showing one failure example that shape fitting on a wrong initial location. In Stasm,
a better way to solve the problem is to run two times ASM searches in series, via
using the first search result as the start shape for second ones. The stacking model
helps the worst fits, where the initial location is often badly misplaced, but has little
effect where the start shape is already well positioned.

(a) A well matched shape (b) A shape with wrong
initial position

(c) After 1 iteration (d) After 10 iterations

Figure 3.12: One example of wrong initial position on shape searching

3.4.3 Generating the start shape using face detector

Because of the importance of initial position. In Stasm, in order to avoid the problem
stated in Figure 3.12, global face detectors are used before the ASM search begins.
It helps to locate a approximate position and size of the face. Rowley face detector
[17] is used in the developing stage of Stasm and Viola-Jones detector[18] is more
used in the released version 4.1.0.
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3.5 Another Extension: Component Based ASM

In the classical Active Shape Model, a global shape model has been used to analyse
the entire shape and each feature point is sampled by a local profile search. Although
we can get quite good results on studio data where the variances are small and test
images are similar to training samples, in real life, because of the large variations on
face expression, head direction and light illumination, the global ASM is too strict
to get a better result.

3.5.1 Component Based ASM

Based on the observation which we talked above, the component based ASM [26]
has been presented originally in 2007. Instead of using a global shape, a few sep-
arated local models have been introduced to describe the whole object. In a face
shape for instance (Figure 3.13), the set of landmarks for the shape model has been
decomposed into 7 local models, "left brow", "right brow", "left eye", "right eye",
"nose", "mouth", "jawline". Those 7 local models are called components. In com-
ponent based model, each component has its own coordinate system, local frame.
and the center of the component are represented in a higher level dominant face
frame, configuration frame.

The model that we are talking here is slightly different with the original Compo-
nent Based ASM. In this thesis, Comp-based ASM refers to the later version, which
is published in 2012 [16].

Figure 3.13: Local shape model of a face shape

According to [16], there are three coordinate frames: global, configuration and
local frames. In Comp-based ASM, the local models for each component are used
to fitting the components’ shape model to the relevant components and they are
constrained by the configuration model and the configuration model is responsi-
ble to find the orientation and scale of the face and to estimate optimal locations
of components. In other words, because each local model is fitted independently,
Comp-based ASM can handle larger global shape variations.
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Another difference with the Classical ASM is the profile model. In Classical ASM,
profile model is a one dimensional vector obtained by searching the surrounding
target landmark. Because all the landmark locations are chosen individually, it
could end up with the two landmarks far away from each other, which they should be
neighbors. In Comp-based ASM, there is a binary constraint for each pair of adjacent
landmarks, which keep them in a proper distance from each other. Elaborately, the
landmark locations fitting is done by maximizing the unary scores at each location
and binary scores at each pair of adjacent locations.

In the end, we present the algorithm for Comp-based ASM:

1. Detect faces, initialize the shape model based on face rectangle.

2. Do profile search for suggesting new landmark locations

3. Update the landmark locations with local shape and configuration model

4. Form a new global shape by applying the inverse similarity transformation

5. if the locations of points are not stable, go back to step 2.

3.5.2 Features of Comp-Based ASM

Comp-based ASM is published in C++ code under dlib C++ library. Dlib is a
general purpose cross-platform open source software library written in the C++
programming language. [27; 28] The implementation of dlib is well documented in
its manual which easy for understanding by users.

Besides, Comp-based ASM uses a face detector which is made using the classic
Histogram Oriented Gradient (HOG) feature combined with a linear classifier, an
image pyramid and sliding window detection scheme. [28] This face detector has
more powerful function compared with Viola-Jones face detector, so that we still
can finish the task under extreme situations, but as a drawback, it requires much
more computation during the process.
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4. PERFORMANCE EVALUATION

4.1 Type of Landmarks in Performance evaluation

Different with the landmark type in annotation stage, the landmarks which we
choose here can be detected relatively easily using low-level image features such
as gradient information, cornerness or local information extracted, which means
that they are based on the abundance and reliability of image features aiding their
detection. These landmarks, easily detectable ones, such as the corners of the eyes,
the corners of the mouth, the nose tip and the eyebrows, are referred to as primary
ones and they play a more determining role in facial identity and face tracking [13].
Based on this, there are a few different standards. Furthermore, primary landmarks
are often guiding the secondary landmarks. The primary and secondary landmarks
most commonly used in the literature are shown in Figure 4.1. Compared with
Figure 3.5, there is a slightly different in landmark system, but the location of each
primary landmark is the same.

Figure 4.1: The most commonly used primary and secondary landmarks (the green
and red squares refer to the primary landmarks, in which red square shows the most
fiducial points) [13]

4.2 The Error Measurement

To evaluate the accuracy of feature detection, the locations found by each feature de-
tector are compared with ground truth locations which is the manually annotations.
The average point to point error (me) is calculated as follows:
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me =
1

ns

n∑
i=1

di. (4.1)

Where di is the point to point errors, s is the inter-ocular distance and n is the
number of points. Figure is one measure example.

Figure 4.2: Example of error calculating, "." = annotated location and "X" =
predicted location [11]

As we discussed above, commonly, we use 17 primary landmarks to refer to the
whole shape, so in our case, n equals to 17. This is the so called me17 measure[14].

Besides me17 measure, there are a few other measurements using in researches,
for an example me196, basically they are using the same formula as Equation 4.1
showed, the only difference is the number of landmarks they use in calculation.

4.3 Stasm Model Performance

In this section, we are going to show some results of the trained Stasm Models.
During training stage, we use different numbers of training samples and test the
model on the whole MUCT data sets. Some results, we can easily see and draw the
conclusion based on the intuitionistic.

In Figure 4.3, we are showing two standard images. Figure 4.3(a) is the standard
model of 68 landmarks, which shows the locations of all the 68 landmarks and their
relevant positions. Figure 4.3(b) shows the standard locations of the primary land-
marks, which will be used for measuring the model performance, like we discussed
in last section.
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(a) standard location for 68 landmarks shape

(b) A shape with wrong initial position

Figure 4.3: Standard images of shape 68 and 17
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Firstly, we are going to train the new model with first 100 images in MUCT. This
is a relatively arbitrary model, because the limit of the small amount images in the
training set. Figure 4.4 is the mean shape which has been obtained from the first
100 images of MUCT. Like we can see from the image, the landmark locations of
the right eye (landmark numbers from 32 to 36) is not accurate. Also, the outline
of the shape is obviously larger then the lady’s face, while mouth is much smaller
than it should be.

Figure 4.4: Mean shape from the training set with 100 images

Now let us make a comparison, in Figure 4.5 , the image on the right side
(fig:4.5(a)) is the fitting result from the model which is trained by 100 images,
while on the left side (fig:4.5(b)) is the fitting result from the model which is trained
by 2000 images. As we can see directly from the images, the model which is trained
by only 100 images has less fitting accuracy than the other one, because of the loca-
tions of the eye brow, right eye and corner of the mouth. Via calculating the me17
error, which are 0.093 (4.5(a)) and 0.072 (4.5(b)), it shows the same result.

Then we fit these two models to the whole MUCT data set, which contains 3755
images, and calculate the performance of them. Figure 4.6 shows the histograms
from two different models, where we can see that the error of the model which is
trained by 100 images has a wider range, while the model trained by 2000 images
has a more converged one.

The results in Table 4.1 are collected from 300 random images in MUCT, there
are unavoidable some false images which means the face detector cannot found the
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(a) model trained by 100 im-
ages

(b) model trained by 2000 im-
ages

Figure 4.5: Fitting results from different training models

face. Generally the errors for these kind of images are abnormal, so we removed the
false results, in order to calculate the mean me17 error.

(a) model trained by 100 im-
ages

(b) model trained by 2000 im-
ages

Figure 4.6: Histograms from different training models

Model Mean Max Min
Model with 100 images 0.08 0.433 0.021
Model with 2000 images 0.04 0.264 0.020

Table 4.1: Comparison of 100 images model and 2000 images model on random 300
images from MUCT data set under me17 measure

4.4 Inaccurate Situations

When we train the model with Stasm, we found there are situations either with very
large me17 errors or the errors are smaller than it should be. I think it is necessary
to give a few examples here.

In Figure 4.7, these images all have the me17 error higher than 0.1. Because
with non-frontal faces, which Stasm has a problem on fitting the model. Also as the
writer introduces Stasm, she said Stasm is mainly used to detect frontal face.
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(a) (b)

(c) (d)

Figure 4.7: Large error with side faces

In Figure 4.8, both of the images are marked with the same me17 error, 0.09.
But from the images themselves, we should say Figure 4.8(b) fits much better than
Figure 4.8(b). The reason for this situation is that we do use the primary landmarks
(check 4.3(b)) to calculate the me17 error, but not the landmarks on the outline of
the shape. So, although the fits are quite different with each other, they still have
the same me17 error.

Figure 4.9 shows some other situations which can cause abnormal error and
mainly they are caused by the face detector, like 4.9(a) caused by face detector
cannot find the face and 4.9(b) caused by face detector locate the wrong place. The
reason for these situations are quite complicated, such like the light of the place, the
texture of the clothes and the accessory of the object.
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(a) (b)

Figure 4.8: Images with the same me17 error

(a) Face detector cannot find the
face

(b) Face detector locate the wrong
place

Figure 4.9: some other situations
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4.5 Performance Comparison between Two ASMs

In this section, we are going to compare the results from Stasm and Comp-based
ASM, based some tested examples.

4.5.1 Overview

In Table 4.2, we can see that Stasm has a slightly better result than Comp-based
ASM. But we should say that MUCT data set is easy to deal with the fitting
algorithm, because the images are obtained under the same studio environment.
While Helen data set is more close to the real life images data set, this data set
contains images with larger variations on pose, lighting and facial expression. As
we can see from the result, Comp-based ASM has outperformed Stasm on these
complicated situations.

Table 4.2: Comparison of Stasm and Comp-based ASM on two test data sets.

Dataset Model Mean Max Min
MUCT Stasm 0.043 0.19 0.020
MUCT Comp-based ASM 0.045 0.23 0.021
Helen Stasm 0.111 0.411 0.037
Helen Comp-based ASM 0.091 0.402 0.035

4.5.2 Computational Efficiency

In this thesis, all the experiments are executed under Ubuntu 14.04.4 LTS 64bit
system via using VMware Workstation as virtual machine. The CPU of the laptop
which distributes to the virtual machine is one processor of Intel Core I5 2.6 GHz
together with 1 GB RAM. All the calculations have been done under the same
hardware condition.

During the training session, we found, Stasm needs 166ms per image, while Comp-
Based ASM needs 6.5 seconds per image (ASM model training needs 1 second and
5.5s for face detector). There are a huge time difference on two methods.

While training the comp-based ASM model, we calculated the test error for dif-
ferent number of training images. From Figure 4.10, comp-based ASM needs a very
small train data set to achieve a quite good fitting model, while from the previous
Table 4.1, Stasm needs a training set which contains 100 faces to reach the mean
test error 0.08, however, only 18 images are needed in comp-based model training.
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Figure 4.10: Test Error result in Comp-Based ASM

Figure 4.11: An example image from Helen data set with face gesture
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4.5.3 Situation 1: Face with expression

In Figure 4.11, we show one example image from Helen data set which has a large
variation on mouth shape and Figure 4.12 are the fitting result from both of the
models. Images with non-neutral face are always causing quite a lot of fitting prob-
lems via using the classical ASM. Because of the global constrained parameters in
Stasm, as it shows in 4.12(a) , the shapes for local mouth area is still in a neutral
shape, while the girl is pouting in fact. As a comparison, in 4.12(b), we can see
the local shape for mouth is almost perfectly overlapped with the original landmark
points, which improves the fitting result quite a lot.
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(a) Fitting result from Stasm. Red line shows the shape
fitting by stasm

(b) Fitting result from Comp-based ASM. Green line shows
the shape fitting by Comp-based ASM

Figure 4.12: Fitting results from two models. The red dots are the original landmark
points.
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4.5.4 Situation 2: Non-frontal faces

As we mentioned in last section, where we showed that Stasm doesn’t work very
well with the non frontal images. In comp-based ASM, this problem can also be
well solved.

(a) Fitting result from Stasm

(b) Fitting result from Comp-based ASM

Figure 4.13: Stasm and Comp-based ASM on non-frontal face
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4.5.5 Situation 3: Image with multi-faces

In real life, a commonly problem that we need to deal with is group photo (same like
in Figure 4.14), which means there are more than one face in the image. Because of
the large variations between each face, for this kind of images, before we match the
single shape to the faces, a high sensitive face detector is highly needed.

(a)

(b)

Figure 4.14: Example images with multi-faces

Active Shape Model is originally trained with one images which contains one face
only, so does Stasm, and it has the ability on matching multi faces. But, because of
the limitations from the shape and profile models, the effect on this task by Stasm
is really poor. Just like Figure 4.14, Stasm almost cannot work on these kind of
images. Result are showed in Figure 4.15, the face detector can recognize the three
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faces in the image 4.15(a), but the location is not correct, so that the fitting results
confuse the outline of the face and in 4.15(b), the face detector cannot location the
faces, because the size of each face is too small to detect by the used face detector,
which is viola-jones detector.

Figure 4.15: Fitting result from Stasm. White dots are representing the fitting
results
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Now, let us show the results from Comp-based ASM model. Compared with
Stasm model, the shapes constructed via using global and local Component models
have been generated correctly.

Figure 4.16: Fitting result from Comp-based ASM. Green lines are representing the
fitting results
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5. DISCUSSION

In this chapter, the observed results from the presented data and image are discussed
and a few ideas for further research are written.

As we can see from the examples above, the classical ASM (Stasm) has a good
result on frontal facial landmark localization. Based on the training data, the shape
model is well constructed with relatively flexible model.

But we should still be aware of the limitation of Stasm. Because we do not work
only with frontal face image, and in real life problems, most of the images are taken
in a more freedom way then sitting in front of the camera straightly. The Helen
data set is one of the challenging task for Stasm.

Like in the situation 1, when the image contains face with exaggerated facial
expression, the Stasm will not offer a good fitting solution based on that. On the
contrary, the entire shape will be re-scaled by the little influencing factor. Parame-
ters which construct the shapes are too strict. Once a small changing in the local
area, the global shape will be changed. A better result from Comp-Based ASM just
proves this idea, Where the entire face has been divided into seven components,
the changing in one component will be evaluated before changing the parameters
constraint the whole shape model.

Situation 2 indicates the most commonly problem in real life, which also partly
results from situation 1. Furthermore, the Stasm using landmark pairs in shape
model, which defines the relationship between two individual landmarks. For an
example, landmark on the right corner of mouth is paired with the landmark on the
left corner. For non-frontal images, the shape is not totally symmetrical. Hence, the
parameter should reduce the binding of paired landmarks. And on the other hand,
Stasm has a elementary implementation on facial pose estimation. While the model
which is recovered from the Comp-based ASM performs very good.

Another field of multi-face face landmark localization is the idea of situation 3.
And the factor which affects the result highly is the facial detector. As the first step
of classical face detection, a face detector determines the final result quality. Both
Stasm and Comp-Based ASM are using face detector to offering a bounding box for
each face in the image. Intuitively, we can see from the result, the face detector
which uses HOG feature and pose estimator work quite well for this task. However,
Stasm is about a failure. After analyzing the implementation of Stasm, we found a



5. Discussion 42

few reasons. Firstly, an improper face detector. During the training and test stage,
we found a lot of the false examples caused by the face detector. Secondly, the
profile file used in Stasm does not obtain the feature for each landmark accurately.

Besides all these situations we discussed above, there are a few other ideas which
i think can improve the performance of model fitting and user experience. As we
have noticed, the images processed by Stasm are all in gray level, which makes it
more difficult if the surrounding is dark. And also, some information based on the
colors are missed automatically.

On the other hand, Stasm is not a very handy tool for new model training. As
we can found from the website, the manual for training a new model is around 30
pages. And quite a lot of constrained parameters have been used in the training
session which we need to manually modify tons of files before the training start.

At the end, let us summarize a few further work for Stasm:

1. Separate the global shape into a few local shape for different part of the object
for a better fitting in local areas

2. Include a proper face pose estimator, in order to dealing with side face images
and images with other positions

3. Update to a new face detector instead of using the current one for a bet-
ter detection under extreme situation, Or revisiting the start shape which is
generated by Viola-Jones detector

4. Using color images to obtain more information for each landmark points

5. Improve the user experience on training new models
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6. CONCLUSION

The idea of this thesis is going getting familiar with the classical shape describe
method, Active Shape Model, which was originally published in 1992. The method
used shape and profile models for locating the shape for new images. During the
training stage, shape model, which is obtained from the Point Distribution Model,
forms the entire shape of the object, while profile models collects the features around
each landmark points. Afterwards, in the searching step, a new shape will be gen-
erated based on the shape of the new object. Parameters in shape model keeps the
entire model in a certain shape, for instance, a face model will always be in a face
shape and eyes, nose and other feature landmarks are in a solid relationship, while
each landmark matches the relevant point, based on the feature which is collected
beforehand in profile model.

In this thesis, two extended version of Active Shape Model are emphatically
introduced. They are both based on the original Active Shape Model, while improved
the model performance via using different way to generate the shape model and
profile model. Meanwhile, both of the extended methods are using face detector as
the first step to locate the face in the image, in order to segment the target from
it surrounding environment. in Stacked Active Shape Models, an stacked model via
using two times of ASM is introduced to the new method, so more accurate position
of the start shape will be located. Besides, a 2D profile for one single landmark will
be obtained, in order to get more efficient and correct solution for new target shape
fitting.

Another method, which is included here, is Component Based Active Shape Mod-
els. Different with the classical Active Shape Model and Stacked Model, this meth-
ods forms the shape model via dividing the entire shape into a few separate local
shapes and parameters are used to constrain the local shapes inside the global shape.
It offers a more flexible fitting method, especially for the faces with large variations
on facial gestures, face directions and environment factors.

Besides all the introductions, a few experiments based on the mentioned method
have been established. One popular error measurement, which is based on calculat-
ing the primary facial landmarks distance, is used to analyzing the results. Via the
comparison between the two methods, we get to know more about the advantage
and disadvantage of the Active Shape Models. We do believe that adding more
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landmark points which gives a more integrated shape can helps for more accurate
facial landmark localization. On the other hand, how to take full advantage of the
profile information is another aspect to increase the success rate of finding correct
facial landmarks.

Nowadays, facial landmark localization and face detection are commonly used
in the applications in computer vision and virtual reality, even in robotics. The
method, Comp-based ASM, has already been used into detection based on real
time and video stream. With the development of relevant field, like face detector
techniques and face alignment methods, Active Shape Models will be more in used
as a primary method.
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