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IITIIVISTELMÄTAMPEREEN TEKNILLINEN YLIOPISTOTietotekniikan koulutusohjelmaTuominen, Mikko: Tallennusjärjestelmien energiatehokkuus klusterilasken-nassaDiplomityö, 42 sivua, 5 liitesivuaKesäkuu 2011Pääaine: Hajautetut ohjelmistotTarkastaja: professori Hannu-Matti JärvinenAvainsanat: Klusterilaskenta, energiatehokkuus, SSD, levypalvelin, GlusterFS, tiedosto-järjestelmä, levyskedulointiEnergiatehokkuus on tärkeä osa-alue minkä tahansa teknologian kehityksessä, eikäklusterilaskenta tee tähän poikkeusta. Energian hinnan noustessa klusterin yl-läpidon kustannukset ylittävät helposti sen hankkimiseen tarvittavat kustannukset.Jokainen säästetty euro on samanarvoinen kuin ansaittu euro.Tämä työ tarkastelee ja vertailee erilaisia laite- ja ohjelmistotason ratkaisuja, joitakäytetään klusterilaskennassa datan tallentamiseen. SSD-levyjä ei yleisesti käytetäklustereissa ja yksi tämän työn päämääristä onkin selvittää soveltuuko tämä suh-teellisen uusi tekniikka käytettäväksi klustereissa. Tärkein päämäärä on ymmärtäämitkä seikat vaikuttavat klusterin energiatehokkuuteen datan tallennuksen näkökul-masta. Näiden päämäärien saavuttamiseksi klusterin tehokkuutta ja energian ku-lutusta mitataan ja arvioidaan eri kokoonpanoilla. Tästä saatuja tuloksia voidaankäyttää energiatehokkuuden optimointiin muissa klustereissa.Työ on jaettu kahteen osaan. Taustatietoja tutkivassa kirjallisuusosassa pa-neudutaan asioihin, jotka liittyvät energiatehokkuuteen, datan tallennusmalleihin,levyihin, tiedostojärjestelmiin ja levyskedulereihin. Kokeellisessa osassa esitetääntestiympäristö sekä raportoidaan ja analysoidaan työn tulokset. Testien suorit-tamisessa käytetään apuna CERNin CMS-ohjelmistoa ja LHC:n tuottamaa dataamallintamaan raskasta fysiikkalaskentaa. Testeissä käytetään sekä SSD-levyjä ettäperinteisiä kiintolevyjä yhdessä kolmen erilaisen datan tallennusmallin kanssa. Tähänkuuluvat hajautettuun tiedostojärjestelmään, levypalvelimeen ja paikalliseen levyynpohjautuvat ratkaisut.Tulokset paljastavat, että SSD-levyjen käytöllä ei saavuteta merkittävää etua.Toinen tärkeä tulos on, että huomattava osa klusterin kapasiteetista voi jäädä käyt-tämättä, mikäli tiedostojärjestelmä ja levyskeduleri eivät ole huolella valittuja. Työnjohtopäätös on, että vaikka mitään estettä SSD-levyjen käytölle ei ole, kun otetaanhuomioon sekä levyjen hinta että kapasiteetti, ei niiden käyttö ole perusteltua. KunSSD-levyjen kehitys etenee, on syytä arvioida tilanne uudelleen. Mikäli hinnat laske-vat ja tallennuskapasiteetti kasvaa, voi mekaaninen kiintolevy siirtyä historiaan.



IIIABSTRACTTAMPERE UNIVERSITY OF TECHNOLOGYMaster's Degree Programme in Information TehnologyTuominen, Mikko: Energy E�ieny of Data Storage Systems in ClusterComputingMaster of Siene Thesis, 42 pages, 5 Appendix pagesJune 2011Major: Distributed softwareExaminer: Professor Hannu-Matti JärvinenKeywords: Cluster omputing, energy e�ieny, SSD, �le server, GlusterFS, �le system,I/O shedulingEnergy e�ieny is an important part of the development of any tehnology. Clusteromputing is no exeption. As the energy pries rise, the osts of running a lusteran easily overome the osts of buying one. A euro saved is a euro earned.This thesis examines and ompares di�erent hardware level approahes and soft-ware level on�gurations used in lusters to storage data. Solid state drives are notommonly used in lusters and one of the goals of this thesis is to study whether ornot this relatively new tehnology is suitable to be used in lusters. The main goalis to understand what a�ets to the energy e�ieny of a luster from a data storagepoint of view. To reah these goals, the performane and energy onsumption ofa luster, with di�erent system on�gurations, is measured and analysed. Theseresults an further be used to optimise existing lusters.The thesis is divided into two parts. In the literature study part, issues related toenergy e�ieny, data storage models, blok devies, �le systems and I/O shedulersare studied. In the experimental part, the test environment is introdued in detailand the results are reported and analysed. The tests are onduted using the CMSsoftware with real LHC data to simulate heavy physis omputing. During thesetests, both hard disk and solid state drives are used with three di�erent data storageshemes; a distributed approah with GlusterFS (a distributed �le system) on om-pute nodes, a entralised approah with dediated �le server and a loal approahwith drives in the ompute nodes of the luster.The test results reveal that no signi�ant gain is ahieved by using solid statedrives. Another key result is that a luster an su�er from a major performane lossif the �le system and I/O sheduler is not properly seleted. The onlusion of thisthesis is, that although there is no fundamental reason why solid state drives shouldnot be used in lusters, onsidering the multifold prie and low apaity omparedto hard disk drives, it is not justi�able. As the development of solid state drivesprogress, a new study is in order. If the pries deline and storage apaity inreases,solid state drives ould abolish mehanial drives.
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1
1. INTRODUCTION
An energy e�ient omputing luster an help you to save two types of green; moneygreen and the nature type of green. Being energy e�ient on any �eld is good forthe environment, yet alone in the line of business where thousands and thousandsof mahines run for 24/7. Also the eletriity bill plays a major role in the �nanialside of running a omputing faility. Environment aware image is to be onsideredalso good publiity to any ompany or orporation. Whatever is your take on thesubjet, the fat is that one way to look at green IT, is to make more with less. Moredata, more bandwidth, more alulations and more utilisation with less energy, lessheat generated, less wasted resoures and with less money spent. Several studies,suh as Tsirogiannis et al. [36℄ and Niemi et al. [27℄, have onluded that the bestperforming system is very likely also the most energy e�ient. Energy e�ienyequals savings in operational osts and improved performane equals savings inhardware osts.Cluster omputing was designed to arry out alulations, whih otherwise wouldbe too time onsuming and pratially impossible to perform with a single omputer.Typial I/O intensive omputing job performs a relatively small set of operations toa very large set of data. It is also ommon for suh appliations to have very large�le sizes, from tens of megabytes of data up to a terabyte sale. I/O easily beomesthe bottlenek of suh a system.Cluster omputing is a tool. It is a tool for thousands of sientists around theworld. Like any other tool, it needs to be e�ient and reliable. Although anyomputing luster an have have seemingly vast resoures, these resoures are on-stantly at use as omputing lusters are usually very highly utilised. It is ommonfor these lusters to always have a omputing job in the queue waiting to get someruntime. It is obvious that any performane gain is de�nitely onsidered as a positivething. However, the omponents used in omputing lusters needs also be reliableand new tehnologies are not adopted in a hurry. Lots of software used in lustershave already had many updates and newer versions, but luster admins may tendto stik with software that is already proven to be working. This alls for arefulunderstanding of new tehnologies and thorough testing.Solid state drives are alleged to be superior to hard disk drives. They onsumeless eletriity, have greater bandwidth, an serve more requests per seond and



1. Introdution 2do not su�er from any mehanial delays. They are even resistant to vibrations.Solid state drives are relatively new tehnology, whih has quikly led to giant leapsforward in some of the areas of blok devie developement. This quik developmenthas even raised some problems as some of the software is not keeping up with them.For example, hard disk drives an only serve a few hundred I/O operations perseond, whih is limited by the mehanial nature of the drive. Solid state drivesan serve tens of thousands as they are based on a transistor tehnology and haveno moving parts to slow them down. Unfortunately, solid state drives are also moreexpensive and have notably less storage apaity than existing hard disk drives. Onthe other hand, the development of solid state drives in these areas has also beenquite rapid and they are athing up. There have been studies both for and against,whether solid state drives ever overtake hard disk drives in every aspet.However, solid state drives are nothing like hard disk drives. The whole teh-nology behind them is fundamentally di�erent. The problem is that the urrentomputer systems are designed with hard disk drives in mind. These two drivetypes annot be ompared without fully understanding their di�erenies and how itmight a�et to the system as a whole. In fat, some of the urrently used softwareomponents an even degrade the performane of the solid state drives. One suhexample is I/O sheduling, whih is designed and implemented to �x some of theweaknesses of the hard disk drives. I/O shedulers are important piee of softwareand they really improve the performane of hard disk drives, but they an also reallyhurt solid state drives.The purpose of this study is to �nd out whether or not solid state drives aresuitable to be used in luster omputing. Assuming they are, it is interesting to �ndout if solid state drives are better than hard disk drives. One big question is also,how to measure this. One metri is learly not su�ient and exessive optimisationfor one type of workload may not be any use for di�erent kind of workload.The goal of this study is to understand the meaning of solid state drives to lusteromputing. To understand what a�ets to the energy e�ieny of a omputingluster from a data storage point of view. What is important and what is not.What is the right target for optimisation. This is evaluated from the perspet ofenergy e�ieny without degrading performane.The method of exploring these hallenges is quite pragmati: building and run-ning a test luster with di�erent kind of hardware setups and software on�gurations.The test luster exploits the CMSSW, a physis software toolkit used in CERN toompute the data generated by the LHC. A suitable test job is onstruted for thetest luster. This test job is ran against di�erent set of system on�gurations andeah test run is measured. These results are analysed in an attempt to �nd the bestpossible on�guration.



1. Introdution 3This study does not elaborate or evaluate the total life span of either drive type.The eologial impat of manufaturing either a solid state drive or a hard disk driveis left outside of the sope of this study. Another big issue that is not inluded, isthe eonomial aspet. Solid state drives are at the moment a lot more expensivethan hard disk drives. Some basi numbers are provided, suh as pries of thesedevies, but no omprehensive assessment is provided.This thesis is onstruted as follows. Chapter 2 disusses of the bakgroundof energy e�ieny as a onept. Chapter 3 disusses of both drive types (blokdevies) and di�erent data storaging shemes. Also software omponents attahedto data storaging are overed in this hapter. Chapter 4 summarises the onlusionsfrom previous studies. The information in these Chapters (h. 2 � h. 4) is fullyderived from di�erent soures and produed by other people. Our role has been togather these together to provide a sound base to evaluate and analyse the followingresults.Chapter 5 disusses of the test methods. The test luster is desribed in detail,for both hardware and software. The atual pratial side of onduting the testsis also represented thoroughly. In the next hapter, Chapter 6, the test results areillustraded and analysed. The hapter is divided into multiple setions and everysetion disusses a distint on�guration in detail. As the drive type is so essentialin this study, both drive types are treated separately within these setions. Finally,in Chapter 7, the most important results of this study are summarised.



4
2. ENERGY EFFICIENCY OPTIMIZATION OFCLUSTER COMPUTING
Grid omputing was designed to arry out alulations, whih otherwise would betoo time onsuming to perform with a single omputer. Before further disussinghow to improve the energy e�ieny of a luster, and espeially data storage, �rsta little introdution of what a�ets to the power onsumption.First, there is the sheer size of the data storage. Data storage apaity andusage e�ieny have a diret impat on power onsumption. Usage e�ieny anbe understood as a ratio between the total data storage apaity and the utilisedportion of it. The more data is stored or the more disk spae is une�iently alloated,the more disks are needed and the more energy is onsumed. Seond, data transferrate (I/O bandwidth) and aess time also have an e�et. The easiest way to improveboth is to use disks with higher rotational speed. Higher I/O bandwidth or loweraess times requires thus more power than the less time ritial ounterparts. Thirdand last, there is data availability and system reliability. Repliating or baking upa system requires additional omponents and applianes, whih of ourse requiresadditional power. Improving usage e�ieny, minimising the energy onsumptionof urrent omponents or applying new tehnologies, suh as solid state drives, areall potential approahes to a more energy e�ient data storage solutions. [30℄Aording to Tsirogiannis et al. [36℄ the most energy e�ient system on�gura-tion is also the highest performing one. This is quite intuitive in a luster environ-ment, where high utilisation rates are expeted and average job throughput is whatmatters. Niemi et al. [27℄ onduted a study, whih had omplementary resultsindiating that optimising system throughput also improves energy e�ieny. Theyfound that it is more e�ient to run more than one simultaneous job per proessorore on a ompute node.Measurement of energy e�ieny is not a simple task. A single metri is notenough to reate the full piture. For example, just looking at ahieved storagespae per unit of energy, i.e. GB/Wh, is not su�ient. Workload harateristisneeds also to be taken into equation. Storage devies di�er remarkably by perfor-mane metris suh as throughput (MB/s), aess time or IOPS (I/O operationsper seond). Also, all distint soures of energy onsumption may not be easilyquanti�able or measurable. [30℄



2. Energy E�ieny Optimization of Cluster Computing 5Anderson and Tuek [10℄ also aknowledge the di�ulty of measuring and om-paring the energy e�ieny. They propose a sheme to alulate energy e�ienyin proportion to alternative implementations. Conveniently, this approah also di-minish the e�et that many omponents onsume onstant power regardless of util-isation, whih better helps to evaluate the gains. They also remind that miro opti-misation is feeble if orders of magnitude inreases an be obtained with alternativesolutions.One ommon metri to measure the energy e�ieny on a data enter level in aspirit of green IT is the Power Usage E�etiveness (PUE). PUE is the ratio betweenthe power delivered to the data enter and the power atually used by IT equipment.Di�erene an be explained by notiing that some power is always needed for ooling,lighting, et. and also some is lost due power distribution proess, e.g. with UPSapplianes. Historially PUE has been as high as 2.25 to 3.0, whih translates into33-44% of utilisation rate. Today, PUE of 1.25 an be ahieved by using modernbest praties, where 80% of total faility power is delivered to IT equipment. Thisasade e�et of power onsumption is illustraded in Figure 2.1. Faebook engineershave reported PUE as low as 1.07 at full load on their state-of-the-art data enter,where energy e�ieny was an important design goal [5℄. [38℄

Figure 2.1: The Power Casade Model. Soure: SNIA [13℄Solid state drives (SSD) are known to onsume less energy than hard disk drives(HDD) due their non-mehanial design. What makes SSDs even more appealing isthat they exhibit perfet energy proportionality, whih means the energy onsump-



2. Energy E�ieny Optimization of Cluster Computing 6tion is dependent on the load in a linear fashion [36℄. Narayanan et al. [26℄ ritiisesreent studies on SSDs being only interested on performane but not providing anyost based analysis. They are on�dent that SSDs will not ahieve the apaity perdollar of HDDs. Totally opposite estimation is presented by Shmidt et al. [32℄, whoargued that annual growth rates in performane of SSD development and deliningof pries indiate SSDs outperforming HDDs in all aspets in the near future. Theyalso point out that rising energy pries favor this development in a situation whereoperational osts dominate hardware osts.
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3. DATA STORAGING
This hapter is divided into three setion. The �rst setion, Disk types, introduesthe physial devies, where the bits are stored and the harateristis of these de-vies. The seond setion, Data Storage Arhitetures, disusses several di�erentonepts and models needed to store data in a luster environment. The thirdand last setion, Hard Disk and Solid State Drives in Linux, disusses the softwareneeded to make all this happen from an operating system point of view. All thesean have an e�et on the overall performane and energy e�ieny of a luster.3.1 Disk typesBoth hard disk and solid state drives are used as blok devies. A blok devie is astorage omponent that o�ers an interfae for a blok level operations. A blok isan abstration between blok number and the physial representation of data on thedevie. Operating system uses a Logial Blok Address (LBA) as a parameter fortargeting data in I/O operations. The blok size of the devie needs to be a multipleof the setor size of the HDD. This is disussed more thoroughly in Setions 3.1.1and 3.3.3.1.1 Hard Disk DriveA Hard Disk Drive (HDD) is omposed of multiple magneti platters, whih an beeither be read or written by using a disk head. It is ommon to refer these magnetiplatters as heads as there is usually only one disk head per platter. The atual diskhead is attahed to a disk arm, whih is used to move the disk head on top of theright trak. A trak is a olletion of bits sharing the same radius from the enterof the disk, thus forming a irle on the platter. Traks that share the same radiuson di�erent platters are referred to form a ylinder. When the disk spins the readhead, while positioned stationary, an aess the bits on the trak in a sequentialmanner. A trak is divided into setors. A setor is the smallest unit of data thatan be written to an HDD. Typially, the size of the setor is set by the manufaturerand annot be hanged. A very ommon setor size in the industry is 512 bytes,whih has beome the de fato standard. Although reently manufaturers havealso introdued HDDs with 4kb setor sizes, but there are some severe ompatibilityissues with the existing operating systems and low level software. [19℄, [34℄



3. Data Storaging 8When HDD reeives an I/O request, it transforms the logial blok address intoa physial address, e.g. to a tuple of ylinder, head and setor numbers. Commononsumer grade HDDs and their apaities are represented in Table 3.1. The Ve-loiraptor from Western Digital is a high performane HDD and listed as a point ofreferene for SSDs.Table 3.1: HDD apaities. All drives are 3.5" and SATA II. Pries: www.newegg.om(ited 1-Feb-2011)Manufaturer Model Size Prie GB/$Hitahi Deskstar 1 TB $54.99 18Samsung EoGreen 1 TB $38.99 26Seagate Barrauda 2 TB $69.99 29Western Digital Caviar Green 1 TB $44.99 22Western Digital Caviar Green 2 TB $99.99 20Western Digital Caviar Green 3 TB $209.99 14Western Digital Veloiraptor 300 GB $169.99 1.8Table 3.2: SSD apaities. All drives are 2.5", MLC and SATA II. Pries: www.newegg.om(ited 1-Feb-2011)Manufaturer Model Size Prie GB/$Corsair Fore F40 40 GB $104.99 0.38Corsair Fore F120 240 GB $439.99 0.55Intel X25-M 120 GB $229.99 0.52Kingston SSDNow V Series 128 GB $224.99 0.57OCZ Agility 2 160 GB $299.99 0.53
3.1.2 Solid State DriveA Solid State Drive (SSD) is a mass storage based on NAND �ash memory teh-nology. A �ash memory onsists of readable and reprogrammable transistors, i.e.memory ells. The memory ells preserve their state during a power outage. Datais stored in these ells as voltage levels. If the ell has only two voltage levels andthus represent only one bit, then it is alled a Single Level Cell (SLC). If the ell andistinguish four voltage levels (or more) and thus represent two bits (or more), thenit is alled a Multi-Level Cell (MLC). Flash memory is disussed more thoroughlylater, but �rst a little insight into how an SSD operates.An SSD is omposed of many �ash memory hips. Eah hip is omposed ofbloks and eah blok is omposed of pages. These bloks must not be onfused



3. Data Storaging 9with the blok layer bloks disussed earlier. An SSD has three basi operations;read, reprogram (write) and erase. The smallest unit of data for a read or writeoperation is the page, whih is typially 512 - 4096 bytes. Only fresh pages an bereprogrammed, so every dirty page must be properly erased before it is reusable.The smallest erasable unit of data is the blok, whih an hold up to 128 pages or512kb of data. SSDs do not atually have physial setors, but sometimes a pagean be thought as been divided into logial setors. The reason is that for historialreasons appliations are assuming that a blok devie has 512-byte setors.Reading a 4kb page generally takes around tens of miroseonds and writinghundreds of miroseonds. SLC based devies are generally faster than MLC based.The real penalty omes from erasing a blok, whih takes 1.5 - 2ms. Thus reading isan order of magnitude faster than writing and two orders of magnitude faster if anerase operation is needed. SSDs (and other �ash memories) use a tehnique alledFlash Translation Layer (FTL) to overome this problem.FTL redues the e�et of time onsuming write operations by reserving redundantbloks or pages and hene avoiding the ostly erase operation when data is beingupdated. Downsides are inreased overhead for address translation information andinreased amount of �ash memory operations. Of ourse this does not solve theproblem ompletely as it only delays the erasing proess [22℄. This is why a trimoperation was introdued on SSDs. Its purpose is to erase unused pages on thebakground. As mentioned earlier, a single page annot be erased as the smallesterasable unit is the blok. So it has to read the data from a blok into a ahe, erasethe whole blok and then rewrite the data bak into the blok. [2℄Where SSDs really exel over HDDs is the random aess. Intel X25-M SSDan reah up to 35,000 IOPS (I/O operations per seond) for random read and8,600 IOPS for random write [20℄. For omparison, a high-performane HDD "WDVeloiraptor" an only perform less than 250 IOPS for both random read and randomwrite. The relatively low IOPS ount for HDDs derives from mehanial delays andannot be signi�antly improved. SSDs an interleave read and write operations andhene the overall performane of the devie an be better than the one of a single�ash memory hip. [9℄.SSDs have one lear tehial weakness ompared to HDDs. The write-erase yleof a memory ell is limited. An SLC an be reprogrammed around 100,000 timesand more ompliated MLC only 10,000 times before it wears out [31℄. This is whymodern SSDs omes with something alledWear leveling. Wear leveling allows eraseounts of bloks to be evenly distributed over the storage media in an attempt toinrease the endurane of an SSD. Dynami wear leveling is an algorithm by whihthe ontroller in the SSD reyles bloks with small erase ounts in the �ash memory[3℄.



3. Data Storaging 10The biggest obstale SSDs are faing on their way to beome widely adopted andrespetable alternative to replae HDDs is their prie. If omparing SSDs and HDDsjust by looking how many gigabytes a dollar an buy, an SSD is approximately 50times as expensive as HDD as seen from Tables 3.1 ( 25 GB/$ for HDDs) and 3.2( 0.5 GB/$ for SSDs). However fully eletronial SSDs are known to onsume lesspower than partly mehanial HDDs [22℄.3.2 Data Storage ShemesBefore disussing more about di�erent options for data storaging shemes, one ter-minologial distintion needs to be pointed out. When using a term distributed inthe ontext of data storage, it deliberately refers to a data storage sheme, where theatual data is distributed over multiple mahine instanes in ontrast to lient/servermodel type of distribution. The di�erene is vague as in a distributed environmentthe bakend implementation is not neessarily transparent to the lient. For exam-ple, a simple �le server an internally exploit other servies, whih reside on otherphysial mahines. Also many shemes providing distributed data model an have afrontend mahine to work as a single entry point and appear to be a single system.In fat, in some ases it an even be tehnially possible to run suh a system on asingle mahine instane. So basially the de�nition is based on how the system ismeant to be used.3.2.1 Network-attahed Storage (NAS)A Network-attahed Storage (NAS) is by de�nition a data storage aessible overthe network. NAS is based on lient/server model and provides a �le level dataaess. A NAS appliane is equipped with high-speed network interfae and hard-ware apable of storing vast amounts of data. Terminologially, subtle di�ereniesbetween a NAS appliane and a onventional �le server an be distinguished. NASis designed for high performane and usually o�ers ustomized and pre-on�guredsoftware and vendor support, whih make it easy to deploy and administer. Theseterms "NAS appliane" and "�le server" are used interhangeably as there is littlepragmati di�erene from the end user point of view. NAS exploits network �lesystem tehniques on providing data aess for lient mahines.A network �le system is a �le system that is hosted on a remote mahine andis aessible over the network. More preisely, it is a protool to aess the remote�le system. Network �le systems are based on lient/server model and are usuallystateless, although also stateful network �le systems exists. Stateless means that theserver provides the �le system as is and keeps no reord of the state of individual�les. This introdues a ouple of pros and ons. Stateless design simpli�es the



3. Data Storaging 11system arhiteture, but also brings out some synhronisation problems and degradesonsistene. This an be a serious problem if a high level of reliability and dataintegrity is required. Statelessness must be aknowledged and handled at appliationlevel. An approah with a entralised server makes it easier to ontrol and bakupyour �les as they all resides in a single system. The lients an mount the network�le system like any other onventional �le system. The presene of network is hiddenand �les are transferred to loal mahine only when needed. Alas, it also makes theserver a single point of failure, thus eliminating it as an option for appliations oflow fault tolerane for aessibility.The best-known and most ommon network �le system in Linux environment isthe Network File System (NFS). The basi idea of NFS is to, from a lients point ofview, emulate the behaviour of a loal, mounted �le system even though the disksare not physially present. NFS is said to be inadequate to sale for systems over100-1000 nodes, i.e. NFS lients. However, this heavily depends on the use pro�le ofthe system and appliations harateristis. Read intensive appliations have bettersuess than write intensive. After all, NFS is not meant to serve appliations,whih require high availability. There is also some onerns about the seurity ofthe NFS. In a luster environment this is rarely an issue as lusters tend to reside ina private network, exluding the frontend mahine. As a whole, NFS is a popular,widespread, easy to install and widely supported, whih makes it the best hoie ofa data aess implementation tehnique for the NAS subsystem. [14℄, [33℄3.2.2 Redundant Array of Independent Disks (RAID)It is ommon for NAS applianes to exploit the RAID tehnology. Redundant Arrayof Independent Disks (RAID) is a sheme designed to improve both the reliabil-ity and performane of disk aess. RAID an be implemented by using either ahardware or software based solution. In a hardware RAID, the server mahine isequipped with a spei� RAID ontroller, whih reeives the I/O requests from theOS and redirets the requests to physial disks. For the OS, only one large blokdevie is visible. With the software-based RAID, the independent disks are visibleto the OS and a virtual disk is reated upon them. RAID is pereived to be reliablewhen it omes to storing data, but not neessarily in terms of aessibility. This isespeially true when using a NFS protool, but inaessibility an also stem fromnetwork or power failures [14℄.One important tehnique used by RAID is striping. Striping means that datais slied into �xed-length hunks of data, whih are dispersed over multiple disks.When data is now aessed, the I/O request an be handled parallel by multiple disksand thus improve performane signi�antly. There are many levels of RAID, eahwith di�erent harateristis and purposes. RAID-0 level provides only striping, but



3. Data Storaging 12no data redundany. RAID-1 is similar to RAID-0, but it also provides mirroring.Mirroring means that all data is sent to several (usually only two) disks as a safetypreaution. This setup provides exellent data reliability and performane at theost of disk spae. RAID-5 provides data parity, whih means that for every blokstriped a parity blok is alulated and stored on di�erent disk. If one disk fails,the data in the failed disk an be reonstruted by using the parity information.RAID-6 is similar, but it doubles the amount of parity and hene an tolerate twofailed disks. [19℄3.2.3 Distributed File SystemAs mentioned earlier in Setion 3.2, the de�nition used in this study for distributeddata storage refers to truly distributed data. In ontrast to network �le systems,where all data is stored on a single mahine, a distributed �le system (DFS) is runningon multiple mahine instanes. A DFS an have a entralized or deentralizedarhiteture. In a entralized arhiteture, the lient onnets to a master server.The master server is responsible for keeping the �le system metadata informationand redirets the I/O requests to other servers, i.e. data servers. The data serverthen provides the atual data for the lient. This arhiteture of ourse makes themaster server a single point of failure and easily beomes the bottlenek of suh asystem. Hene the deentralized DFSs are available. Deentralized arhiteture anbe implemented for example in a peer-to-peer manner, where also the �le systemmetadata is distributed.The distributed nature of DFSs varies as DFS an reside in a single server rakonneted via high-speed LAN or it an be geographially distributed over WAN.DFS is said to be a parallel �le system if the data of a single �le is distributed tomany di�erent servers. This approah have its pros and ons. The performane ofreading or writing, espeially big �les, an be improved signi�antly as more serversan handle the I/O. On the other hand, as seemingly simple operation as a diretorylisting an be extremely slow as eah server needs to be onsulted. DFSs an also beon�gured to provide data repliation to improve aessibility and reliability or datastriping (like in RAID systems disussed in Setion 3.2.2) to improve performane.3.3 Hard Disk and Solid State Drives in LinuxTo permanently store data, more is needed than just the physial devies. Preseneof an operating system is required. Typial data storage sheme an be divided into4 layers; devie layer, kernel layer, �le system layer and appliation layer. Also ablok layer an be distinguished between the kernel and �le system [28℄. The goal isto provide abstration between the layers, to hide the implementation and tehnial



3. Data Storaging 13details from the user and to provide interfaes to better support interoperability ofvariety hardware and software omponents. Optimization of suh system an takeplae on any of these layers. Hard disk and solid state drives an be seen as part ofthe devie layer. Between the physial devie and kernel are devie drivers, whihare part of the kernel. The purpose of the devie drivers is to hide the di�ereniesbetween the vast variety of devies from the kernel. Kernel an now treat any deviein the same way through a devie driver interfae. [19℄The kernel and �le system layers are the most interesting ones as they provide themost of easily on�gurable parameters. In the Linux kernel there is a omponentalled an I/O Sheduler. An operating system does not really require any I/Osheduler to operate as I/O requests an be servied in a FIFO-like queue manner.This, however, is not the optimal solution in most ases and use of an I/O sheduleran improve the performane of the I/O dramatially. Linux I/O sheduler adds aninterfae between blok layer and the devie layer. [28℄When disussing about disk performane, two terms needs to be distinguished;the response time and the aess time of a disk. The response time is the time anI/O requests needs to wait before it is served after it was submitted. The aess timeof an HDD is a sum of seek time and the atual transmission time. The seek timeonsists of disk arm transfer and spin delay or rotational lateny. Before reading orwriting an happen, the disk head needs to be positioned on the beginning of theright setor on disk. The seek time derives from moving the disk arm onto the righttrak and then waiting the disk to spin so that the orret setor is under the diskhead. Transmission time is usually onsiderably less than seek time. Seek time anbe minimised by intelligent positioning of the data onto the disk and also by doingdisk read or write request in a best possible order. The former is done by the �lesystem and the latter is alled I/O sheduling. [19℄3.3.1 Linux File systemsA �le system is an abstration to map data bloks on a blok devie, suh a HDD orSSD, to meaningful �les for the operating system. A �le system uses data struturesalled inodes to save information about the �les (metadata). An inode ontainsinformation about the owner of the �le, an aess ontrol vetor, timestamps for �lereation and modi�ation, �le size, type of the �le (e.g. diretory, regular �le, link,et.) and pointers to the atual data on the devie. [14℄Usability of a �le system an be measured by two ommon metris. The �rst ishow e�iently a �le system stores �les, i.e. how muh spae is wasted. The seondis how e�iently data an be transfered. Using bigger disk bloks an improve thetransfer rate as more data is handled at one, but also more disk spae is wasted asthe last blok is left only half-full by average. [19℄



3. Data Storaging 14Most �le systems today are journaling �le systems. A journaling �le system meansthat the �le system keeps a journal over its writes in ase of failures in the writingproess. When data is written to a drive, also the metadata information needs to beupdated. If the data on the drive and the metadata is out of syn, the �le system issaid to be orrupted. This an our for example in ase of sudden power outage ifonly either the data or metadata was updated, but not both. To inrease throughputperformane drives usually exploit heavily drive ahes, whih an delay the writesand ause the drive to be out of syn. When the drive gets bak online, �le systeman now go through its journal and replay every step to �x a possible orrupted �lesystem. Without journaling, the whole �le system would need a onsisteny hek,whih would be drastially slower operation. One of the primary onerns with all�lesystems is the speed at whih a �lesystem an be validated and reovered afterorruption.The most popular �le system in Linux during the �rst deade of 21st entury wasthe Ext3 �le system, whih is still widely used. Ext3 is the default �le system forRoks luster software. Ext3 is a journaling �le system with maximum volume sizeof 16 terabytes.Ext4 is the suessor of Ext3 �le system. The main motivation developing newversion was the 16 TB volume size of Ext3, whih stems from 32-bit blok num-bers. Ext4 assigns 48-bit blok numbers and an have volumes up to 1 exabyte for4kB blok size. Ext4 also inorporates salability and performane enhanements.Ext4 developers provided benhmark results, whih shows improvement espeiallyon write I/O requests. The dominating role of Ext3 is aknowledged and upgradeto Ext4 is easy and an be made without losing the data. Ext3 is however pereivedas reliable and stable and thus still the �le system of hoie in many systems, whihdo not need the support for larger volume sizes. [25℄XFS is a �le system reated in mid-1990s by Silion Graphis in. for their ownIRIX OS, but it is later ported to Linux. XFS is also a journaling �le system. XFSwas designed to be salable and support large �le and diretory sizes. The maximumvolume size of XFS is 16 exabytes. [35℄3.3.2 GlusterFSGlusterFS is a distributed �le system, developed by Gluster in. and provided underGNU AGPL v3 liene. GlusterFS arhiteture is based on peer-to-peer model.Server mahines share part of their disk spae, alled a brik, into a olletive datapool. These briks are then used to reate virtual data volumes. Data mirroringand data striping are both supported. On the servers, data is stored on loal �lesystems. Atually, what a server shares is a diretory and it beomes the rootdiretory for GlusterFS on that server. GlusterFS an alloate all the spae left



3. Data Storaging 15on that partition. Notie, that any free spae an therefore be used either by theGlusterFS or the loal �le system and therefore the size of GlusterFS volume hangesdynamially. Briks an be added and removed on the �y without disturbing thesystem. In ase of resoure removal the data hosted by that node is migrated toanother loation automatially.To aess these data volumes a lient software is needed. The data volume ismounted as part of a loal �le system with FUSE, Filesystem in Userspae. FUSEis an API emulating the behavior of onventional �lesystem. Eah lient has adummy version of the diretory tree of the volume (a �lesystem). It ontains themetadata (inode) information, but the �le size is zero. The atual data is distributedby using the hash alulated from the name and diretory path of the �le. Eah�le is now mapped with partiular virtual subvolume. These virtual subvolumes aremapped to spesi� briks, i.e. hosts. Using a hash algorithm a �le name an nowbe onneted with the host storing the atual �le data. When a �le is renamed, apointer is reated on new host to rediret to the old loation while migrating thedata to a new loation in the bakground. When the data transfer is omplete, thepointer an now be removed.Any partiular mahine an at both as a server and as a lient at the same time,i.e. run a server and lient software. Other features of Gluster is load balaning,failover reovery, I/O sheduling, ahing and quotas. Gluster supports In�nibandand Ethernet (TCP/IP) for networking. [4℄3.3.3 Linux I/O shedulingAn I/O sheduler is a kernel omponent, whih ontrols the I/O queue and uses asheduler-spei� algorithm to arrange inoming I/O request. When an I/O requestis reeived from a �le system through the blok layer interfae, an I/O shedulerinserts it into the queue and eventually passes it to the disk ontroller through thedevie driver interfae. [28℄Linux an be said to be optimised for magneti disks [21℄. This setion disussesprimarily on sheduling HDDs in a Linux environment. Sheduling with SSDs isdisussed in Setion 4.2.The urrent Linux kernel 2.6 has four built-in shedulers. They are alled noop,antiipatory, deadline and fq. The fq is the urrent default sheduler. Theseshedulers are disussed later in detail, but �rst a little insight on how the diskontroller operates.Disk usage an be optimised by trying to minimise the disk arm transfer, i.e. theseek time. Common algorithms are alled FIFO, SSTF, SCAN and C-SCAN. FIFO(First In First Out) does no optimization. SSTF (Shortest Seek Time First) alwaysselets the request whih needs the least movement of the disk arm. This an lead in



3. Data Storaging 16a situation, espeially on a devie under heavy loads, where disk head keeps serviingrequest on a near-by disk bloks and other requests on the outer edges of the diskare faed with long waiting periods or even a starvation. Starvation is a state wherea proess is waiting for an event that never happens. SCAN just sans the diskfrom one edge to another, turns bak whenever reahes the inner or outer edge ofa disk and starts to san to disk to another diretion. SCAN is sometimes referredas the elevator algorithm due its similar operation logi to elevators. C-SCAN islike SCAN, but with a di�erene that it always sans the disk the same diretion.When the arm reahes the edge of a disk, the arm is moved to the opposite edge byone long disk arm transfer. SCAN and C-SCAN are not a�eted by starvation. OfLinux 2.6 basi shedulers, the noop is based on FIFO and others on SCAN typedisk arm transfer algorithm [21℄. [19℄The purpose of an I/O sheduler is to improve the performane either by inreas-ing the total bandwidth of the disk or by reduing the aess time of individual I/Orequests. I/O shedulers use operations alled sorting and merging of I/O request asa tool to minimize the disk seek times. The sorting operation orders requests basedon their setor number and inserts inoming requests on their right plae on thequeue. This way, if the disk is used either with SCAN or C-SCAN based sheduler,no unneessary disk arm movement has to be made. Merging merely means thatrequests from di�erent proesses to the same data blok are reognised and servedtogether. Also it has to be noted that usually read operations are synhronous as aproess is waiting them to �nish. On the other hand, write operations are usuallyasynhroni, whih means they do not need to be served immediately and an bestored temporarily in a ahe. [28℄The most simple I/O sheduler in the default Linux kernel 2.6 is the noop I/Osheduler. Noop has minimal overhead and it does only basi merging and sorting ofI/O requests. Noop an be a good hoie when not using a HDD diretly. Either thesheduling is done somewhere else than inside the Linux kernel or a non-mehanialdrive, suh as an SSD, is used. RAID ontrollers do their own sheduling and Linuxkernel does not have any knowledge of the atual disk states in a RAID array.Therefore Linux kernel an only interfere by doing additional I/O request sorting.Merging of requests is of ourse desirable. SSDs on the other hand have no movingparts and therefore do not su�er from seek time delays. [28℄The Deadline sheduler implements sorting of requests, but also implements anexpiry time for eah request. The basi idea is aggressive reorder of requests andat the same time to make sure no request has to wait too long to be served. Ifa request is about to expire before it is served, then deadline starts to serve thatrequest immediately. Read requests are given higher priority than write requests,but nonetheless the deadline mixes write requests with read requests even though



3. Data Storaging 17there are more pending read requests. Deadline makes a ompromise between highthroughput and low I/O request response time. [12, 28℄The Antiipatory (AS) I/O sheduler behaves like deadline, but also adds a fea-ture alled antiipation. Antiipation derives from a situation alled deeptive idle-ness. Deeptive idleness happens when a read operation �nishes and the proess,whih requested it, ontinues exeution only to make a onseutive read request.Normally the disk arm would have already moved into an another position, but nowthe disk waits for a small period of time if the proess wants to make an another I/Orequest. Naturally this behavior has a negative e�et on performane if the proessdoes not make another sequential read request. On some work loads however theoverall performane an be improved. There atually are mehanisms, suh as ost-bene�t analysis or statisti analysis of a probability of suh request arriving, whihredues the negative e�et of this behavior. AS tries to redue the read responsetime for eah thread. [28℄Finally, the urrently default Linux I/O sheduler, the Completely Fair Queuing(CFQ) I/O sheduler. The basi idea of CFQ is to provide fair treatment amongdi�erent proesses and share the I/O bandwidth evenly with the I/O requests. In-ternally CFQ has many I/O queues, whih are operated strit FIFO manner. Eahproess is given its own queue derived from the proess' PID with a hash algorithm.CFQ selets I/O requests from these queues in a round robin manner and movesthem into a dispath queue, whih is then sorted and sent out to the devie driver.[28℄It is important to note that both AS and CFQ are implemented as Linux kernelomponents as antiipatory and ompletely fair queuing are mere sheduling algo-rithms. Antiipation an be built on any sheduling sheme, not just on deadline.Also ompeletely fair queuing does not need to work with a hash algorithm to op-erate. Any other desired tehnique an also be used to alloate the I/O queues forproesses.Changing the sheduler in Linux an be done from a ommand prompt. Forexample, setting the noop sheduler for the drive in /dev/sdb:eho noop > /sys/blok/sdb/queue/sheduler3.3.4 Read-aheadThe read-ahead is a mehanism to improve the performane of a blok devie. Thefuntion of the read-ahead is that for every read request served, also an additionalamount of data is read from the blok devie into a ahe. It is likely that thisdata is now requested soon after. When suh a request is reeived, the data anbe provided diretly from ahe and avoid the ostly seek operation. The size ofadditional data blok an be on�gured and is usually expressed in kilobytes.



3. Data Storaging 18Changing the read-ahead value in Linux an be done from a ommand prompt.For example, setting the read ahead to 4kb for the drive in /dev/sdb:eho 4 > /sys/blok/sdb/queue/read_ahead_kb
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4. PREVIOUS WORK
This hapter disusses the previous researh work done related to the topi of thisthesis. The �rst setion disusses about how SSDs are used in server environment.The seond setion disusses about researh on I/O sheduling.4.1 SSDs on serversLee et al. [23℄ onduted a study whih objetive was to identify the areas whereSSDs an best be utilized in enterprise database appliations. They onluded thatusing SSDs for transation log, rollbak and temporary data storage is superior overHDDs. They argued that the performane of transational database appliationsis more limited by disk lateny than disk bandwidth and writing log reords isa signi�ant performane bottlenek. They pointed out that the I/O pattern of aworkload trae olleted from a ommerial database server is favorable to SSDs. Byimplementing these hanges on their test server, they managed to transform it fromI/O bound to CPU bound. Their tests showed an order of magnitude improvementin transation throughput and response time. Also, time of proessing ompliateddatabase operations that required the use of temporary data area dropped to onethird.Shmidt et al. [32℄ onduted a study on using SSDs in a database environmentas an attempt to inrease e�ieny and redue osts. They onluded that SSDsoutperformed HDDs both in performane and energy e�ieny, but the overall ostanalysis still favored HDDs. They argued that only suitable usage for SSDs is in highIOPS demand appliations, where IOPS/$ or apaity/$ are of minor importane.On their benhmark tests, they used the rate of transations per seond to measureperformane. The tests showed that with small database sizes (10 MB), HDDs andSSDs were equal for read-only workloads and HDDs having a slight edge for mixedworkload. However, the performae of the HDDs quikly dereased as muh as 50%when the size of the database tenfolded (100 MB), while this had little e�et onSSDs. Growing the size of the database another ten times bigger (1000 MB); theperformane of the HDDs dropped another 25%, while still not a�eting the SSDs.All this applied both read-only and mixed workloads.Narayanan et al. [26℄ reported similar results in their study, where they performeda ost-bene�t analysis for a range of workloads. They used 49 di�erent workload



4. Previous work 20traes olleted from 15 di�erent server mahine (storage size ranging from 22 GBto 6.7 TB) to ompare SSDs and HDDs. They found out that in all ases, thedominating fator was either the storage apaity or the random-read IOPS require-ment. However, due to the low apaity/$ of SSDs, the HDDs always provided theheapest solution. They presented alulations, that depending on the workload,the apaity per dollar of SSDs needs to improve by a fator of 3-3000. They alsoargued that energy e�ieny is not as important reason to make the transition tousing SSDs as low-speed SATA disks are ompetitive in terms of performane andapaity per watt.Aording to Leventhal [24℄, SSDs should be used as omplementary to existingstorage system, not as a replaement. He argued that SSDs "falls in a sweet spot"between HDD and RAM and the harateristis of �ash make it ideal for ertainappliations, e.g. logging and ahing for databases. He pointed out that by repla-ing part of the RAM with SSDs for ahing, where appliable, an turn out to beeonomially better alternative. He even implied that having SSDs as an interme-diate also justify for a system with slower spinning disks. He believed that the rightbalane of ost and performane ould be found for any workload.4.2 ShedulingPratt and Heger [28℄ onduted a study on performane evaluation of Linux 2.6I/O shedulers. On their tests, they simulated I/O patterns on di�erent hardwaresetups, inluding both single-disk and RAID on�gurations. They used Ext3 andXFS �lesystems and various workload senarios. They onluded that seleting anI/O sheduler has to be based on the workload pattern, the hardware setup and the�lesystem used, or as they put it, "there is no silver bullet". Carroll [15℄ onduted asimilar study on I/O shedulers in a RAID environment. He also found the seletionof the I/O sheduler to be workload dependent and that I/O sheduling improvesperformane only on small to medium size RAID arrays (six disks or less).Kim et al. [21℄ onduted a study to analyse I/O shedulers on SSDs. Theyargued that sheduling itself does not improve the read performane of an SSD, butpreferring read requests over write requests does. They presented and implementeda sheduling sheme that exploits the harateristis of the SSD. The sheme isquite simple, it just bundles write requests together to math the logial blok sizeand shedules read requests independently in a FIFO manner. Their benhmarktests showed up to 17% improvements over existing Linux shedulers (presented inSetion 3.3.3). Test results also showed that the shedulers did not make a notabledi�erene under read-oriented workloads on SSDs. On a side note, the antiipatorysheduler seemed to outperform other existing shedulers. This is quite strangebeause, as disussed earlier, the antiipatory sheduler tries to exploit the loality



4. Previous work 21of data on HDDs and thus the devie is kept idle for short periods of time. Thisshould not improve the performane of an SSD, but on the ontrary, degrade it.This phenomenon an be explained by noting that an individual proess an bene�tfor getting an exlusive servie for bursty I/O requests and thus improving theoverall performane. However, this is more a matter of proess optimisation thanI/O optimisation.
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5. TESTING ENERGY EFFICIENCY
This hapter disusses of the test environment and the atual tests onduted. The�rst setion desribes the test luster in detail. The seond setion represents theused test tools. The physis software and the software and hardware instrumentsused to gather data are disussed in this setion. The third and last setion disussesthe pratial side of running the tests and desribes how the tests were onduted.5.1 Test Cluster5.1.1 Operating System: Roks 5.3The hoie for the operating system of the test luster is Roks 5.3, an open-soureLinux luster distribution. Roks is developed by the Roks Cluster Group at theSan Diego Superomputer Center at the University of California, San Diego andits ontributors. Roks is a fully stand-alone system and annot be installed ontop of existing system. Roks is basially a Red Hat Linux bundled together witha whole set of luster software. The driving motivation behind Roks is to makelusters easy to deploy, manage, upgrade and sale. This does not mean that Rokswould be inadequate or ine�ient to do high performane luster omputing. Onthe ontrary, Roks is used in many universities and institutions around the world.Installing and maintaining Roks is easy. First you have to install the frontendmahine. This does not di�er muh from a normal linux installation. Roks on-tains many optional pakages, alled rolls, whih you an pik to go with you basiinstallation. These rolls ontain additional software you may want to install. Forexample, the Sun Grid Engine (SGE) roll was inluded and used as the hoie ofthe bath-queuing system for the test luster. After installing the frontend, a lusteralso needs ompute nodes. Installation of a ompute node is easy. All that is needed,is to on�gure the ompute node to boot from the network. A ompute node reg-isters itself to the frontend database, downloads a system image from the frontend(or from other ompute nodes) and performs a quik installation. In fat, Rokseven deals with errors just by re-installing the ompute node rather than trying to�x it. If the default on�guration setup and system image is not su�ient enoughfor your needs or you want later to modify your ompute nodes, all you need to dois to on�gure some text �les on the frontend, maybe add some additional pakages



5. Testing Energy E�ieny 23to be installed on ompute nodes, assemble a new system image and re-install thenodes.Roks also omes with many software tools that makes the administration andmanagement of a luster easy. Most notably the Ganglia, whih is a web-basedluster monitoring software. [33℄With SGE it is possible to on�gure the slot size for eah ompute node. A slotsize de�nes how many simultaneous jobs an be submitted to a single omputer node.The name atually derives from number of CPU slots a mahine has and it suggeststhat the number of CPU ores should be equal to the number of simultaneousompute jobs. However, this study wanted to try what kind of e�et this has onthe performane. This study uses a term relative slot size to refer the ratio of theslot size and the number of atual CPU ores. For example, in the test luster, withquadore mahines, a slot size of eight would equal a relative slot size of two.5.1.2 HardwareThe test environment onsists of a omputing luster and a dediated �le server.Cluster is omposed of four mahines, frontend and three ompute nodes. Detailedspei�ations are presented in Table 5.1. Detailed spei�ations of the drives usedare presented in Table 5.2. Table 5.1: Test ClusterFrontend Nodes File ServerModel Dell server Dell R210 Dell R710Proessor Intel Xeon 2,8 GHz Intel Xeon 2,4 GHz Intel Xeon 2 GHzCPU ores 2 4 4RAM 2 GB 8 GB 2 GBDisk (OS) 160GB SATA (7.2k) 250GB SATA (7.2k) 146GB SAS (10k)Ethernet 2x 1Gb 2x 1Gb 4x 1GbSSDs are Corsair CSSD-F40GB-2 with a SATA II 3.0Gb/s interfae. Corsair F40utilises MLC NAND �ash tehnology. Aording to manufaturer's own spei�a-tions, Corsair F40 an reah read and write speed of 270 MB/s and perform 50kIOPS. [17℄HDDs are Sorpio Blak WD3200BEKT from Western Digital, with a 7200 RPMspindle speed and a SATA II 3.0Gb/s interfae. Aording to a review made byTom's Hardware web site, just to give a rough estimate of the performane of theHDD, the WD3200BEKT was benhmarked with aess time of 15.4 ms (inludingspin delay), maximum read speed of 84.3 MB/s and maximum write speed of 83MB/s. Also energy e�ieny was measured, whih resulted idle power of 1.12 W



5. Testing Energy E�ieny 24and peak power of 3.26 W [1℄. Western Digital [37℄ announes the WD3200BEKTto have an average lateny of 4.2 ms and an average seek time of 12 ms, whihonverge quite well with numbers from Tom's Hardware review. However, poweronsumption does not onverge, as Western Digital announes WD3200BEKT tohave an idle power of 0.85W and an average power onsumption of 2.1W. Also themanufaturer's numbers for HDD bandwidth di�er onsiderably, as Western Digitallaims the disk an put up to a 108 MB/s for both read and write.Table 5.2: Manufaturer spei�ation of the drive. Pries: www.newegg.om (ited 1-Feb-2011) HDD SSDModel WD Sorpio Blak Corsair F40Size 320 GB 40 GBPrie $59.99 $104.99GB/$ 5.3 0.38Random aess time 16 ms 0.02 msRead speed 108 MB/s 280 MB/sWrite speed 108 MB/s 270 MB/sIOPS - 50 000Idle power 0.8 W 0.5 WAtive power 1.75 W 2.0 W5.2 Test Tools5.2.1 Computing at CERNThe Large Hadron Collider (LHC) is a partile aelerator at CERN. The four maindetetors of the LHC an produe 15 petabytes of data a year [6℄. The distributedomputing and data storage infrastruture built to proess this vast amount of datais alled the Worldwide LHC Computing Grid (WLCG). As of February 2011, theWLCG had 246,000 proessing ores and 142 petabytes of disk spae [8℄.The CERN omputing infrastruture is divided into three level of tier entres.Tier-0 entre is loated at CERN and is responsible for storing the �rst opy ofRAW experiment data from LHC. It is also responsible for produing the �rst re-onstrution pass and distribution of data to Tier-1 entres. Tier-1 entres togetherare responsible for storing the seond opies of the data stored in Tier-0. Tier-1entres also further reproess the data and distribute it to Tier-2 entres. Tier-2entres are responsible for serving the analysis requirements of the physiists andalso produing and reproessing of the simulated data. The simulated data is also



5. Testing Energy E�ieny 25distributed to Tier-1 entres. As of February 2011, besides the Tier-0 entre, thereare 11 Tier-1 enters and 164 Tier-2 entres in the world [7℄. [18℄5.2.2 CMSSWThe Compat Muon Solenoid (CMS) is one of the four big researh projets attahedto LHC. CMS an also refer to the atual partile detetor. The Compat MuonSolenoid Software (CMSSW) is a physis software toolkit for analysing the datafrom the CMS detetor.A entral onept within the CMSSW is an event. An Event is a C++ objetontainer. An Event ontains many data tiers for all RAW and reonstruted datarelated to a partiular ollision. The RAW data is the full event information andolleted diretly from the LHC. The RAW data is unmanipulated and is not usedfor analysis. The reonstruted or RECO data is reonstruted to physis objetsand still ontains most of the event information. This RECO data an be used foranalysis, but it is not onvenient on any substantial data sample. Analysis ObjetData (AOD) is a subset of RECO data. AOD is expeted to be used in analysis asAODs are basially beforehand sreened events. All objets in the Event may beindividually or olletively stored in ROOT �les. An event data an also be storedin di�erent �les to limit the size of the �le and to prevent transferring unneessarydata. This data tier model of an Event is illustraded in Figure 5.1.

Figure 5.1: Data model used in CMSSW. Soure: CMS WorkBook [16℄Before LHC was operational, raw event data was reated using Monte Carlo -



5. Testing Energy E�ieny 26simulation. Data samples generated by Monte Carlo are used to simulate the physissignal under investigation. It an also be used for reating a sample data for personaluse.CMSSW onsists of many modules, whih ontains general purpose ode foranalysing the events. The goal is to minimise the ode a physiist have to writehimself. A on�guration �le is needed to tell the CMSSW whih modules to loadand where the data an be found. The exeutable is alled msRun. [16℄5.2.3 ROOT framework and ROOT �lesROOT is a C++ framework designed for large sale data analysis and data mining.ROOT was �rst reated at CERN, the projet starting in 1995, and is still used inCERN for analysing the partile physis data reated by LHC. One of the funda-mental design priniples was that although the programs analysing the data mayhange as time passes, the atual data does not. It was also designed to sale tohandle petabytes of data. ROOT relies on a "write one, read many" -model duethe nature of the data and makes it possible to ompress the data e�iently.A ROOT �le is a ompessed binary �le, whih an store any instane of a C++lass. Data is stored in a ROOT �le with a data desription so that it an be readeven if the original program used to store the data is lost. Data an be stored ina ROOT �le both row- and olumn-wise manner. If the data is stored by olumns,reading the same data member from multiple instanes speed up onsiderable asunwanted piees of data an be skipped. For example in one instane, when a 280MBROOT �le was analysed, only 6.6MB of data was transferred over the network.ROOT even implements an auto-adaptive pre-feth mehanism reading the nextentry while previous entry is still being proessed.ROOT supports XML representation of data, but does not atually save datain XML form due the verbose nature of XML. Also a database abstration layer isprovided making it possible to store data in a ROOT �le in a database-like manner.[29℄, [11℄5.2.4 Measuring ToolsDuring the tests, performane data was olleted from the luster by using bothhardware and software tools. The atual power onsumption was measured witha WattsUp? eletriity meter, whih was attahed to the frontend mahine viaUSB. A shell sript was used to read the meter information one every seondand to write the information into a log �le. The eletriity meter also provided aumulative reading for the watt hours (Wh) onsumed. The power onsumption wasmeasured separately for the �le server and for all of the ompute nodes. The power



5. Testing Energy E�ieny 27onsumption of the frontend mahine was not measured. A grid monitoring softwarealledGanglia was also used. Ganglia operates by reeiving onstantly status reportsfrom other mahines in the luster. Ganglia has a browser user interfae to displayluster performane metris, suh as network tra�, CPU utilisation of individualmahines, job queue, et. The server logs were olleted and stored together withthe other output data.5.3 Conduting Tests5.3.1 About the performane and energy e�ienyWe distinguish the performane and the energy e�ieny as a two di�erent optimi-sation goals. The performane is measured by the average proessing times of theCMS jobs. The energy e�ieny is measured by the energy in watt hours neededby an individual CMS job on average. These two an be highly dependant of eahother. After all, by de�nition, energy equals time × power. However, the powerdoes not need to be onstant. It is possible, that inreasing the performane it alsohas some kind of e�et on the power usage. Thus, these two need to be studiedseparately.5.3.2 Running testsWe reated some Linux shell sripts both to automatise and standardise the testingproess. Shell sripts were responsible for submitting the jobs, hanging on�gura-tions where appliable (for example sheduling algorithm), learing ahes, startingand stopping wattage measurement and writing log entries. The shell sripts areattahed as appendies. Appendix A shows the main sript, Appendix B shows thesript used for an individual test run and appendix C shows the sript responsiblefor initialising and running the atual CMS job. Installing the drives and hangingthe �le system needed to be done manually. A shell sript was also used for reatingthe test input data on the target storage for the CMS jobs. To ensure homogeneousof the test data between di�erent test on�gurations and between individual jobs,the test data was opied from the frontend for eah time a �le system was reated.The drive ahes both on ompute host and data host was leared between the testruns with shell ommand:syn; eho 3 > /pro/sys/vm/drop_ahesEvery test run was idential. The shell sript �rst leared ahes and then set thesheduling algorithm. Then the slot size of the SGE was on�gured. Eah omputenode had 4 CPU ores as shown in Table 5.1. Slot sizes of 2, 4, 8 and 12 (relative slot



5. Testing Energy E�ieny 28sizes of 0.5, 1, 2 and 3) was used to assign loads of 50-300% to eah ompute node.After the luster was on�gured, the sript submitted CMS jobs via SGE to eahompute node equal to the urrent slot size of the node. Just before the jobs weresubmitted, an another sript was started to log the wattage as mentioned in Setion5.2.4. When all the jobs were �nished, also the logging sript was terminated. Usingthe log �le, starting and �nishing time of a CMS job an be determined and alsohow muh energy (watt hours) was onsumed. After the �rst set of CMS jobs was�nished, the sript inreased the slot size and ran a new set of jobs. When �nishedwith a slot size of 12, sheduler was hanged and slot size was set bak to 2. Thiswas repeated until all ombinations of four di�erent slot sizes and four di�erentshedulers were used. All in all, one suh test run submitted 312 CMS jobs andtook about 8-10 hours to �nish.First, the test was onduted with NAS. A RAID-5 on�guration of 6 HDDs (320GB) and 4 SSDs (40 GB) was set up, reating volumes of 1.6 TB and 120 GB,respetively. The ROOT �le used was 656 MB in size and it was opied to NAStotal of 72 times eah time and thus alloating 47 GB of the total volume. The�les were renamed to "data-01-01.root"..."data-06-12.root", where the �rst numberrepresented the node number and seond number represented the job number. Thisensured that no two CMS jobs was using the same data �le. Also, the value of theread-ahead was altered to test the e�et it had on the performane. Read-aheadvalues of 4kb, 8kb, 16kb and 32kb were used. After a test run of 312 CMS jobs�nished, a new test run was started after hanging the read-ahead value, the �lesystem or RAID "disks" from HDDs to SSDs. All in all, the test run was ondutedtotal of 24 times. 3 �le systems × 4 read-ahead values × 2 di�erent RAID "disks"equals 24.At this point taking a quik look over the results, a pattern was pereived thatindiated that inreasing the read-ahead value had a negative impat on the perfor-mane. The reason most likely was that the ROOT �le is a binary �le and the AODwithin the �le is sattered. It was deided not to use the read-ahead value anymoreas a on�guration parameter. Also at this point, one test run was performed byusing only 4 HDDs for easier omparison against the 4 SSDs. Again, based on thepreliminary results, the best performing HDD on�guration of 6 HDDs was pikedand one more test run for 4 HDDs was performed with that on�guration. Also,the energy onsumption of idle ompute nodes and NAS appliane was measured,both with and without the RAID pak. The idle tests logged an idle mahine forone hour from startup. These results are represented in Appendix D.Next, the SSDs were installed on the ompute nodes and on�gured as a one bigGlusterFS volume. With three nodes and without any striping or mirroring, the 40GB SSDs reated a volume of 120 GB. The test run was also onduted with this



5. Testing Energy E�ieny 29on�guration before dismounting the Gluster on�guration and running the testsdiretly from the loal drives. Beause the test data was total of 47 GB, all of itould not be �tted into the 40 GB drives, so only half of it was used. Copying 24GB of test data to eah drive. This way, plenty of free spae was left on the deviesas had been the ase also on earlier test runs.Finally, the SSDs were hanged to HDDs inside the ompute nodes. As withSSDs, a GlusterFS volume was reated �rst. With 320 GB in eah node, a volumeof 960 GB ould be hosted by the nodes. After running the tests on Gluster, thesame tests were onduted again with loal drives. This time though, the whole 47GB of test data was opied to eah HDD.
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6. RESULTS
The results hapter disusses the �ndings of the study individually. The performaneand the energy e�ieny are distinguished as a two di�erent optimization goals asdisussed in Setion 5.3.1. However, this study also tries to evaluate the result as awhole. The performane gain is measured by omparing the average proessing timesof the CMS jobs. The energy e�ieny gain is measured by omparing the energy inwatt hours needed to run an individual CMS job. The results are presented as suhor in relation to some default value. In the latter ase, the performane or energye�ieny gain/loss is represented by perents. The results hapter is organized asfollows.Setion 6.1 disusses what kind of an e�et hanging the slot size on performane.This study revealed that inreasing the relative slot size had a positive e�et andbeause of this, a two set of result data with relative slot sizes of one and three isrepresented later. Setion 6.2 disusses the e�ets of hanging the slot size on theenergy e�ieny.Setions 6.3 and 6.4 disusses the e�ets of hanging the read-ahead value onthe performane and energy e�ieny. This study found that inreasing the read-ahead an have a positive e�et on the power usage of the NAS appliane, but thise�et is negated and out-weighted by the loss of performane. Thus inreasing theread-ahead value had a negative impat to the energy e�ieny as a whole.Setions 6.5 and 6.6 disusses the importane of seleting the right �le systemand I/O sheduler. These setions reveal what kind of performane loss an happenif improper �le system is seleted and the same is done for shedulers. Finally, someestimation is represented for the ombined e�et for the system if both �le systemand I/O sheduler are not adequate for the workload at hand. Negleting this aspetan lead to a performane loss of 6% on SSDs and more than a whopping 20% onHDDs.Finally, in the Setion 6.7, the best ase results are represented for eah of thethree data storage sheme and for both drive types. This setion is the most impor-tant in this hapter, beause these on�gurations are sreened thoroughly and mostof the di�erenies pereived omes from the nature of the drive or sheme itself, notfrom the sub-optimal on�gurations. In this setion, the di�erenies between a SSDand a HDD are most learly visible. Also, the di�erent fundamental approahes for



6. Results 31seleting the layout for the data storage sheme are as omparable between eahother as it is possible in this study.6.1 Slot size and performaneThe test results showed that inreasing the slot size had a positive e�et on perfor-mane. Inreasing the relative slot size from one to three had a performane gainof 5.4 � 9.6% with SSDs and 13 � 21% with HDDs. The results were �ltered so thatonly the best performing on�guration, i.e. �le system, sheduler and read-aheadombination from eah data storage sheme was seleted. The energy onsumptionof an individual CMS job was used as a riteria. The results are illustraded in Fig-ure 6.1, grouped by data storage sheme. In a group of four for eah sheme, theleft-most represents the relative slot size of 0.5 and right-most represents the relativeslot size of 3. Remember, that the relative slot size of 0.5 equals only half of thepotential CPU ores utilized.

Figure 6.1: Comparing di�erent slot sizes. Results are grouped by data storage shemeand drive used. Relative slot sizes of 0.5 � 3 was used.This study propose that the positive orrelation of inreased slot size and perfor-mane stem from abolishing the e�et of I/O wait. As one proess (CMS job) waitsdata to arrive, the CPU an be given to another proess and thus the CPU ylesan be utilized more e�iently while waiting for I/O.The performane gain seemed to be relatively smaller for SSDs than HDDs. Thisan be explained by SSDs having a better read performane and SSDs an thusservie data requests sooner than HDDs, even when using the relative slot size of one.This ould also explain why both HDDs and SSDs perform almost identially withthe same data storage sheme and with the relative slot size of two. The omputenode is now more likely to have a proess being ready for exeution, regardless ofused data storage sheme as over-provisioning of the node is introdued.



6. Results 32Inreasing the relative slot size from two to three is shown to improve the perfor-mane of the HDDs even more, but to have no e�et on SSDs. It is not lear to uswhy this is happening.6.2 Slot size and energy e�ienyIf studying the power usage of the ompute node alone, the results show that theompute nodes onsume less power on average with relative slot size of one thanwith two or three as illustraded in Figure 6.2. When inluding also the time fatorand now studying the over-all energy onsumption of the test luster (saled torepresent energy per job), it is disovered that hanging the slot size has very littlee�et on the energy e�ieny with SSDs and with loal HDD. This is illustradedin Figure 6.3, whih also inludes the test ase where the ompute nodes are onlyhalf-utilized. This learly shows, that a very large portion of the energy used by aompute node is onsumed by the proessors and that the energy onsumption isproportional to the load of the mahine.

Figure 6.2: Total power onsumption of the three ompute nodes on average. Relative slotsizes of one, two and three were used. Data shemes are in the same order in eah set.Although the average job proessing time dereases when inreasing the slot size,the power usage of the node is inreased. This is quite natural, beause what reallyis improved is the utilization of the proessor of the node. The inreased perfor-mane and dereased power usage ounter eah other and lead to almost similarenergy e�ieny in terms of Wh/job (see Figure 6.3). In other words, the energyonsumption inreases linearly in relation to performane.When using HDDs with NAS or with Gluster, the linearly proportional energyonsumption is no longer valid. This is beause relatively better performane in-rease gain disussed earlier in Setion 6.1.
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Figure 6.3: Total energy onsumption of the luster per CMS job. Results are grouped bydata storage sheme and drive used. Relative slot sizes of 0.5 � 3 was used.6.3 Read-ahead and performaneThe test results showed that inreasing the read-ahead value had no e�et on per-formane with SSDs. With HDDs it had a negative e�et on almost all ases. Theonly exeption was the XFS �le system with the relative slot size of three. In thisase, inreasing the read-ahead value had performane gain of 2% on average jobproessing time. Interestingly, the worst performane loss of 6% was also measuredwhen using XFS and HDDs, but with the relative slot size of one. The results were�ltered to inlude only the best performing set of on�guration. The absolute re-sults are illustraded in Figure 6.4. Figure 6.5 illustrades the results in relation todefault read-ahead value of 4kb. A positive number represents the performane gainin relation to 4kb read-ahead value of the same data storage sheme and drive used.The results were all measured with the noop sheduler. As NAS exploited RAIDtehnology, using noop for sheduling should be best hoie as disussed in Setion3.3.3.6.4 Read-ahead and energy e�ienyThe test results showed that inreasing the read-ahead value had a small positivee�et (one perent or less) on the energy e�ieny with SSDs, exluding the XFS �lesystem, whih was not a�eted by the hange in read-ahead. With HDDs, the e�etwas mostly negative, exluding the Ext4 �le system, whih performed slighty better.The results are illustraded in Figure 6.6. The numbers represent the hange in energyonsumption of the whole luster (inluding NAS) as a funtion of the read-aheadvalue. Read-ahead value of 4 kilobytes is used as a point of referene and the restof the on�guration is left untouhed. A positive number equals less energy. There
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Figure 6.4: Comparing di�erent read-ahead values in NAS on�guration. Numbers 4 � 32represents read-ahead in kilobytes.

Figure 6.5: The hange in performane as a funtion of the read-ahead value. A positivenumber equals faster proessing time. Numbers 4 � 32 represents read-ahead in kilobytes.



6. Results 35seems to be no lear pattern between performane and energy e�ieny, althoughsome similarities an be reognised.

Figure 6.6: The hange in energy onsumption as a funtion of the read-ahead value. Apositive number equals less energy used. Numbers 4 � 32 represents read-ahead in kilobytes.6.5 File systemThe test results showed that the hoie of the �le system had a muh greater e�eton HDDs than on SSDs. The performane variation between the best and the worstperforming �le system, on otherwise similar on�guration, was 1 � 6 % on HDDs,but only 0.1 � 0.7 % on SSDs. The di�erene in energy e�ieny was upto 6 perenton HDDs and less than 1.5 perent on SSDs. These results are represented morelosely in Table 6.2. The absolute results of the benhmark tests are represented inTable 6.1.In general, the di�erenies among the �le systems with SSDs were small and itdid not matter if the relative slot size was one or three. With HDDs, inreasingthe relative slot size from one to three led to more variation among the �le systems.Most likely this is happening beause inreased number of parallel CMS jobs reatedmore I/O requests and the I/O pattern beame more omplex. This was neessary todi�erentiate the �le systems and under heavier utilisation some di�erenies betweenthese �le systems started to emerge.We believe there are two reasons why there was so little di�erenies among the �lesystems with SSDs. First, these �le systems are built with mostly HDDs in mind.Seond, SSDs are also more e�etive by default than HDDs, hene the signi�aneof the �le system is muh smaller for SSDs. In other words, the SSDs are e�etive,regardless of the �le system.



6. Results 36Of the three �le systems tested here, the best hoie for SSDs seemed to be theXFS �le system and the Ext4 �le system for HDDs.Table 6.1: Comparing �le systems on di�erent drives and data storage shemes.slot size = 1 slot size = 3sheme drive File System Wh time Wh timeLoal HDD Ext3 23.8 19.00 21.2 15.55Ext4 22.4 18.08 20.8 15.56XFS 22.5 18.23 20.8 15.48SSD Ext3 21.0 16.52 20.6 15.56Ext4 21.0 16.54 20.6 15.57XFS 20.8 16.52 20.4 15.57NAS HDD Ext3 32.0 18.44 29.2 15.21Ext4 31.0 18.02 29.0 15.52XFS 32.6 19.09 28.9 15.46SSD Ext3 29.4 17.05 28.5 16.03Ext4 29.2 17.01 28.4 16.02XFS 29.0 16.58 28.1 15.56Table 6.2: The variation of energy e�ieny and performane with di�erent �le systemson otherwise similar on�gurations.slot size = 1 slot size = 3sheme drive energy performane energy performaneLoal HDD 6.2% 4.6% 1.8% 0.9%SSD 1.0% 0.1% 1.0% 0.1%NAS HDD 4.8% 5.8% 1.1% 3.2%SSD 1.4% 0.7% 1.5% 0.7%6.6 I/O ShedulerThe test results showed that hanging the I/O sheduler on SSDs is almost insigni�-ant. Exluding the lone ase of using the fq sheduler on loal data storage shemeand the relative slot size of one, the variation between di�erent shedulers was onlyone perent or less. In terms of time and energy this equals to only one tenth ofa watt hour per job or about 10 seonds on average job proessing time. Theseresults are represented in Table 6.3 for loal data storage sheme and in Table 6.4for NAS. The variation is represented in Table 6.5. We believe that the explanationis quite simple. I/O sheduling was designed to improve the shortomings ausedby the mehanial nature of the HDDs. In theory, SSDs should not bene�t from



6. Results 37I/O sheduling at all, as disussed in Setion 4.2. This being said, the best hoiefor the I/O sheduler on SSDs is the noop sheduler, as predited and as the testshere on�rmed.Table 6.3: Comparing di�erent I/O shedulers on loal drive.Loal slot size = 1 slot size = 3drive sheduler Wh time Wh timeHDD as 22.9 18.54 20.9 16.04fq 23.5 19.43 21.0 16.14dl 22.4 18.08 20.8 15.55noop 22.5 18.16 20.8 15.48SSD as 20.9 17.06 20.5 15.57fq 21.4 17.52 20.5 15.56dl 20.8 16.52 20.5 15.58noop 20.8 16.52 20.4 15.57In general, the variation was muh greater when the relative slot size of one wasused. This was the ase for both HDDs and SSDs. This is a bit ounterintuitiveas higher relative slot size should generate more I/O requests and more variationto the I/O pattern. Thus the signi�ane of the sheduling should beome moreimportant. However, it ould be argued that the reason for this is something elsethan the sheduling itself. The fat that SSDs should not bene�t from the sheduling,as mentioned earlier, and that this phenomenon was also pereived with SSDs, bakup this assumption.Table 6.4: Comparing di�erent I/O shedulers on NAS appliane.NAS slot size = 1 slot size = 3drive sheduler Wh time Wh timeHDD as 32.2 19.10 29.2 15.52fq 31.1 18.07 28.9 15.33dl 31.0 18.07 28.9 15.21noop 31.1 18.02 28.9 15.33SSD as 29.2 17.10 28.1 15.58fq 29.0 16.58 28.1 15.59dl 29.0 16.59 28.1 15.58noop 29.0 17.01 28.1 15.56If exluding the antiipatory sheduler (as), the other shedulers did not had anyremarkable di�erenies with HDDs on NAS as shown in Table 6.4. As already statedin Setion 6.3, this is beause NAS exploits RAID tehnology and do not bene�t



6. Results 38from I/O sheduling. On the ontrary, exessive I/O sheduling an degrade theperformane of the RAID onsiderably. As disussed in Setion 3.3.3, the antiipa-tory sheduler waits for onseutive I/O requests and keeps the drive idle for a shortperiod of time. This behaviour is most likely the reason for the poor performaneof the antiipatory sheduler.Table 6.5: The variation of energy e�ieny and performane with di�erent shedulers onotherwise similar on�gurations.slot size = 1 slot size = 3sheme drive energy performane energy performaneLoal HDD 5.0% 8.1% 0.7% 2.7%SSD 2.7% 5.5% 0.2% 0.1%NAS HDD 3.6% 5.9% 1.0% 3.2%SSD 0.8% 1.2% 0.2% 0.3%The ombined e�et of hoosing the right �le system and the most suitable I/Osheduler an be seen in Table 6.6. The results show, that in the worst ase a HDD-based on�guration ould su�er a performane loss of 7 � 23%. With SSD-basedon�guration, the hanges are that the system is within two perent from the bestpossible on�guration, but a performane degrade of 6% is possible. The trend forthe energy e�ieny is similar, but this was expeted as the energy e�ieny stemsfrom the performane, as already mentioned in Chapter 2.Table 6.6: Comparing di�erent �le systems and I/O shedulers together. Numbers repre-sent the variation of best and worst ase for otherwise similar setups.drive sheme slot size energy timeHDD Loal 1 21.9% 23.4%3 5.6% 7.0%NAS 1 10.1% 16.1%3 3.0% 7.8%SSD Loal 1 3.7% 6.1%3 1.3% 0.5%NAS 1 2.3% 1.8%3 1.6% 1.0%6.7 The best aseThis setion represents the best-ase results for eah data storage sheme: the RAIDon NAS, the loal drives diretly on ompute nodes, and the distributed �le system



6. Results 39reated with shared drives on ompute nodes and GlusterFS software. Results areshown for both solid state and hard disk drives. Also, the results are distinguishedfor using both relative slot sizes of one or three. Table 6.7 shows the atual energyonsumed and the proessing time needed to omplete an individual CMS job foreah setup.Table 6.7: The best result measured for eah drive type and data storage sheme.slot size = 1 slot size = 3sheme drive Wh time Wh timeGlusterFS HDD 23.0 19.12 21.3 15.08GlusterFS SSD 21.9 18.03 20.8 16.19Loal HDD 22.4 18.08 20.8 15.48Loal SSD 20.8 16.52 20.4 15.57NAS HDD 31.0 18.07 28.9 15.46NAS SSD 29.0 16.59 28.1 15.56The most energy e�ient setup was, quite preditably, the loal drive approahusing SSDs and relative slot size of three. This setup onsumed only 20.4 watt hourper job on average. The best performing, e.g. the fastest setup, was the distributed�le system model using HDDs and relative slot size of three. The most surprisingthing was that this setup outperformed others learly with a marginal of almost 40seonds. First we suspeted an error, but after reviewing the data, we disoveredthat as good runtime was also reorded when using a di�erent I/O sheduler on ananother test run. Also, HDDs outperformed SSDs in all three data storage shemesif the relative slot size was three. Although, the marginals were a lot less, onlyabout 10 seonds. We are not ertain why the results di�er so muh when usingGlusterFS, but our eduated guess is that it derives from the GlusterFS softwareand the way it is implemented. Either the ahe of the GlusterFS (and the ahe ofthe HDD) is working very well or the GlusterFS ould not adapt to work with SSDsand the SSDs were just logged with the exessive I/O tra�.When studying the energy e�ieny (with a relative slot size of three), it an beobserved that HDDs onsume 0.4 � 0.8 watt hour more than SSDs. As the averageproessing time is about one-fourth of an hour, the di�erene in power usage isapproximately quadruple and thus 1.6 � 3.2 watts. In this study four or three driveswere used depending if the drives were in the NAS or in the ompute nodes (onlyhaving three ompute nodes). This means that one HDD onsumed around 0.5 � 1watt more energy than one SSD.When omparing di�erent data storage shemes, it is not fair to just omparethe energy onsumption. NAS is onsuming muh more energy per CMS job than



6. Results 40other shemes. This is obviously beause there is one more server mahine running.This leads to about 7 � 8 watt hour of overhead per job with NAS ompared toothers. The NAS appliane had 32 drive bays, but only 4 was used. Leaving seven-eights of potential resoures unused, so it ould be argued that the overhead is morelikely lose to 1 watt hour per drive. Again, the average proessing time beingapproximately one-fourth of an hour, this equals to around four watts per drive ofpower overhead. The NAS needed roughly 115 watts of power when running idlewithout any drives installed, so the "about four watts per drive" for fully loaded32-drive NAS appliane is a pretty good estimate.Of ourse, there is no guarantee that the results would apply if inreasing thenumber of drives and I/O load of the NAS. These results are only suggestive atbest. However, they do reveal that reloating the data away from the omputenodes do not improve the performane of the ompute nodes notably. In otherwords, storaging data and providing data aess to other nodes is not a burden forthe ompute node.
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7. CONCLUSION
The goal of this study was to �nd out wheter or not solid state drives are suitableto be used in luster omputing and if they really are superior to hard disk drivesin a spirit of green IT. No problems were enountered while introduing solid statedrives into the luster environment. In the proess of doing this researh, an ex-tensive bakground study was made on the di�erenies of these two drive types.Understanding these di�erenies did not raise any signi�ant onerns, whih wouldprevent using solid state drives in luster omputing.The tests results revealed that seleting the solid state drives over hard disk drivesdo not provide any performane gain. Hard disk drives proved to outperform thesolid state drives in all three data storage shemes used in these tests. When solidstate drives su�er from high retail pries and low storage apaities at the momentompared to hard disk drives there is no reason to hoose solid state drives overonventional hard disk drives from performane point of view.It is true, that solid state drives onsume less energy. This was measured to bearound one watt per drive. Even if taking into aount the e�et of power usagee�ieny (PUE) (disussed in Chapter 2), whih multiplies this by a fator of 1.2 �2 depending on the data enter, it is not justi�able to delare solid state drives tobe more energy e�ient. The reason is, that the storage apaity of the hard diskdrives multifold to solid state drives. One gets more storage spae per kWh withhard disk drives.The results speak for themselves. This study found that overprovisioning theompute nodes inreases job throughput. Sheduling more than one job per orehave a positive orrelation with the average proessing time. This indiates there areunused resoures in lusters, whih use the number of ores as a basis of submittingjobs. It was also disovered, that a performane loss of over 20% an exist if theused �le system and sheduler is not properly seleted. Results indiate that thedi�erenies between solid state and hard disk drives are quite small and the righton�guration matters more than the drive type used. These results an providea sound basis for optimisation of other luster environments. What is good tounderstand is to optimise things that matter most and this researh an give somehints of what those things might be.If taking a loser look at the results from stritly energy e�ieny point of view,



7. Conlusion 42one may be fooled into thinking, that it is the watts that matter. If optimisation anlower the power usage by one watt as done here, but at the same time improve theperformane by two perent, it is the performane inrease that really saves energy.At least in a fully utilised environment as in luster omputing.The purpose of this study is to be a review about solid state drives and theirenergy e�ieny. Providing the theoretial bakground of using solid state drivesin luster omputing. This study ould be used as a starting point to anyone whois interested of solid state drives and luster omputing. This study also reportedthe experienies of implementing these theories into pratie. This pragmati usease an be used as a frame of referene, whih helps to understand the oneptsattahed to the topi. Also many assumptions predited by the theory was on�rmedin pratie.This study propose, that a further study is not needed immediately, but if thepries of solid state drives deline and their storage apaities inrease to math thoseof hard disk drives a new study should be onduted. Also, the feeble performane ofsolid state drives with GlusterFS software was most likely beause the software ouldnot operate with the drives. Although the reason an also be in poor on�guration,this ould require more investigation.This study had some interesting �ndings. In general, the hard disk drives wereperforming better than expeted.
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A. SHELL SCRIPT: SCHEDULING A SET OFTEST RUNS#!/bin/bash## File name: run_tests.sh# Run from the frontend.#if [ "$USER" != "root" ℄; theneho " Warning: You should log in as root"exitfi### read_ahead = 0 kb ###roks run host ompute "hdparm -a 0 /dev/sdb1" > /dev/nullroks run host ompute "eho 0 > /sys/blok/sdb/queue/read_ahead_kb" > /dev/null### NOOP SCHEDULER ###roks run host ompute "eho noop > /sys/blok/sdb/queue/sheduler" > /dev/null### proess/node: 2, 4, 8 & 12 ###roks run host "syn; eho 3 > /pro/sys/vm/drop_ahes" > /dev/nullsyn > /dev/null; eho 3 > /pro/sys/vm/drop_ahes;/opt/gridengine/bin/lx26-amd64/qonf -mattr queue slots 2 dell.q/home/mtuomine/IO_tests/jobs/CMS_TauAnalysis/frontend.sh 3 12 ms_02-pros_loal-SSD-Ext4-nooproks run host "syn; eho 3 > /pro/sys/vm/drop_ahes" > /dev/nullsyn > /dev/null; eho 3 > /pro/sys/vm/drop_ahes;/opt/gridengine/bin/lx26-amd64/qonf -mattr queue slots 4 dell.q/home/mtuomine/IO_tests/jobs/CMS_TauAnalysis/frontend.sh 3 12 ms_04-pros_loal-SSD-Ext4-nooproks run host "syn; eho 3 > /pro/sys/vm/drop_ahes" > /dev/nullsyn > /dev/null; eho 3 > /pro/sys/vm/drop_ahes;/opt/gridengine/bin/lx26-amd64/qonf -mattr queue slots 8 dell.q/home/mtuomine/IO_tests/jobs/CMS_TauAnalysis/frontend.sh 3 12 ms_08-pros_loal-SSD-Ext4-nooproks run host "syn; eho 3 > /pro/sys/vm/drop_ahes" > /dev/nullsyn > /dev/null; eho 3 > /pro/sys/vm/drop_ahes;/opt/gridengine/bin/lx26-amd64/qonf -mattr queue slots 12 dell.q/home/mtuomine/IO_tests/jobs/CMS_TauAnalysis/frontend.sh 3 12 ms_12-pros_loal-SSD-Ext4-noop### ANTICIPATORY SCHEDULER ###... [Antiipatory, deadline and fq are handled in a similar manner to noop.℄
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B. SHELL SCRIPT: ONE TEST RUN#!/bin/bash## File name: frontend.sh# Run from the frontend.#if [ "$USER" != "root" ℄; theneho " Warning: You should log in as root"exitfiif [ ! -n "$1" ℄ || [ ! -n "$2" ℄ || [ ! -n "$3" ℄; theneho " Usage: run <number of nodes> <number of runs> <logmessage/folder name>"exitfi# shell parametersnodes=$1runs=$2logmessage=$3# Files and diretoriesjobid=$$workDir=/state/data/TauAnalysisOutputRoots/$jobidrootDir=/home/mtuomine/IO_testsjobDir=$rootDir/results/$logmessagerrdDir=$jobDir/rrdslogfile=$rootDir/myjoblog.txtjobinfo=$jobDir/job_info.txtmkdir --parents $workDirmkdir $jobDirmkdir $rrdDir# WattsUp logging$rootDir/watts/wattslog.py --devie=/dev/ttyUSB0 > $jobDir/wattslog_nodes.log &wattslogid_1=$!$rootDir/watts/wattslog.py --devie=/dev/ttyUSB1 > $jobDir/wattslog_nas.log &wattslogid_2=$!# Clear the job queue on before exiting (on termination)trap '{ qdel -u root; kill $wattslogid_1; kill $wattslogid_2; kill $iopid; exit 0; }' SIGINT# Write log updateseho "================================================================================" >> $logfileeho "CMS_TauAnalysis ### `date` ### Job ID: $jobid" >> $logfileeho " - Run for $runs yles on $nodes nodes" >> $logfileeho " - $logmessage" >> $logfileeho "CMS_TauAnalysis ### `date` ### Job ID: $jobid" >> $jobinfoeho " - Run for $runs yles on $nodes nodes" >> $jobinfo



B. Shell sript: One test run 49eho " - $logmessage" >> $jobinfoeho " - NAS sheduler: `roks run host nas-0-0 'at /sys/blok/sdb/queue/sheduler'`" >> $jobinfoeho " - NAS read_ahead_kb: `roks run host nas-0-0 'at /sys/blok/sdb/queue/read_ahead_kb'`" >> $jobinfo# Eho sreenehoeho " ### Jobs started: `date` ###"eho " - Run for $runs yles on $nodes nodes"eho " - $logmessage"eho# Submit jobs on ompute nodesfor run in $(seq 1 $runs);do for node in $(seq 1 $nodes);do qsub -q dell.q -b yes $rootDir/jobs/CMS_TauAnalysis/node_msRun.sh$node $run $logmessagedonedoneeho " Jobs running..."ative=1iterations=0while [ $ative -eq 1 ℄do tmp=`qstat | w -l`if [ $tmp -eq 0 ℄then ative=0fisleep 1let iterations=$iterations+1if [ $iterations -eq 3600 ℄theneho "Saving RRDs - `date`"timestamp=`eho \`date +%l%MS\` | sed '/^$/d'`mkdir $rrdDir/$timestampp -r /var/lib/ganglia/rrds/testCluster $rrdDir/$timestamp/iterations=0fidonekill $wattslogid_1kill $wattslogid_2# Write log updateseho " - All jobs finished: `date`" >> $logfileeho " - All jobs finished: `date`" >> $jobinfo# Copy the final RRDsmkdir $rrdDir/finalp -r /var/lib/ganglia/rrds/testCluster/ $rrdDir/final/eho " ### All jobs finished: `date` ###"# Wait 1 minute for ompute nodes loads to settlesleep 60



50
C. SHELL SCRIPT: RUNNING AND TIMING ACMS TAUANALYSIS JOB#!/bin/sh## File name: node_msRun.sh# Sript running on the ompute nodes## My variablesJOB_ID=$$NODE=$1RUN=$2CALLER_ID=$3HOST=`uname -n`let "TENS = $RUN / 10"let "ONES = $RUN % 10"WORK_DIR=/state/data/TauAnalysisOutputRoots/$CALLER_ID/$HOST-run$TENS$ONESROOT_DIR=/home/mtuomine/IO_testsJOB_DIR=$ROOT_DIR/results/$CALLER_ID# onfiguration files are named [node℄-[root-file℄.py, e.g. 01-01.pyLOG_FILE=$JOB_DIR/$HOST-$JOB_ID.outCMS_ROOT=/state/partition1/msSRC=workspae/CMSSW_3_6_1/srCONF_DIR=$ROOT_DIR/jobs/CMS_TauAnalysis/onf_filesCONF_FILE=0$NODE-$TENS$ONES.py# Create work diretory for output root filemkdir --parents $WORK_DIR# Set environmentd $CMS_ROOTsoure environmentd $CMS_ROOT/$SRCmsenv# Run TauAnalysisexe > $LOG_FILE 2>&1d $WORK_DIReho "### msRun started: `date` ###"time msRun $CONF_DIR/$CONF_FILEeho "### msRun finished: `date` ###"
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D. POWER USE PROFILE OF NAS WITHBOTH DRIVE TYPES
The Figure D.1 illustrates the power usage of NAS under di�erent on�guration andloads. The idle graphs represent the power use of freshly booted mahine, startingafter 10 minutes from boot up and running approximately 50 minutes. The loadedgraphs represents running a set of twelve CMS jobs on three nodes, totalling a testrun of 36 CMS jobs, lasting also around 50 minutes. With the idle graphs, a dropof 2 watts an be seen for both drives in the middle of the �gure. This is mostlikely due some stand by mode, whih is ativated after �xed wait period. Theoverall power need of an NAS appliane is inreased by 2 watts after adding fourSSDs to the setup and 7 watts after adding four HDDs. The power need does notinrease notably under load with SSDs, but HDDs onsume an additional 6 watts.Beause the small overhead of loaded versus idle ase with SSDs, the inreased powerneed of other omponents, exluding the drives, an be thought as minimal. Roughestimation would be that SSDs onsume only half a watt of power, both idle andoperational. Similar numbers for HDDs would be 2 watts when idle and 4 wattswhen in an operational state.

Figure D.1: The power Use pro�le of NAS with SSDs and HDDs.


