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The ever-increasing public interest on location and positioning services has originated

a demand for higher performance Global Navigation Satellite Systems (GNSSs). Galileo

Open Service (OS) signal, part of the European contribution to future GNSS, was designed

to respond to the above demand. In all GNSSs, the estimation with high accuracy of the

Line-Of-Sight (LOS) delay is a prerequisite. The Delay Lock Loops (DLLs) and their

enhanced variants (i.e., feed-back code tracking loops) are the structures of choice for the

commercial GNSS receivers, but their performance in severe multipath scenarios is still

rather limited. In addition, the new satellite positioning system proposals specify the use

of a new modulation, the Binary Offset Carrier (BOC) modulation, which triggers a new

challenge in the code tracking stage. Therefore, in order to meet this emerging challenge

and to improve the accuracy of the delay estimation in severe multipath scenarios, this

thesis analyzes feed-back as well as feed-forward code tracking algorithms and proposes a

novel algorithm, namely Peak Tracking (PT), which is a combination of both feed-back

and feed-forward structures and utilizes the advantages inherent in these structures.

In this thesis, the code tracking algorithms are studied and analyzed for Sine BOC (Sin-

BOC) modulated Galileo OS signal for various multipath profiles in Rayleigh fading chan-

nel model. The performance of the analyzed algorithms are measured in terms of various

well-known criteria such as Root-Mean-Square-Error (RMSE), Mean-Time-to-Lose Lock

(MTLL), delay error variance and Multipath Error Envelopes (MEEs). The simulation

results show that the proposed PT algorithm outperforms all other analyzed algorithms in

vi
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various multipath profiles in good Carrier-to-Noise-Ratios (CNRs). The simulation results

are compared with the theoretical Cramer-Rao Bound (CRB) and the comparison shows

that the delay error variance for PT algorithm approaches the theoretical limit with the

increase in CNR. Therefore, the proposed algorithm can be considered as an excellent can-

didate for implementation in future Galileo receivers, especially when tracking accuracy is

a concern.
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Chapter 1

Introduction

Today, with the glorious advance in satellite navigation and positioning technology, it is

possible to pinpoint the exact location of any user anywhere on the surface of the globe at

any time of day or night. Since its launch in the 1970s, the United States (US) Global Po-

sitioning System (GPS), has become the universal satellite navigation system and reached

full operational capability in 1990s [1]. This has created a monopoly, resulting in techni-

cal, political, strategic and economic dependence for millions of users. In recent years, the

rapid improvement and lowered price of computing power have allowed the integration of

GPS chips into small autonomous devices such as hand-held GPS receivers, Personal Digi-

tal Assistants (PDAs), and cellular phones, increasing the speed of its consumption by the

general public. In order to capitalize on this massive rising demand, and to cope with civil

and military expectations in terms of performance, several projects were launched to give

birth to a second generation of Global Navigation Satellite Systems (GNSSs) in the 1990s

[2]. This led to two major GNSS decisions: the modernization of the current US GPS,

known as GPS I, and the independent European effort to create its own GNSS, known as

Galileo. These two systems are now being finalized and are expected to be available to

the public by the end of the decade. It is anticipated that once the new European satellite

navigation system Galileo is operational, the vast majority of all user receivers sold will be

both GPS and Galileo capable. The benefits of receiving signals from both constellations

include improved accuracy, reliability, and availability.

1.1 Background and Motivations

The early success encountered by GPS I combined with a substantial potential for growth

in positioning and timing applications in the civilian market are the major reasons for a

world-wide modernization effort. In the 1990s, the US Department of Defense (DoD) and

Department of Transportation (DoT) started a GPS modernization process, called GPS

1
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II and GPS III [2]. The European Union (EU) and the European Space Agency (ESA)

decided to launch their own GNSS, i.e., Galileo [3]. Finally, Russia decided to re-activate

its GLobal Orbiting NAvigation Satellite System (GLONASS) program [4].

Among the signals proposed for Galileo system, the Galileo Open Service (OS) signal,

transmitted in L1F band with center frequency 1575.42 MHz, is of particular interest for

several reasons. Firstly, it is designed for mass-market users. A mass-market signal means

that every Galileo user will have access to this signal, and it should be the target signal for

most of the autonomous and leisure-oriented applications such as mobile phones and PDAs,

implying a very large potential market. Consequently, it is Galileo’s direct counterpart

to the current GPS I civil signal. In order to appeal to a wide range of civilian users

and personal navigation in particular, the signal design should be such that it does not

require an immense amount of processing power for tracking while still providing optimal

positioning capabilities in degraded signal environments. The significance of these factors

has spurred much research into the receiver design adaptations necessary to take full

advantage of this signal.

Secondly, it is important to identify and assess any improvement for mass-market users

brought by the use of the Galileo OS signal compared to what is currently available to

them through the GPS Coarse/Acquisition (C/A) signal.

Finally, the Galileo OS signal uses new modulation that is also used by other GPS II and

Galileo signals [5]. Therefore, the knowledge gained from research and analysis with this

particular signal can be transposed for improving other signal profiles.

The innovation brought by the use of Binary Offset Carrier (BOC) modulation for the

Galileo OS signal is of central interest for tracking performance as it leads to substantial

improvement in tracking. BOC modulation was chosen as the chief candidate for several

future navigation signals for various purposes. Its split spectrum property allows the

reduction of spectral overlapping with other GPS signals and, thus, lessens the potential

for interference with the GPS legacy signals that have their energy around the carrier

frequency. Another implication for non-overlapping signals is the possibility for the US

military to jam civil signals without losing the military signals. Of the several BOC families

available, a relevant choice of this modulation can drastically limit inter- and intra-system

interference [6, 7]. Moreover, BOC modulation has very interesting tacking property of

outperforming an equivalent Binary Phase Shift Keying (BPSK) modulation in terms of

resistance to thermal noise, narrow-band interference rejection and multipath mitigation

[6].

However, despite these advantages, there are some challenges with the use of BOC mod-

ulation. BOC signal tracking shows potential false lock points [6, 8]. This stems from the
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BOC AutoCorrelation Function (ACF), which is characterized by multiple side peaks with

non-negligible magnitudes. Undergoing a false lock produces biased measurements and,

therefore, an unacceptable result for a system that aims to provide an accurate navigation

solution. Consequently, solutions have to be found to minimize this bias threat in order to

be able to use BOC signals in a GNSS. Many studies have been published on the tracking

ambiguity of BOC signals, for example, in [9], [10] and in [11]. Most of these methods

try to resolve the tracking ambiguity problem in the same fashion for all BOC families.

In reality, there exist different BOC families with characteristics defined by the spectral

separation and width of the side lobes. Although the families may be derived in a similar

way, a single resolution to the ambiguous tracking problem may not be optimal for all

signals. Therefore, an innovative tracking technique dedicated to a certain BOC family

might provide a more effective solution in the same way that some tracking techniques are

optimal for BPSK modulations but not for other types of modulations. This was the prior

motivation of this thesis to focus on Sine BOC(1,1), denoted here by SinBOC(1,1), which

has already been selected as the modulation technique for the Galileo OS signal.

1.2 Thesis Objectives

This thesis is part of the Advanced Techniques for Mobile Positioning (MOT) project

which has been carried out at Tampere University of Technology. The one main objective

of the project was to develop and analyze the implementation possibilities of various code

tracking architectures for the modernized GPS and Galileo systems.

The aim of this thesis is to investigate the performance of different code tracking algorithms

for Galileo OS signal which incorporates the new innovation brought by BOC modulation.

Since the signal of interest is the Galileo OS, the solution presented in this thesis will be

relevant to this particular signal, even if it may not work for all BOC families. To find an

effective solution, a new code tracking algorithm was developed.

1.3 Thesis Contributions

The major contributions of the thesis are enumerated below:

• A detail analysis of the few significant code tracking algorithms in terms of Root

Mean Square Error (RMSE), Mean-Time-to-Lose Lock (MTLL), delay error variance

and semi-analytical Multipath Error Envelopes (MEEs),

• A study of the tolerance of traditional feed-back code tracking algorithms in the

presence of initial delay error fed from the code acquisition stage,



CHAPTER 1. INTRODUCTION 4

• The development and test of a new code tracking algorithm, namely Peak Tracking

(PT), for Galileo OS signal.

1.4 Thesis Outline

In order to provide a comprehensive view of the research realized by the thesis, this

document has been structured in the following way:

Chapter 1 provides a brief illustration of the scope of the thesis including its motivations,

objectives and contributions followed by the overall thesis outline.

Chapter 2 familiarizes the reader with the concepts necessary to understand the basics

of satellite based positioning. It also provides an introduction to GPS and Galileo systems

followed by a brief presentation on Galileo signal characteristics. Finally, BOC modulation

description is given.

Chapter 3 discusses the fundamentals of spread spectrum techniques while the main

focus is always restricted to Direct Sequence - Code Division Multiple Access (DS-CDMA)

scheme since DS-CDMA is the most widely used method in satellite systems and both GPS

and Galileo systems employ DS-CDMA method in satellite communications.

Chapter 4 covers the propagation aspects and the fading channel characteristics for

wireless systems. It also includes a short overview of the fading channel models with

different fading types and distributions. Finally, the meaning of Carrier-to-Noise-Ratio

(CNR) is explained in the context of the thesis.

Chapter 5 presents an in-depth discussion on code synchronization mechanism in DS-

CDMA systems. It firstly describes the code acquisition task, which consists of a search

stage and a detection stage, followed by code tracking architecture with emphasis on Delay

Lock Loop (DLL).

Chapter 6 is a thorough study of several code tracking algorithms for both feed-back and

feed-forward structures. The few significant code tracking algorithms are briefly analyzed

in this chapter with substantial references given for detailed explanations.

Chapter 7 introduces a novel innovative code tracking algorithm for SinBOC(1,1) mod-

ulated signal which is referred as Peak Tracking. This new technique is first described

in great theoretical detail. Its critical parameters and thresholds are explained in detail

with graphical presentations whenever necessary. Finally, the procedure of PT algorithm

is presented with one illustrative example.

In Chapter 8, the performance of different code tracking algorithms along with the

proposed PT algorithm is presented in terms of RMSE, MTLL, delay error variance and
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semi-analytical MEEs. Simulation results are provided for various multipath profiles in

Rayleigh fading channel model in order to realize the performance of the discussed code

tracking algorithms. Results obtained from the simulations are then compared with the

theoretical Cramer-Rao Bound (CRB). At last, the performance of feed-back code tracking

algorithms and the proposed PT algorithm is shown in terms of MEEs.

Finally, Chapter 9 draws conclusions from this research and points out future research

directions.



Chapter 2

Satellite-Based Positioning

Mobile positioning has gained increasing attention during the past few years. A number

of new positioning techniques have evolved over the years. They can be classified in two

major categories: satellite-based and cellular-based positioning technology. The scope of

the thesis is limited to satellite-based positioning technology, therefore, a brief introduction

to satellite-based navigation systems, e.g., Navstar GPS and Galileo, is provided in this

chapter. Also, later in this chapter, the Galileo signal structure and the new modulation

technique, i.e., BOC, are presented based on the current standardization documents.

2.1 Satellite-Based Positioning Technique

Since immemorial times, people have looked to the heavens to find their way. Today,

satellite navigation is continuing this tradition, while offering an accuracy far beyond

the early days when positioning was done by simply observing the sun and the stars.

This technology, which has been developed over the last thirty years or so, essentially for

military purposes, enables anyone with a receiver capable of picking up signals emitted by

a constellation of satellites to instantly determine their position in time and space very

accurately.

The operating principle is simple: both GPS and Galileo systems use the Time-of-Arrival

(ToA) measurements in order to determine the accurate location of the receiver. The

position of the user is determined by estimating the propagation time it takes for a signal

to arrive at the receiver from the transmitter (i.e., satellite). This can be done by find-

ing the timing of the received signal (i.e., receiving moment), which is usually performed

via a synchronization process in spread spectrum systems which will be described later

in Chapter 5. Since the transmission time can be measured from the received data, the

propagation delay can be further calculated as the difference between the transmission

and the receiving moments. The propagation time is then multiplied with the speed of the

6
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signal (i.e., the speed of light), and hence, the distance between the transmitter and the

receiver is obtained. Naturally, the distance defined via one satellite leads to a circle, on

which the receiver should lie, since the direction of the signal is not known [12]. When the

signal is transmitted from several satellites with known locations, simultaneously, and the

distances between the receiver and each satellite can be estimated, the receiver can define

its location with high accuracy. In practice, at least 4 satellites (i.e., 3 for 3 dimensional

space coordinates x, y, z and the remaining for time dimension t) are needed, in order to

be able to calculate the position and also the speed of the receiver has to be known. In

Figure 2.1, the signal arrives from three different satellites. The crossing point of the three

measured distances is the precise location of the user. [1]

Satellite

d1
d1

d2 d3

A

B
C

Figure 2.1: Position determination using distance d measurements from three sources [1]

Usually, it is assumed that the signal is propagating along a direct line (Line-Of-Sight,

LOS) path between the satellite and the receiver. However, positioning needs to be carried

out in all the environments covered by the wireless communication services, including the

most constraining areas such as dense urban areas and obstructed indoor environments [1].

The signal transmitted from the satellites experiences severe attenuation while penetrating

all the construction materials making the visibility with the sky quite rare, besides that

the indoor propagation of satellite signals are not well understood yet [13].
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2.2 Global Positioning System

The Navstar GPS is a constellation of orbiting satellites that provides navigation data

to military and civilian users all over the world. GPS is a space-based radio-positioning

and time transfer system. Presently, GPS is fully operational and meets the criteria

established in the 1960s for an optimum positioning system. The system provides accurate,

continuous, worldwide, three-dimensional position and velocity information to users with

the appropriate receiving equipment. GPS can provide service to an unlimited number of

users since the user receivers operate passively (i.e., receive only). [1]

The satellite constellation in GPS consists of 24 satellites arranged in 6 orbital planes with

4 satellites per plane. Since the ToA measurement is based on the timing information as

explained in the previous section, possible clock offsets between the satellite and receiver

equipment might cause errors on the positioning accuracy. Therefore, a fourth satellite is

used to help with the clock time synchronization. Thus, four measurements are required

to determine user latitude, longitude, height and receiver clock offset from receiver system

time. [1]

GPS provides two services: Standard Positioning Service (SPS) and Precise Positioning

Service (PPS). SPS is designed for the civil community, whereas PPS is available only

for military use. SPS provides positioning with an accuracy of at least 100 meters in

horizontal direction, whereas PPS provides positioning with higher degree of precision (at

least 22 meters in horizontal plane). [1]

GPS signals use a Direct Sequence Spread Spectrum (DSSS) technique, and are based

on Code Division Multiple Access (CDMA) principles to distinguish signals coming from

different satellites [14, 15]. Spread spectrum and CDMA techniques are elaborately dis-

cussed in Chapter 3. The basic GPS signals are transmitted into two frequency bands: L1

centered at 1575.42 MHz, and L2 centered at 1227.6 MHz, among which L1 is the primary

frequency band. The carrier signals are modulated by the spreading codes using BPSK

modulation. Each satellite uses the same frequencies, but the signals are separated with

specific spreading codes in order to avoid interference and to be able to detect the desired

signal. In GPS, there are two basic code types: a short C/A code with 1 ms period, and

a long Precision (P) code. P code is further encrypted with so-called Y code, which is

available only for PPS users. The code length for the GPS C/A signal is 1023 chips. [1]

The modernization of the GPS system became obvious when the design of a new signal

with better performance and flexibility was started. The modernized GPS includes a new

frequency band L5 (1176.45) and new signals: a new military M signal, a new civil L2C

signal and a new wider bandwidth civil L5 signal. The M signal will operate on both



CHAPTER 2. SATELLITE-BASED POSITIONING 9

L1 and L2 frequency bands, the L2C signal on the L2 frequency band, and respectively,

the L5 signal will operate on the L5 frequency band. It has been decided that the new

modulation type for the new M signal will be BOC modulation. A brief overview of BOC

modulation is presented in section 2.5. [16]

2.3 Galileo System

Galileo will be Europe’s own global navigation satellite system, providing a highly accurate

and guaranteed positioning service under civilian control. It will be interoperable with the

two other systems: the US GPS and Russia’s GLONASS. Galileo will deliver real-time

positioning services with unrivaled accuracy and integrity.

The fully deployed Galileo system consists of 30 satellites (27 operational+3 active spares),

positioned in three circular Medium Earth Orbit (MEO) planes at 23,222 km altitude

above the Earth, and at an inclination of the orbital planes of 56 degrees with reference

to the equatorial plane. Once this is achieved, the Galileo navigation signals will provide

good coverage even at latitudes up to 75 degrees north, which corresponds to the North

Cape and beyond. The basic idea is that at any time four satellites are located above the

horizon for all points of the Earth. Galileo system is planned to be operational around

2008-2010. [17]

Galileo will provide different navigation services [17, 18] of the following types:

• The OS results from a combination of open signals, free of user charge, providing

position and timing performances competitive with other GNSSs.

• The Safety of Life service (SoL) improves the OS performances providing timely

warnings to the users when it fails to meet certain margins of accuracy.

• The Commercial Service (CS) provides access to two additional signals, to allow for

a higher data rate throughput and to enable users to improve accuracy. This service

also provides a limited broadcasting capacity for messages from service centers to

users.

• The Public Regulated Service (PRS) provides position and timing to specific users

requiring a high continuity of service, with controlled access. Two PRS navigation

signals with encrypted ranging codes and data will be available.

• The Search And Rescue service (SAR) broadcasts globally the alert messages received

from distress emitting beacons. It will contribute to enhance the performance of the

international COSPAS-SARSAT (COsmicheskaya Sistyema Poiska Avariynich Sudov

- Search And Rescue Satellite-Aided Tracking) search and rescue system [19].
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Galileo offers a number of advantages over GPS [20]:

• Galileo has been designed and developed as a non-military application, while incor-

porating all the necessary protective security features. Unlike GPS, which was essen-

tially designed for military use, Galileo therefore provides, for some of the services

offered, a very high level of continuity required by modern business, in particular

with regard to contractual responsibility.

• It is based on the same technology as GPS and provides a similar and possibly higher

degree of precision, thanks to the structure of the constellation of satellites and the

ground-based control and management systems planned.

• Galileo is more reliable as it includes a signal ‘integrity message’ informing the user

immediately of any errors. In addition, unlike GPS, it will be possible to receive

Galileo signals in towns and in regions located in extreme latitudes.

• It represents a real public service and, as such, guarantees continuity of service pro-

vision for specific applications. GPS signals, on the other hand, in recent years have

on several occasions become unavailable on a planned or unplanned basis, sometimes

without prior warning.

Moreover, Galileo also complements GPS as [20]:

• Using both infrastructures in a coordinated fashion (double sourcing) offers real

advantages in terms of precision and in terms of security, should one of the two

systems become unavailable.

• The existence of two independent systems is of benefit to all users since they will be

able to use the same receiver to receive both GPS and Galileo signals.

2.4 Galileo Signal Characteristics

Figure 2.2 shows the the general view of Galileo spectrum, which consists of 4 frequency

bands: E5a, E5b, E6 and E2-L1-E1. Different frequencies will be assigned to the Galileo

system depending on the service type. Frequency bands are divided into lower L-band

(corresponding to E5a and E5b frequency bands with carrier frequencies, fc = 1176.45

MHz at E5a and fc = 1207.14 MHz at E5b), middle L-band (i.e., E6 frequency band

with fc = 1278.75 MHz) and upper L-bands (E2-L1-E1 band with fc = 1575.42 MHz)

[5]. As it can be noticed, both GPS and Galileo use certain identical carrier frequencies.

This guarantees the ability to attain interoperability between the two systems [18]. OS
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is planned to operate on the E5a, E5b and E2-L1-E1 carriers, SAR on the E5a, E5b and

E2-L1-E1 carriers, CS on the E5b and E6 carriers, and PRS on the E6 and E2-L1-E1

carriers [5].
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Figure 2.2: Galileo signal in space [5]

A summary of Galileo signal specifications, based on current standards [17], are shown in

Table 2.1. Galileo satellite transmits six different navigation signals: L1F, L1P, E6C, E6P,

E5A and E5B signals. As can be seen in Table 2.1, among these signals, L1F (open access

signal) and L1P (restricted access signal) operate on the L1 Radio Frequency (RF) band,

E6C (CS-signal) and E6P (PRS-signal) on the E6 band, and respectively, E5A and E5B

signals are transmitted using the E5a and E5b frequency bands. Table 2.1 shows also the

BandWidths (BWs), the modulation types (i.e., how the carrier frequency is modulated by

the information signal), the chip rates, the multiplexing schemes, the possible availability

of pilot signals, the data symbol rates and the code length for each Galileo signal as

specified in Galileo Joint Undertaking (GJU) documents as from April’2006.

The most important characteristics of the Galileo signals, in comparison with the GPS

signals, are the different modulation types and code lengths. SinBOC(1,1) is selected as

the modulation type for the L1F OS signal, and Cosine BOC(15,2.5), denoted here as

CosBOC(15,2.5), for the L1P PRS signals. The code length for the OS signal is 4092

chips, which is four times higher than the GPS C/A code length of 1023 chips. For the E5

signals, the code length is decided to be as high as 10230 chips. The multiplexing scheme

here means the modulation type by which two signals are combined. For the E5 signals,

the multiplexing scheme is Alternative BOC(15,10), denoted here as AltBOC(15,10), and

for the L1 signals, it is Coherent Adaptive Subcarrier Modulation (CASM). [17]

A recent joint design activity of GPS-Galileo working group on interoperability and com-

patibility has recommended an optimized Multiplexed Binary Offset Carrier (MBOC)

spreading modulation [21]. The MBOC(6,1,1/11) Power Spectral Density (PSD) is a mix-

ture of BOC(1,1) spectrum and BOC(6,1) spectrum, that would be used by Galileo for its
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Table 2.1: Galileo signal structures. N/A = Not Applicable, sps = symbols per second [5, 17, 18]

Galileo RF BW Modulation Chip Multiplex. Pilot Data Code
bands rate type rate scheme availab. symb. length

[MHz] [MHz] rate [chips]
[sps]

L1F (OS/ L1 40 × 1.023 SinBOC 1.023 Yes 250 4092
CS/SoL) = 40.92 (1,1) CASM
L1P L1 40.92 CosBOC 2.5575 N/A N/A N/A
(PRS) (15,2.5)

E6C E6 40.92 BPSK 5.115 Yes 1000 N/A
(CS) (5) N/A
E6P E6 40.92 CosBOC 5.115 N/A 250 N/A
(PRS) (10,5)

E5a (OS/ E5 90 × 1.023 BPSK 10.23 Yes 50 10230
CS/PRS)) = 90.07 (10) AltBOC
E5b (OS/ E5 90.07 BPSK 10.23 (15,10) Yes 250 10230
CS/PRS) (10)

OS signal at L1 frequency, and also by GPS for its modernized L1C (i.e., L1 Civil) signal

[22]. The construction and various performance characteristics of MBOC are described in

[22].

Galileo L1F, which is an OS signal, free of charge, and available to any user possessing a

suitable receiver, is the focus of the thesis. The modulation chosen for L1F signal (i.e.,

SinBOC(1,1)) is illustrated in the next section.

2.5 BOC Modulation

A new modulation type, namely the BOC modulation, has been introduced by Betz for the

new military GPS system [23]. Since then, several variants have been developed: SinBOC

[23], CosBOC [23] and AltBOC [5]. Later on, in June’2005, the negotiators for Galileo

system architecture proposed that the modulation technique for the OS signals would be

SinBOC(1,1), which uses a 1.023 MHz square subcarrier modulated by a spreading code

with a chip rate of 1.023 MHz.

A BOC signal is obtained through the product of a Non-Return to Zero (NRZ) spreading

code with a synchronized square wave subcarrier. This square wave can either be sine

or cosine phased, which leads to different signal characteristics. They are referred to as

SinBOC and CosBOC, respectively [18]. In the navigation community, the typical notation

of a BOC-modulated signal is BOC(fsc, fchip), where fsc is the subcarrier frequency in MHz

and fchip is the chip rate in MHz [23]. Alternatively, BOC(n,m) notation is also used,
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where n and m are two indices computed from fsc and fchip, respectively, with respect to

a reference of 1.023 MHz frequency: n = fsc

1.023MHz
and m =

fchip

1.023MHz
with n and m being

constrained to:

• positive,

• n ≥ m, and

• ratio NBOC = 2 n
m

= 2 fsc

fchip
being a positive integer.

NBOC is also called BOC modulation order. However, NBOC = 2 represents, e.g., BOC(1,1)

and BOC(2,2). Similarly, NBOC = 12 represents, e.g., BOC(15,2.5). A special case of BOC

modulation is the BPSK modulation with NBOC=1. [23]

The SinBOC(1,1) modulation is part of the SinBOC(n,n) family, where the length of

one subcarrier period equals one Pseudo-Random Noise (PRN) chip duration. In order

to give a high-level idea of its impact on signal tracking, a few details are given herein.

SinBOC(n,n) modulation splits the usual BPSK(n) spectrum into two symmetric side

lobes centered at ±fsc MHz around the carrier frequency. This allows a wider spectral

occupancy. The SinBOC(n,n) PSD envelope is given by [23]:

GSinBOC(1,1)(f) = fchip





sin
(

πf
2fchip

)

sin
(

πf
fchip

)

πfcos
(

πf
2fchip

)





2

(2.1)

The SinBOC(1,1) PSD envelope is shown in Figure 2.3 along with the BPSK(1) PSD

envelope that represents the GPS C/A code modulation. The SinBOC(1,1) PSD has its

side lobes on the zeros of the GPS C/A code PSD. As a consequence, it is well suited

to have good spectral separation properties from C/A signal. This is important to avoid

inter-system interference [24]. The SinBOC subcarrier is defined according to the original

definition in [23]:

sSinBOC(t) = sign

(

sin

(

NBOCπt

Tc

))

, (2.2)

where sign(·) is the signum operator and Tc is the chip period (Tc = 1/fchip). The PRN

code sequence can be defined as:

xPRN,n(t) =

SF
∑

k=1

ck,np(t − kTc − nTcSF ), (2.3)

where k is the index, n is the data symbol index, and p(·) is the rectangular pulse shape.

After spreading, the data sequence can be expressed as:

xdata(t) =
∞
∑

n=−∞

√

EbbnxPRN,n(t), (2.4)
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Figure 2.3: SinBOC(1,1) and BPSK(1) normalized power spectral densities

where bn is the data bit (for the pilot channels, bn equals to 1 for all values of n), and Eb

is the bit energy. The data sequence after spreading and BOC modulation is:

xSinBOC(t) = xdata(t) ⊗ sSinBOC(t), (2.5)

where ⊗ represents the convolution operation. An equivalent model for BOC modulation is

presented in [25, 26]. Based on [25, 26], the transmitted SinBOC modulated data sequence

can be expressed as:

xSinBOC(t) =
∞
∑

n=−∞

SF
∑

k=1

NBOC−1
∑

i=0

√

Eb(−1)ibn(−1)kNBOCck,np(t − kTc − nTcSF − i
Tc

NBOC
)

(2.6)

2.5.1 Advantages of BOC Modulation

BOC modulation provides a simple and effective way of moving the signal energy away

from band center, offering a high degree of spectral separation from conventional phase

shift keyed signals whose energy is concentrated near band center. The resulting split spec-

trum signal effectively enables frequency sharing, while providing attributes that include

simple implementation, good spectral efficiency, high accuracy, and enhanced multipath

resolution. [23]

2.5.2 Challenges of BOC Modulation

The envelope of the ACF of a BOC modulated signal contains multiple peaks that have

significant magnitudes as compared to the magnitude of the central peak. In case of

SinBOC(1,1) modulation, the two side peaks of the correlation function have magnitudes
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that are nearly half of the magnitude of the central peak, as is evident from Figure 2.4.

This means that a signal tracker can lock onto the wrong peak, thus producing a tracking

error. Figure 2.4 depicts the fact that as compared to BPSK(1) signal, the envelope

of a SinBOC(1,1) modulated signal possesses two additional peaks at about ± 0.5 chips

apart from the maximum peak of ACF. This is the case for single path channel profile. The
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Figure 2.4: Absolute of ACF for SinBOC(1,1) and BPSK(1)

situation could be far worse in multipath fading channel model and it can make the correct

delay estimation more challenging. Therefore, this is really an open issue to overcome the

false tracking to the wrong peak, especially in multipath fading channel model. Hence,

the main research focus of the thesis is to cope with the challenge of tracking ambiguity

as much as possible in case of multipath fading channel model. The details about code

tracking will be discussed in Chapter 5.



Chapter 3

Spread Spectrum Techniques

Spread spectrum communications, with their inherent interference attenuation capability,

have over the years become increasingly popular techniques for use in many different sys-

tems. Now-a-days, spread spectrum techniques are used in many digital communication

systems, such as 3rd generation mobile communications (i.e., Universal Mobile Telecom-

munication System (UMTS)), GPS, Galileo, Wireless Local Area Network (WLAN) and

alike. A definition of spread spectrum that adequately reflects the characteristics of this

technique is: Spread spectrum is a means of transmission in which the signal occupies a

bandwidth in excess of the minimum necessary to send the information; the band spread

is accomplished by means of a code which is independent of the data, and a synchronized

reception with the code at that receiver is used for despreading and subsequent data re-

covery [27]. One main advantage of this technique is that several users can utilize the

same frequency band simultaneously [28]. Fundamentals of spread spectrum techniques

are discussed in this chapter.

3.1 Multiple Access

Multiple access refers to the sharing of a common resource to allow simultaneous com-

munications by multiple users in a single transmission medium. Due to the fact that the

available bandwidth is limited to a certain amount, the main question usually is how to

share the transmission band effectively between multiple users [29]. In radio communica-

tions, the interface between the user and the network is a radio interface, and the shared

common resource is therefore the RF spectrum. The RF spectrum can, however, be shared

by employing different strategies, so there are different techniques of providing multiple

access as shown in Figure 3.1.

For radio systems, there are two resources: time and frequency. Division by time, so

that each pair of communicators is allocated all (or at least a large part) of the spectrum

16
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Figure 3.1: Multiple access schemes: TDMA, FDMA and CDMA [30]

for part of the time results in Time Division Multiple Access (TDMA) [28]. Division by

frequency, so that each pair of communicators is allocated part of the spectrum for all of

the time, results in Frequency Division Multiple Access (FDMA) [28]. In CDMA, every

communicator will be allocated the entire spectrum all of the time. In CDMA, all users can

use the same bandwidth at the same time, but they can now be separated by PRN codes

assigned to each user [28]. The PRN codes are chosen to be like random noise but still

deterministic [1]. The current TDMA and FDMA systems are considered as narrowband

systems, since the idea behind these is to use as narrow transmission band for one user

as possible. The objective is to allocate a minimum amount of fixed RF spectrum for

each user. The narrower is the bandwidth per user, the more users can be served by the

fixed RF spectrum. On the contrary, in CDMA system, the basic idea is to spread the

narrowband data signal over a wider bandwidth using the pseudorandom code, i.e., the

spreading code. In CDMA, the bandwidth is thus traded for capacity.

3.2 Spread Spectrum System

The most common spread spectrum system is shown in Figure 3.2 . Formally, the operation

 !"#$!%&'()*$+"', -.!/$(",0 1/2.!/$(",03"*+/!",0  !"#$!%1/#'()*$+"',
( )ε 4

5,+/!6/!/,7/
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Figure 3.2: Spread spectrum system concept [29]

of both transmitter and receiver is partitioned into two steps. In the first step, which is
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referred to as primary modulation, the narrowband signal Sn is formed. The narrowband

signal is then fed into the second step where the spreading operation ε(·) is performed

resulting in the expansion of the signal spectrum to a very wide frequency band. This

transmitted signal is denoted by Sw. [29]

On the receiver side, the despreading operation converts the received wideband signal into

a narrowband signal, which is then demodulated by traditional means. For convenience,

it is assumed that the despreading operation is identical to the spreading operation, i.e.,

ε−1(·) = ε(·) as shown in Figure 3.2. [29]

3.3 Spreading Methods

There are several spreading techniques explained in the literature to spread a signal: Direct

Sequence (DS), Frequency Hopping (FH), Time Hopping (TH) and Multi-Carrier (MC)

CDMA. An overview of these spread spectrum techniques can be found in [27, 31, 32, 33,

34, 35]. We will only focus on DS technique in what follows because this is the multiple

access technique used in GNSS systems.

The DSSS system is the most encountered spread spectrum technique. In DSSS, each

narrowband bit or symbol is replaced by a sequence of shorter symbols called ‘chips’. The

chip rate is much larger than the information signal bit rate. Each information bit of a

digital signal is transmitted as a PRN sequence of chips. The DSSS system is also called

pseudonoise system, since the multiplying signal consists of PRN sequences [36].

3.4 CDMA

In CDMA systems, all users transmit in the same bandwidth simultaneously. In this

transmission technique, the frequency spectrum of a data-signal is spread using a code

uncorrelated with that signal. As a result the bandwidth occupancy is much higher than

required. The codes used for spreading have low crosscorrelation values and are unique to

every user. This is the reason that a receiver which has knowledge about the code of the

intended transmitter, is capable of receiving the desired signal. [28]

CDMA can be classified into three different modulation methods: Frequency Hopping

CDMA (FH-CDMA), Time Hopping CDMA (TH-CDMA) and Direct Sequence CDMA

(DS-CDMA). DS-CDMA is the most widely used among the above mentioned modulation

methods. The GPS and Galileo systems also use DS-CDMA method, which will be the

focus in what follows.
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3.5 Spreading Codes

In a DS-CDMA system, the data signal is multiplied with a spreading code in the trans-

mitter, and despread with the same spreading code in the receiver in order to find out

the original data. In the satellite navigation systems, each satellite has a unique PRN

spreading code. Despreading diminishes the interference from other users, and hence, the

DS-CDMA technique allows multiple users to use the same bandwidth simultaneously.

Despreading is performed via correlation, which measures the similarity of two signals. In

order to be able to separate different users, the PRN spreading codes should have very

low crosscorrelation. This means that in an ideal case, the codes are orthogonal and have

zero correlation with other codes used in the system. On the other hand, codes should

have good (impulse-like) autocorrelation properties, i.e., code should correlate with itself,

in order to be able to detect a delayed (i.e., time shifted) signal [29]. Correlation is a

fundamental operation in the signal tracking process, where the timing of the arriving

signal is determined. [28]

A spreading code consists of a number of code symbols called chips. The rate of the

spreading code is called chip rate fchip (code symbols per second) and it should be higher

than the bit rate R (bits per second) of the data signal in order to achieve desired spreading.

Spreading factor (SF ) is typically defined as the ratio between the chip rate and the bit

rate [28], [37]:

SF =
fchip

R

Spreading codes can be divided into short and long codes. Short code spans over one

data symbol interval, which means that the spreading code of a certain user remains the

same for all data symbols. Respectively, long codes span over several data symbol periods.

Short codes are usually used to control the correlation properties or reduce the system

complexity. Long codes are noticed to reduce the interference. Short codes are used,

e.g., for GPS C/A signals [1]. The first Galileo test satellite Giove-A was launched on

December’2005. Giove-A L1 signal has two spreading codes where both the codes are

truncated gold codes [38].

3.6 Pros and Cons of DS-CDMA System

Besides the more effective use of the transmission band and multiple access capability,

spreading the information to wider bandwidth produces also other advantages to the sys-

tem. The major benefits of DS-CDMA system are listed below:
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• Low power spectral density: less interference to other systems and possibility to

re-use spectrum by overlay systems (anti-jamming and anti-interference)

• Reliable transmission in multipath fading channels via the rake receiver [37, 39, 40]

• Low probability of interception (military applications)

• Multiple user random access communications with selective addressing capability

(i.e., CDMA with multiple users) [37]

DS-CDMA has been chosen to be the popular transmission technique for many digital

mobile systems due to the advantages mentioned above. On the other hand, a DS-CDMA

system cannot work without successful synchronization between the received signal and the

replica spreading code. Therefore, the acquisition and tracking of the correct code phase

and frequency shift are fundamental prerequisites for any DS-CDMA system. Another

possible drawback of the DS-CDMA technology is the Multiple Access Interference (MAI),

which is usually a challenge in the wireless communication systems, because the code

orthogonality is destroyed by the multipath channel [29]. MAI has not been considered

to be a serious problem in GNSS systems, but with increasing number of satellites in the

same frequency band and increasing interest in positioning with severe multipath channels,

MAI may become a challenge also in this context [41].



Chapter 4

Fading Channel Model

The wireless channel can be described as a function of time and space, and the received

signal is the combination of many replicas of the original signal impinging at receiver from

many different paths [42, 43, 44, 45]. The component signals on these different paths can

constructively or destructively interfere with each other. This is referred as multipath.

If either the transmitter or the receiver is moving, then this propagation phenomena will

be time varying, and fading occurs. The behavior of a typical wireless fading channel is

considerably more complex to deal with than that of an Additive White Gaussian Noise

(AWGN) channel. Besides the thermal noise at the receiver front end (which is modeled

by AWGN), there are several other well-studied channel impairments in a typical wireless

channel: propagation attenuation or path loss, shadowing and fading [42, 43, 45]. A brief

introduction on these three impairments is given in section 4.2. The main focus is on

multipath fading, especially on Rayleigh distributed fading. However, this chapter offers

a brief overview of wireless fading channel models and the challenges caused by signal

propagation and by the movement of the receiver.

4.1 Propagation Environments

The quality of the received signal depends on the propagation channel. From the position-

ing point of view, in an optimal transmission channel, there is a direct LOS path between

the transmitter and the receiver. This means that the signal arrives straight to the re-

ceiver via the shortest possible path without any reflections. However, if the receiver, e.g.,

a Mobile Station (MS), is behind an obstacle or inside a building, the LOS path may be

absent and the arriving signal can be diffracted, reflected, or scattered. This situation is

known as Non-LOS (NLOS) scenario. [28, 46]

The propagation environments have been divided into several different environment types.

One division can be made between indoor and outdoor cases. In indoor scenario, the

21
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receiver is inside a building and typically the speed of the receiver is very low. Outdoor

scenarios consist of microcellular and macrocellular areas. If the receiver antenna is below

the buildings’ average rooftop level, the environment is typically defined as microcellular.

In microcellular areas, both LOS and NLOS communications are possible. Macrocellular

areas can be further divided into urban, suburban or rural areas, depending on the building

density (e.g., city or small village) and on the type of vegetation (e.g., forest or field). This

classification is generally used in mobile communications, but it can also be applied for

satellite-based positioning. [28, 46]

4.2 Channel Impairments

In order to fully understand wireless communications, a basic idea on the characteristics of

wireless channels is a must. The channel characteristics can be mostly described by path

loss, shadowing and fading. Therefore, a brief introduction on these channel impairments

is provided in what follows.

4.2.1 Path Loss

In any real channel, signals attenuate as they propagate. For a radio wave transmitted by

a point source in free space, the loss in power, known as path loss, is given by: [42, 43]

L =

(

4πd

λ

)2

, (4.1)

where λ is the wavelength of the signal, and d is the distance between the source and

receiver. The power of the signal decays as the square of the distance.

4.2.2 Shadowing

Shadowing is due to the presence of large-scale obstacles in the propagation path of the

radio signal. Due to the relatively large obstacles, movements of the mobile units do not

affect the short-term characteristics of the shadowing effect. Instead, the natures of the

terrain surrounding the receiver generally determine the shadowing behavior. [43, 45]

Shadowing is modeled as a slowly time-varying multiplicative random process. Neglecting

all other channel impairments, the received signal r(t) is given by:

r(t) = g(t)s(t) (4.2)

where s(t) is the transmitted signal and g(t) is the random process which models the

shadowing effect. For a given observation interval, g(t) can be assumed as a constant g,
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which is usually modeled as a log normal random variable whose density function is given

by:

p(g) =

{

1√
2πσg

exp
(

− (ln g−µ)2

2σ2

)

g ≥ 0

0 g < 0,
(4.3)

where ln g is a Gaussian random variable with mean µ and variance σ2. This translates to

the physical interpretation that µ and σ2 are the mean and variance of the loss measured

in decibels (up to a scaling constant) due to shadowing.

4.2.3 Fading

Fading is the term used to describe the fluctuations in the envelope of a transmitted radio

signal. Fading is a common phenomenon in wireless communication channels caused by

the interference between two or more versions of the transmitted signals which arrive at

the receiver at slightly different times. The resultant received signal can vary widely in am-

plitude and phase, depending on various factors such as the intensity, relative propagation

time of the waves and bandwidth of the transmitted signal [42, 43]. The performance of a

DS-CDMA system can be severely degraded by fading. In literature, there exist different

types of fading channel models, namely, Rician, Rayleigh and Nakagami channel mod-

els which are characterized by Rician, Rayleigh and Nakagami distributions, respectively.

These fading distributions are discussed briefly in section 4.5. The simulation model in

this thesis does not incorporate path loss and shadowing.

4.3 Fading Channel Parameters

Fading channel parameters are often used to characterize a fading channel. Therefore, a

brief discussion on fading channel parameters is presented in this section.

4.3.1 Delay Spread

Suppose that a very narrow pulse is transmitted in a fading channel. The received power

can be measured as a function of time delay. The average received power P (τe) as a

function of the excess time delay τe (excess time delay = time delay - time delay of first

path) is called the multipath intensity profile or the delay power spectrum. The range of

values of τe over which P (τe) is essentially non-zero is called the multipath delay spread of

the channel, and is often denoted by Tm. It essentially tells the maximum delay between

paths of significant power in the channel.



CHAPTER 4. FADING CHANNEL MODEL 24

4.3.2 Coherence Bandwidth

In a fading channel, signals with different frequency contents can undergo different degrees

of fading. Coherence bandwidth, denoted by (∆f)c, is a statistical measure of the range

of frequencies over which the channel can be considered flat. In other words, coherence

bandwidth can be considered as the approximate maximum bandwidth or frequency inter-

val over which two frequencies of a signal are likely to experience comparable or correlated

amplitude fading. Therefore, if two sinusoids are separated in frequency by more than

(∆f)c, then they would undergo different degrees of (often assumed to be independent)

fading. It can be shown that (∆f)c is related to multipath delay spread Tm by: [43, 45]

(∆f)c ≈
1

Tm
(4.4)

4.3.3 Coherence Time

In a time-varying channel, the channel impulse response varies with time. The coherence

time, denoted by (∆t)c, gives a measure of the time duration over which the channel

impulse response is essentially invariant (or highly correlated) [43, 45]. Therefore, if a

symbol duration is smaller than (∆t)c, then the channel can be considered as time invariant

during the reception of a symbol. Of course, due to the time-varying nature of the channel,

different time-invariant channel models may still be needed in different symbol intervals.

4.3.4 Doppler Shift and Doppler Spread

The movement of the satellite in comparison with the GNSS receiver creates some fre-

quency shift to the code and carrier frequencies of the received signal [1]. This phe-

nomenon is called Doppler effect and the frequency shift is known as Doppler shift fD.

Since Doppler shift is dependent on the satellite speed, a single received signal will have a

maximum Doppler frequency shift of: [29, 43, 45]

fD =
vsfc

c
, (4.5)

where vs is the speed of the satellite, fc is the carrier frequency and c is the speed of light.

Due to the multipath propagation and the mobile speed of the receiver, the arriving signal

components are different at each moment and hence, there is some small variation in the

Doppler shift of the received signal [1]. Doppler spread (∆f)ds defines the possible range

of the Doppler shift due to the mobile speed, and its maximum value can be calculated

as: [1]

(∆f)ds =
vmfc

c
, (4.6)

where vm is the mobile speed of the receiver. Doppler spread (∆f)ds is inversely related

to coherence time (∆t)c.
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4.4 Classification of Fading Channel

As explained in section 4.2.3, the general term fading is used to describe the fluctuations in

the envelope of a transmitted radio signal. However, when speaking of such fluctuations,

it is of interest to consider whether the observation has been made over short distances or

long distances. For a wireless channel, the former case will show rapid fluctuations in the

signal’s envelope, while the latter will give a more slowly varying, averaged view. For this

reason, the first scenario is formally called small-scale or multipath fading, while the second

scenario is referred to as large-scale fading or path loss [47]. Small-scale fading is explained

by the fact that the instantaneous received signal strength is a sum of many contributions

coming from different directions due to the many reflections of the transmitted signal

reaching the receiver [43]. Since the phases are random, the sum of contributions varies

widely. The amplitude of the received signal typically obeys a Rayleigh fading distribution.

In small-scale fading, the received signal power may vary by as much as three or four orders

of magnitude (30 or 40 dB) when the receiver is moved on the order of only a fraction of

a wavelength [47]. Large-scale fading is explained by the gradual loss of received signal

power (since it propagates in all directions) with transmitter-receiver separation distance

[43].

Small-scale fading occurs as either of 4 types, namely, i. frequency selective fading, ii. flat

fading, iii. fast fading and iv. slow fading [43]. A brief overview of these fading types is

presented in what follows.

4.4.1 Frequency Selective Fading

Fading resulting from multipath propagation varies with frequency since each frequency

arrives at the receiving point via a different radio path. When a wide band of frequencies

is transmitted simultaneously, each frequency will vary in the amount of fading. This

variation is called frequency selective fading. In frequency selective fading, the transmitted

signal has a bandwidth BW greater than the coherence bandwidth (∆f)c, i.e., BW > (∆f)c

and the delay spread Tm is greater than the symbol period T , i.e., Tm > T . When frequency

selective fading occurs, all frequencies of the transmitted signal do not retain their original

phases and relative amplitudes. This fading causes severe distortion of the signal and limits

the total signal transmitted. [43, 45]

4.4.2 Flat Fading

The wireless channel is said to be flat fading if it has constant gain and linear phase

response over a bandwidth which is greater than the bandwidth of the transmitted signal
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[42, 43, 48]. In other words, flat fading occurs when the bandwidth of the transmitted

signal BW is much smaller than the coherence bandwidth of the channel (∆f)c, i.e.,

BW << (∆f)c [49]. In flat fading, multipath delay spread Tm is less than the symbol

period T , i.e., Tm < T [48].

4.4.3 Fast Fading

Fast fading occurs if the channel impulse response changes rapidly within the symbol

duration [42, 43, 48]. In other words, fast fading occurs when the coherence time of the

channel (∆t)c is smaller than the symbol period of the transmitted signal T such that

(∆t)c < T . This causes frequency dispersion or time selective fading due to Doppler

spreading [48]. Fast fading is due to reflections of local objects and the motion of the

objects relative to those objects.

4.4.4 Slow Fading

Slow fading is the result of shadowing by building, mountains, hills and other objects [50].

In slow fading channel, the symbol period T is less than the channel coherence time (∆t)c,

i.e., T < (∆t)c, which is opposite to the situation in fast fading channel [48]. Since the

coherence time is in relation to the Doppler spread, it can be concluded that the speed

of the receiver determines whether the fading for the transmission channel is fast or slow

[39].

4.5 Fading Distributions

In the thesis, the discrete linear time-variant model for the channel impulse response

is used. The motivation came from the fact that linear models are much simpler to

simulate and analyze than the nonlinear ones. Moreover, the channel modeling with a

finite number of taps is more convenient and natural for computer simulations and has been

proved to cover a multitude of wireless propagation scenarios [28, 51]. Several nonlinear

fading channel models have also been proposed in the literature which usually fall in two

categories: i. models based on expanding the nonlinear characteristics into a power series

[52, 53] and ii. Markov chain models [54, 55].

Fading phenomenon can be modeled via the so called fading channel coefficients for linear

time-variant model, which reflect the severity of the fading phenomenon. Depending on the

the environment of the signal propagation, these coefficients follow different distribution

models. When the multipath fading has direct LOS signal, the fading distribution of the

received signal is typically assumed to be Rician. However, in case of a NLOS situation,
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the received signal fading typically follows a Rayleigh distribution [56]. This distribution

is used to characterize dense urban area or indoor environments. The third distribution

type which is presented in this section is Nakagami-m. The Nakagami-m distribution,

which has been used to model the satellite-to-indoor mulipath propagation [57, 58], spans

the range from one sided Gaussian fading (m = 1/2) to the non-fading AWGN channel

(m → ∞).

4.5.1 Rician Distribution

In the case of at least one strong LOS signal path and possible severe weaker NLOS paths,

the fading channel distribution is Rician [56]. The amplitude α of the fading channel

follows the distribution of: [59]

pα(α) =
2(1 + n2)e−n2

α

Ω
exp

(

−
(1 + n2)α2

Ω

)

I0

(

2nα

√

1 + n2

Ω

)

, (4.7)

where α ≥ 0, Ω is average fading power, I0(·) is the modified Bessel function of the first

kind and zero-th order, and n2 is the Rician factor, often denoted by K (K = n2).

In Rician fading, the in-phase and quadrature phase components of the received signal are

independent identically distributed joint Gaussian random variables. However, in Rician

fading the mean value of (at least) one component is non-zero due to a deterministic strong

wave.

4.5.2 Rayleigh Distribution

Rayleigh fading is a reasonable model when there are many objects in the environment that

scatter the radio signal before it arrives at the receiver. If there is sufficiently much scatter,

the channel impulse response will be well-modelled as a Gaussian process irrespective of

the distribution of the individual components. If there is no dominant component to the

scatter, then such a process will have zero mean and phase evenly distributed between 0

and 2π radians [60]. The power, or envelope, of the channel response will therefore be

Rayleigh distributed. Rayleigh fading is more severe than Rician fading, which means

that the fading fluctuations are deeper [28]. In the case of NLOS propagation paths,

Rayleigh distribution is likely to fit quite well for the measured data [61]. For Rayleigh

fading, the channel phases are uniformly (randomly) distributed [37] and the channel

fading amplitudes are distributed according to: [59]

pα(α) =
2α

Ω
exp(−

α2

Ω
), (4.8)

where α ≥ 0. Rayleigh is a special case of Rice distribution [59] and Rayleigh fading is a

small-scale effect.
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4.5.3 Nakagami-m Distribution

Nakagami distribution, also named m-distribution, is an important distribution as a

generic model of fade statistics used in the study of mobile radio communications [59, 62].

A Wide class of fading channel conditions can be modeled with Nakagami-m distribution

[59]. This fading distribution has gained a lot of attention lately, since the Nakagami-m

distribution often gives the best fit to land-mobile and indoor mobile multipath propaga-

tion as well as scintillating ionospheric radio links [56]. More recent studies also showed

that Nakagami-m gives the best fit for satellite-to-indoor radio wave propagation [57, 58].

Nakagami-m distribution can be defined as: [56]

pα(α) =
2mmα2m−1

ΩmΓ(m)
exp

(

−
mα2

Ω

)

, (4.9)

where α ≥ 0, Γ(·) is gamma function and m is the Nakagami fading parameter. The value

for m can range between 1/2 and ∞. When m → ∞, the channel begins to converge to

a static channel. As special cases, Nakagami-m follows Rayleigh distribution if m = 1,

and for m = 1/2 the distribution corresponds to one-sided Gaussian. This means that,

if the value of m is less than 1, the Nakagami distribution is more severe than Rayleigh,

and for values of m higher than 1, the fading circumstances are lighter. For the values

of m > 1, the Nakagami-m distribution closely approximates the Rician distribution, and

the parameters m and n2 can be mapped via equation of m = (1+n2)2

1+2n2 , when n ≥ 0. [59]

4.6 Carrier-to-Noise-Ratio

Both in static and fading channels, the transmitted signal is affected by complex additive

white Gaussian noise. CNR is in relation to the ratio between the bit energy Eb and the

noise variance N0, and it can be calculated in dB-Hz as follows:

CNRdB−Hz = 10 log10(BW ) +
Eb

N0
, (4.10)

where BW is the signal bandwidth after despreading and Eb/N0 is given in dB. From now

on, CNRdB−Hz in dB-Hz is denoted simply by CNR.



Chapter 5

Code Synchronization in
DS-CDMA Systems

In spread spectrum systems, it is essential to estimate the timing and frequency shift of

the received signal in order to be able to despread the received signal and to demodulate

the despread signal. This process is called code synchronization and usually contains the

following two steps: [1]

• Code acquisition (coarse acquisition or coarse synchronization) synchronizes the

transmitter and receiver to within a delay uncertainty of ±Tc, where Tc is the chip

duration, and a frequency uncertainty of ±0.5 KHz.

• Code tracking performs and maintains fine synchronization between the transmit-

ter and the receiver.

The basic code synchronization procedure for DS-CDMA systems is shown in Figure 5.1.

In Figure 5.1, code acquisition provides a coarse estimate of the code delay τacq followed

by code tracking stage where the objective is to estimate the correct code delay τ̂ .���� �����	��
��
��
acqτ���� ����
�

�� ���� �	���
�� τ̂����
����
����

Figure 5.1: Basic code synchronization procedure and its output

29
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5.1 Code Acquisition

The objective of code acquisition is to achieve a coarse synchronization between the re-

ceived signal and the replica spreading code [63]. In this stage, both code estimation

and frequency estimation have to be performed. Therefore, the signal acquisition process

consists of two stages, namely the search stage and the detection stage in order to

estimate both code delay and frequency shift [64]. These two stages are briefly described

in this section.

5.1.1 Search Stage

The basic idea of the search strategy is to define the position where there is an alignment

between the received signal and the spreading code [64]. The process is done using cross-

correlation, which measures the similarity of the code and the delayed replica of the same

code. The search process is usually two-dimensional by which both the time shift (i.e.,

delay) and Doppler shift have to be determined [1]. The value of the Doppler shift changes

over time according to the place and speed of the satellite. Therefore, it is important from

the acquisition point of view to know the possible value of the Doppler frequency. It is

naturally much more easier to look for the correct frequency, if the Doppler shift can be

estimated in advance (i.e., aided acquisition) [41].

Search Space

In the search process, all possible code delays and frequencies are searched through with

some predefined search steps. The search space is typically equal to the length of the

spreading code in the code-delay domain. In the Doppler frequency domain, the search

interval can be several kHz or even tens of kHz [65]. If some a priori information (i.e.,

assistance data) about the Doppler frequency is available, the frequency interval may be

just few tens of Hz [65].

Search Window

Each tentative code phase is called a code bin (or a time bin) and respectively each

tentative frequency shift is denoted as a Doppler bin (or a frequency bin). One code bin

together with one Doppler bin compose a search bin (or a test cell). The whole code-

frequency uncertainty region can be divided into several search windows and each window

can be divided into several time-frequency bins. The time-frequency search window defines

the decision region. [1]
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Search Strategy

In the search stage, the search windows are examined to see whether the time-frequency

estimate is correct or not. The search process is started from one search window, with

a certain tentative Doppler frequency and a certain tentative delay. All delays and fre-

quencies, which correspond to the size of the search window at issue, are searched through

with the predefined searched steps. If the window is decided to be dismissed, the search

process moves on to the next search window, and the same procedure is continued, until

the correct window and the correct delay-frequency combination is found. [1, 64]

Correlation

The tentative time-frequency bins are tested and possible signals are detected via cross-

correlation. This means that the received signal is correlated with the reference code

with different tentative delays and frequencies, and the resulting values are then combined

to achieve a two-dimensional correlation output for the whole search window. From the

correlation output, it can be further determined whether the search window is correct or

not via a correlation peak which appears for correct delay-frequency combination. The

correlation process is described in detail in [1, 41].

Search Algorithms

PRN codes proposed for Galileo systems have higher lengths (e.g., 4092 chips for L1F

signals and 10230 chips for E5 signals [17]) than those used in traditional GPS. Obviously,

longer codes lead to an increased search space or uncertainty region, and hence, the search

process is getting more time consuming [41]. Several search algorithms have been devel-

oped in order to obtain faster and more efficient signal acquisition, namely serial search,

parallel search and hybrid search [41, 66].

In serial search, the search window consists of only one bin and the delay shift is changed

by steps of one time-bin length. Thus, all time bins are examined one by one in a serial

manner and only one search detector is needed for the acquisition [41]. Since the received

signal is complex, one search detector contains in fact two real correlators, one for the I-

branch and the other for the Q-branch of the complex signal [63]. Since the time-frequency

bins are tested one at a time in the serial search approach, the search process may take

very long time if the uncertainty region is large. For this reason, the serial search strategy

is mostly used if there is some assistance information available about the correct Doppler

frequency and the correct code delay [64].
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A parallel search strategy uses a bank of matched filters, each matched to a different

waveform pattern of PRN code subsequences corresponding to all possible PRN code

phases and all possible Doppler bins, and then make a decision based on all the outputs

of the filters [66]. In fully parallel search, the acquisition scheme simultaneously test all

possible code phases and all possible Doppler bins, therefore, it can significantly reduce

the code acquisition time [66]. Obviously, the acquisition time is considerably smaller, but

at the same time the complexity increases, since more correlators are needed [67].

A hybrid search strategy is a trade off between the parallel and serial search strategies,

it allows to achieve a proper balance between the acquisition speed and the hardware

complexity and it covers the serial- and parallel-search situations as two extreme cases,

as explained in [66, 68]. In the hybrid search strategy, the number of bins per window is

however still limited by the available number of correlators [69, 70].

5.1.2 Detection Stage

The simplified block diagram of code acquisition technique is depicted in Figure 5.2. After

the correlation between the received signal and the locally generated reference code, ac-

quisition continues with coherent integration over NC chips (coherent integration period

or coherent integration length), where the I- and Q-branches of the complex signals are

Integrated and Dumped (I&D) to form correlation output. Integration is performed by

the I&D -block in Figure 5.2, which acts as a low pass filter as well, by removing higher� � � ������ 	�
������ ���� �������������������������� ��� ����� ��������
������������ �� 
���! ��
"��#��$%��! #����� �
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Figure 5.2: Simplified Block Diagram of Code Acquisition Technique

frequency components from the signal. Coherent integration is further followed by non-

coherent integration over NNC blocks (non-coherent integration length). Non-coherent

integration is used here to decrease the noise floor and also because the coherent integra-

tion time NC might be limited by the channel fading, Doppler [39] and by the instability

of the oscillator clocks. The next step is to define if the signal is present or absent, i.e.,
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if there is a synchronization between the code and the received signal or not. This is the

aim of the detection stage. [1, 71]

Detection Probability

In the detection stage, a test statistic is computed per each search window, based on the

current correlation output, and then this test statistic is compared to a certain predeter-

mined threshold γ in order to decide whether the signal is present or absent. The test

statistic can be formed, for example, as the value of the global maximum of the correlation

output in one search window [56, 65], or as the ratio between the global maximum and

the next significant local maximum [72, 73]. If the value of the test statistic is higher

than the threshold, the signal is decided to be present and an estimate for the code phase

and frequency is achieved. The time to form the test statistic is usually denoted as the

dwell time τd. Every time when the test statistic is higher than the threshold, the signal

is decided to be present. The probability of a signal being detected correctly is denoted

as a detection probability Pd. [1]

False Alarm Probability

False alarm situation happens if a delay and/or frequency estimate is wrong but the test

statistic is still higher than the threshold, i.e., the signal is declared present in an incorrect

window. The probability of a false alarm case is denoted as false alarm probability Pfa.

It may also happen that the signal is present, but not detected: a miss detection occurs.

This may happen if the threshold is set too high or the environment is so noisy that the

signal is lost into the background noise. [1, 74]

Detection Threshold

The choice of a suitable detection threshold γ has a significant role in the acquisition

process. If the threshold is set too low, the probability of detection (i.e., Pd) naturally

increases, but at the same time, the probability of false alarm (i.e., Pfa) increases as well.

Respectively, if the threshold is set too high, the Pfa decreases, but also the Pd is low.

The selection of a suitable detection threshold is explained, for example, in [41].

5.2 Code Tracking

A code tracking loop starts its operation only after initial acquisition has been achieved.

In the code acquisition process, the normalized delay error between the input signal and
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the locally generated replica code, δ = (τ − τ̂)/Tc is reduced to the range δ < 1 chip,

where Tc is the chip duration. The objective of the code tracking loop is to further reduce

this error down to zero and then to track any changes in code delay (i.e., τ). This loop

structure is well-known as Delay Lock Loop or Delay Locked Loop (DLL) [29]. There are

several delay tracking loop structures, DLL is only one of them and is the focus area of

the thesis. ����������
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Figure 5.3: Simplified block diagram of a conventional non-coherent DLL [29]

A conceptual simplified block diagram of a conventional non-coherent DLL is shown in

Figure 5.3. In a conventional non-coherent DLL as presented in Figure 5.3, the input

signal is correlated with two locally generated, mutually delayed early and late replicas

of the PRN code [29]. The spacing between early and late replicas is denoted as ∆. The

DLL spacing (i.e., ∆) has significant impact on the performance of the discriminator-based

DLL algorithms which is described in section 6.2. Referring to Figure 5.3, the results of

the late correlator and the early correlator pass through a Band Pass Filter (BPF) and a

square envelope detector. There difference produces an error signal e(t). The error signal

applies to a loop filter and the Numerically Controlled Oscillator (NCO) which drives the

PRN sequence generator to correct timing. The discriminator function (i.e., D∆(δ)) in

this example case can be represented as:

D∆(δ) =

∣

∣

∣

∣

R(δ +
∆

2
)

∣

∣

∣

∣

2

−

∣

∣

∣

∣

R(δ −
∆

2
)

∣

∣

∣

∣

2

, (5.1)

where R(δ) is the autocorrelation of the sequence. This is one of the most common struc-

tures based on two correlators known as Early Minus Late (EML) correlator. There are

different discriminator-based DLL algorithms which differ in terms of varying chip spacing
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as well as varying the number of correlators used to form the discriminator function. The

discriminator based algorithms are discussed in Chapter 6.

Several types of DLL have been proposed in the literature for code tracking. Mainly, there

are two types of DLL: non-coherent and coherent [75, 76]. Non-coherent DLL uses

nonlinear devices (such as squaring or absolute value) in order to remove the effect of data

modulations and channel variations [75]. On the contrary, coherent DLL does not suffer

from squaring losses and gain imbalances [77, 78]. However, non-coherent DLL is used

in the thesis work as it is of interest in DS-CDMA systems where code acquisition and

tracking must be performed prior to obtaining carrier synchronization.

The performance of a DLL is well-characterized by the so-called S-curve, which presents

the expected value of the the error signal as a function of the reference parameter error

(i.e., the code mismatch) [29, 31, 76]. The mathematical definition of the S-curve for DLL

is given in equation 5.1. The intuition behind the S-curve is the fact that searching for

maxima in the correlation function is equivalent with finding the zeros of the gradient,

which can be approximated by first-order differences [75].
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Figure 5.4: S-curve for non-coherent DLL in single path Rayleigh fading channel model

Figure 5.4 represents one example S-curve for non-coherent DLL in single path Rayleigh

fading channel model with average tap power 0 dB. In this example case, the delay of

the LOS path can be estimated by finding the zero crossing from above to below. As

it can be noticed from Figure 5.4 that there are some false lock points at about ±0.5

chips. This is due to fact that the ACF of SinBOC(1,1) modulated signal has side lobe

peaks at ±0.5 chips. This situation is even more challenging in the presence of randomly

separated multipaths. This is still an open research issue to deal with the false lock points,

especially in multipath fading channel models. However, as mentioned in [75], DLL-based
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techniques have reduced ability to deal with closely spaced path scenarios under realistic

assumptions (such as presence of errors in the channel estimation process) as well as have

the possibility to lose the lock (i.e., start to estimate the delays with high estimation error)

due to feed-back error propagation.



Chapter 6

Code Tracking Algorithms

In general, the tracking algorithms can be grouped into two main categories: feed-back

technique and feed-forward technique [75, 79]. Code tracking algorithms based on

feed-back technique form a discriminator function at the receiver, find a delay estimate

based on the discriminator, and feed it back in the loop so that it could be used in the

following delay estimation. The most known feed-back structures are also known as DLLs

[9, 80, 81, 82, 83]. The feed-back code tracking algorithms which are analyzed in the thesis

are mentioned below:

• Wide Correlator

• Narrow Correlator

• High Resolution Correlator

• Multiple Gate Delay Correlator

On the contrary, feed-forward technique is based on a threshold computation which should

be determined according to channel condition [75, 79]. In the thesis, the following feed-

forward code tracking algorithms are analyzed:

• Multipath Estimating Delay Lock Loop

• Differential Order 2 Scheme

• Matched Filter

It is the general belief that feed-forward technique is more complex than the feed-back

technique due to a higher number of correlators (usually needed) and to some additional

processing that might be needed at the receiver. However, it is also possible to combine

37
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feed-back with feed-forward delay estimation so that the combined approach can utilize

the advantages from both the techniques. One such algorithm is proposed herein which

is the main focus area of the thesis. PT is the proposed novel algorithm which combines

both feed-back and feed-forward techniques and utilizes the statistical properties of the

correlation function in the process of delay estimation. This new algorithm is extensively

compared with the existing feed-back and feed-forward algorithms mentioned earlier. The

simulation results are presented in Chapter 8. All the above mentioned code tracking

algorithms are discussed in what follows whereas the new PT algorithm is described in

detail in the following chapter.

6.1 Wide Correlator

The classical tracking structure for spread spectrum systems is the wide correlator, where

two correlators spaced at ∆WEML = 1 chip from each other are used in the receiver to form

a discriminator function, whose zero crossings determine the multipath delays [84, 85]. On

the basis of autocorrelation function introduced in Figure 6.1, the corresponding EML code

discriminator of SinBOC(1,1) modulated signal can be computed. The wide correlator

or Wide EML (WEML) is computed by subtracting an early and a late version of the

correlation function illustrated in Figure 6.1, using a chip spacing of 1 chip. We remark

that a zero crossing from below corresponds here to the correct delay. Then a discriminator

function DWEML is formed of the type:

DWEML(τ) =

∣
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∣

2

, (6.1)

where R(τ) is the ACF of the received signal and auto-generated replica code, and ∆WEML

is the early-late chip spacing for wide EML.

6.2 Narrow Correlator

A first approach to reduce the influences of code multipath is the narrow correlation or

Narrow EML (NEML) technique, which was first proposed in 1992 [84, 86, 87]. This

technique has been introduced to GPS receivers by NovAtel. Instead of using a wide

correlator with a chip spacing of 1 chip between early and late code, the chip spacing

of a narrow correlator is less than 1 chip, i.e., ∆NEML < 1 chip. Correlator spacings

of 0.1 or 0.05 chips are commercially available for GPS. The narrow correlator uses the

same discriminator function as like wide correlator; the only difference between wide and

narrow correlator is the chip spacing used to compute the above mentioned discriminator

function. The discriminator function for non-coherent narrow correlator is given below:
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Figure 6.1: ACF of SinBOC(1,1) modulated signal (left plot) and the corresponding dis-
criminator functions for wide (∆WEML = 1 chip) and narrow (∆NEML = 0.05 chips)
correlators (right plot) in single path static channel model
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where R(τ) is the ACF of the received signal and auto-generated replica code, and ∆NEML

is the early-late chip spacing for narrow EML.

Figure 6.1 represents the resulting discriminator function, DNEML (i.e., S-curve) for nar-

row EML computed from ACF of the received signal and auto-generated replica code in

the receiver of a GNSS system. In here, the channel delay is signalled by a zero crossing

from above.

The advantages of narrow chip spacing are the reduction of tracking errors in the presence

of both noise and multipath. Noise reduction is achieved with narrow spacing because

the noise components of the early and late signals are correlated and tend to cancel, pro-

vided that early and late processing are simultaneous. And, multipath effects are reduced

because the DLL discriminator is less distorted by the delayed multipath signal. On the

contrary, the primary disadvantage of narrow spacing is that a wider precorrelation band-

width is required, coupled with higher sample rates and higher digital signal processing

rates. [84]

In what follows, the term ‘wide EML’ is used instead of wide correlator and the term

‘narrow EML’ is used instead of narrow correlator. The code multipath performance for

wide EML and narrow EML will be presented in section 8.4.
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6.3 High Resolution Correlator

The term double delta (∆∆) correlator is a general expression for special code discrim-

inators which are formed by more than 3 correlators in the tracking loop. The general

tracking concept is described in detail in [88, 89], where this type of correlator is called

High Resolution Correlator (HRC). In HRC, 5 correlators are formed: two early, one in-

prompt and two late (with respect to the sampling point of interest), denoted in what

follows via E1, E2, P , L1 and L2, respectively. Then a discriminator function is formed of

the type:

DHRC = a(E1 − L1) − b(E2 − L2), (6.3)

where a and b are two variables of the model.

According to [88], the values for a and b are 1 and 0.5, respectively. The general concept

of HRC is illustrated in Figure 6.2, where the spacing between E1 and L1 is referred to

as ∆HRC and the spacing between E2 and L2 is referred to as 2∆HRC and R(τ) is the

ACF of the received signal and the locally generated reference signal [88]. There are some

1E

2E
1L

2L
HRC∆

2 HRC∆

τ

( )R τ

Figure 6.2: General concept of HRC [89]

other variants of ∆∆ correlators: namely, the strobe correlator of Ashtech [90] (with a=2,

b=1), and Pulse Aperture Correlator (PAC) of NovAtel [91] (with a=2, b=1). However,

the differences between them are minor, therefore it is enough to focus on HRC.

6.4 Multiple Gate Delay Correlator

The conventional EML discriminators for BOC modulated signals mentioned earlier have

multiple zero crossings, which can produce false lock positions. These false lock positions
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produce a bias in the estimated ToA. In order to cope with this problem, a new unam-

biguous tracking technique known as Multiple Gated Delay (MGD) was introduced in

[92, 93, 94]. The tracking structure of MGD is quite similar with ∆∆ correlators. Like

∆∆ correlators, MGD has a number of early and late gates and the appropriately chosen

weighting factors used to combine them in the discriminator. According to [94], MGD has

the discriminator function of the type:

DMGD =

N
∑

n=1

an[En − Ln]

N
∑

n=1

an[En + Ln]

, (6.4)

where the coefficients an are used to shape the response of the discriminator, En and Ln

are the n-th early and the n-th late gates of the tracking loop, respectively. In this thesis

work, the variables are chosen as: N = 4, a1 = 1, a2 = −1/4, a3 = 1/2 and a4 = −3/4.

The variables are chosen based on extensive analysis of MGD in terms of semi-analytical

MEEs as presented in section 8.4.

MGD is very sensitive to the parameters (i.e., weighting factors and number of correlators)

chosen in the discriminator function and still is the subject of an ongoing study, specially,

in case of multipath distortion.

6.5 Multipath Estimating Delay Lock Loop

Multipath Estimating Delay Lock Loop (MEDLL) is mainly designed to reduce both code

and carrier multipath errors by estimating the parameters (i.e., amplitudes, delays, phases)

of LOS plus multipath signals [95, 96]. The MEDLL of NovAtel uses several correlators

(e.g., 6 to 10) per channel in order to determine accurately the shape of the multipath-

corrupted correlation function. Then, a reference correlation function is used in a soft-

ware module in order to determine the best combination of LOS and NLOS components

(i.e., amplitudes, delays, phases and number of multipaths). An important aspect of the

MEDLL is an accurate reference correlation function which could be constructed by av-

eraging measured correlation functions over a significant amount of total averaging time

[96].

In the presence of multipath propagation, the received signal at the input of a DSSS

receiver can be written as: [85]

r(t) =

M−1
∑

m=0

Amp(t − τm)cos(wt + θm) + η(t), (6.5)

where -
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M = number of signals

t = time

p(t) = the spread spectrum code

η(t) = white Gaussian noise

Am = component signal amplitude

τm = component signal delay

θm = component signal phase

The MEDLL approach involves the decomposition of correlation function into its direct

and multipath components. The MEDLL estimates the amplitude (Am), delay (τm) and

phase (θm) of each multipath component using maximum likelihood criteria. Each esti-

mated multipath correlation function is in its turn subtracted from the measured correla-

tion function. After the completion of this process, only the estimate of the direct path

correlation function is left. Finally, a standard EML DLL is applied to the direct path

component and an optimal estimate of the code tracking error is obtained. [85, 97]

Performance evaluation of narrow EML, wide EML and MEDLL in terms of multipath

mitigation capability is presented in [85]. The MEDLL shows better performance than

narrow and wide EML DLLs, but it does not completely eliminate all multipath errors.

Especially multipath signals with small relative delays are difficult to eliminate. However,

the advantage of MEDLL is that it reduces the influence of multipath signals significantly

on the code and carrier estimates of the LOS signal by estimating both LOS and multipath

parameters mentioned above.

6.6 Differential Order 2 Scheme

Slope Differential (SD) is the recent multipath mitigation scheme based on the slope

difference of the prompt correlator output between the received signal and the locally

generated reference signal. This technique is first proposed in [98]. The architecture of

the SD scheme is presented in Figure 6.3. The advantage of SD scheme is that it does

not require a high speed digital signal processing for the narrow early-late spacing since it

employs only the prompt correlator unlike EML, HRC or MGD [98].

The baseband equivalent received signal cr(t) of the Galileo system under the multipath

environment can be expressed as: [98]

cr(t) =

M−1
∑

m=0

Amc(t − τm), (6.6)
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where c(t) is the positioning code in Galileo systems; A0 and τ0 represent the amplitude

and delay of the LOS signal, respectively; Am,m6=0 and τm,m6=0 mean the amplitude and

delay of the m-th multipath signal, respectively; and M is the number of signals.

The SD scheme can estimate the path delay of the LOS signal as follows: [98]

τ̂0 = arg max
l

d2

dl2

[
∫ NTc

0
cr(t)c(t − l)dt

]

, (6.7)

where τ̂0 is the estimated delay of the LOS signal, N is the code period, and Tc is the chip

duration of the positioning code.
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Figure 6.3: The architecture of Slope Differential scheme [98]

Differential Order 2 (Diff2) scheme is slightly modified version of SD scheme. In SD, it is

assumed that the amplitude of the LOS signal is always larger than the amplitude of the

multipath signal which is not always true in real life situations. Diff2 considers a threshold

based on the estimated noise level NThresh plus some weight factor WD multiplied by the

maximum lmax of the 2nd order differential obtained from equation 6.7. The weight factor

WD is chosen in such a way that it can compensate the side lobes of ACF of SinBOC(1,1)

modulated signal. Unlike SD, where only lmax is used directly in order to estimate the

delay of the LOS path, Diff2 uses an adaptive threshold Diff2Thresh which can be obtained

using the following equation:

Diff2Thresh = lmax WD + NThresh (6.8)

Because of using this adaptive threshold, Diff2 could estimate the first path delay even in

multipath profiles where the first path power is less than or equal to the consecutive path

powers.

Figure 6.4 represents a plot for 2 path Rayleigh fading channel model with fixed multipath

separation of 0.5 chips. Here, the path powers are [0 -3] dB and CNR is considerably high,

i.e., 100 dB-Hz. The computed Diff2 threshold and the noise threshold are shown in the

figure. According to figure 6.4, it can be noticed that the first Diff2 peak corresponds to
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Figure 6.4: Delay estimation of the LOS path using Diff2 scheme

the delay of the LOS path whereas the second Diff2 peak is the delay of the second path

which is 0.5 chips away from the first path.

6.7 Matched Filter

The Matched Filter (MF) concept is extensively studied in [79, 99, 100]. As explained

earlier, MF is based on a threshold computation which is determined according to the

channel condition provided by the feed-forward loop. At first, the noise level is estimated

and then a linear threshold is computed based on the noise variance plus some weight

factor obtained from feed-forward loop. The choice of weight factor is crucial since it has

to be chosen such that the side lobe peaks of the ACF of the received signal and locally

generated PRN code can be compensated. Therefore, the first peak of MF which is above

the linear threshold corresponds to the estimated delay of the LOS path.
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Figure 6.5: Delay estimation of the LOS path using MF
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Figure 6.5 represents the plot for the same path profile as it was described in the previous

section. Here also, the computed MF threshold and the noise threshold are shown in the

figure. According to Figure 6.5, it is visible that the first peak which is above the MF

threshold is the estimated delay of the LOS path.



Chapter 7

Proposed Algorithm: Peak
Tracking

The aim of the development of the new novel PT algorithm is to find such an algorithm that

fully utilizes the advantages of both feed-forward and feed-back techniques and improves

the fine delay estimation. PT utilizes the adaptive threshold obtained from the feed-

forward loop in order to determine the competitive delays, i.e., the delays which are

competing as being the actual delay (i.e., the delay of the first arriving path). The adaptive

threshold is based on the estimated noise variance of the ACF of the received signal and

the locally generated reference signal. At the same time, PT explores the advantage of

feed-back loop by calculating weight factors based on the previous estimation in order to

take decision about the actual delay. However, the utilization of feed-back loop is always

a challenge since there is a chance to propagate the delay error to subsequent estimations.

Therefore, the delay error should remain in tolerable range (for example, less than or

equal to half of the width of main lobe) so that the advantage from feed-back loop could

be properly utilized.
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Figure 7.1: Ideal ACF of SinBOC(1,1) modulated signal

In case of SinBOC(1,1) modulated signal, the width of main lobe of an ideal ACF of

46
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the locally generated reference signal is about 0.7 chips as shown in Figure 7.1. PT

algorithm is applied to SinBOC(1,1) modulated signal and, therefore, assumes a maximum

allowable delay error as less than or equal to half of the width of the main lobe (i.e.,

0.7/2 = 0.35 chips). The simulation results regarding maximum tolerable delay error for

different algorithms will be presented in section 8.2.

7.1 Description of PT Algorithm

The terminologies used in the algorithm are defined in this section. The procedure of the

algorithm is explained with some illustrative figures in section 7.2.

7.1.1 ACF Peak

In this context, the term ACF peak is defined as any local maximum point greater than a

specific threshold (i.e., ACFThresh, explained in section 7.1.4) in the ACF distribution of

the received signal and the locally generated reference signal. The ACF peaks (ACFPeak)

are actually the normalized amplitudes of local maximum points in the ACF domain which

can be obtained using the following equation:

ACFPeak =∀x{(x ∈ ACF ) ∧ (x >= ACFThresh)}, (7.1)

where ACF is the autocorrelation function of the received signal and the locally generated

reference signal, ACFThresh is the ACF Threshold which is defined in equation 7.3, and

L̂ACF is the cardinality of the set ACFPeak.

7.1.2 Diff2 Peak

Diff2 peak is defined as any local maximum point greater than a specific threshold (i.e.,

Diff2Thresh, explained in section 7.1.5) in the 2nd order differential distribution, obtained

by 2nd order differentiation of the ACF of the received signal and the locally generated

reference signal. The Diff2 peaks (Diff2Peak) are actually the normalized amplitudes of

local maximum points in the 2nd order differential domain which can be obtained using

the following equation:

Diff2Peak =∀x{(x ∈ Diff2) ∧ (x >= Diff2Thresh)}, (7.2)

where Diff2 is the 2nd order differentiation of the ACF of the received signal and the

locally generated reference signal, Diff2Thresh is the Diff2 Threshold which is defined in

equation 7.5, and L̂Diff2 is the cardinality of the set Diff2Peak.
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Figure 7.2: ACF Peak (left), Diff2 Peaks (right) of PT algorithm

In Figure 7.2, ACF peak and Diff2 peaks are marked according to the definition described

earlier. Figure 7.2 represents a plot for 2 path Rayleigh fading channel model with fixed

path separation of 0.15 chips. Here, the path powers are [-2 0] dB and CNR is considerably

high, i.e., 100 dB-Hz, in order to emphasize the multipath channel effect. According to

Figure 7.2, it is visible that the first Diff2 peak corresponds to the delay of the LOS path

whereas the first and only ACF peak corresponds to the delay of the second path which

is 0.15 chips away from the first path. The experience from the simulation emphasizes

the fact that Diff2 could distinguish very closely spaced paths whereas there might not

be ACF peaks to distinguish very closely spaced paths. On the contrary, Diff2 is very

sensitive to noise specially in low CNR, and therefore, Diff2 does not perform well in low

CNR scenarios.

7.1.3 Noise Threshold

Noise Threshold (NThresh) is obtained by estimating the noise level of the ACF of the

received signal and the locally generated reference signal. The noise level is estimated by

taking the mean of out-of-peak values of the ACF. The out-of-peak values are those local

maximum points which fall outside the rectangular window as shown in Figure 7.3. The

rectangular window should be such that it can enclose the side lobe peaks of the ACF,

and hence, the width of the rectangular window should not be less than 2 chips. In this

example case, the width of the rectangular window was 2.4 chips.

7.1.4 ACF Threshold

ACF Threshold (ACFThresh) is basically computed from the estimated noise threshold

NThresh obtained from feed-forward loop and a weight factor WACF using the following
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Figure 7.3: Estimation of noise threshold

equation:

ACFThresh = WACF + NThresh, (7.3)

where ACFPeak and NThresh were defined in sections 7.1.1 and 7.1.3, respectively; and

WACF is defined as follows:

0.3 <= WACF <= 0.35 (7.4)

WACF was chosen very carefully taking into consideration the side lobes of ACF of Sin-

BOC(1,1) modulated signal. Figure 7.4 represents an ideal non-coherent ACF of Sin-

BOC(1,1) modulated signal where the side lobe peaks correspond to the value 0.25, ap-

proximately. Therefore, WACF could be chosen according to equation 7.4 in order to avoid

side lobe peaks being considered as the competitive peaks. Definition of competitive peaks

is presented in section 7.1.6.
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Figure 7.4: Ideal non-coherent ACF (i.e., squared ACF) of SinBOC(1,1) modulated signal
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7.1.5 Diff2 Threshold

Diff2 Threshold (Diff2Thresh) is computed from the estimated noise threshold NThresh

obtained from feed-forward loop and a weight factor WD using the following equation:

Diff2Thresh = max{Diff2Peak}WD + NThresh, (7.5)

where Diff2Peak and NThresh were defined in sections 7.1.2 and 7.1.3, respectively; and

WD is defined as follows:

0.37 <= WD <= 0.5 (7.6)

The 2nd order differentiation of ACF is very sensitive to noise which emphasized the fact

that the weight factor WD should be chosen higher than the weight factor WACF chosen

for ACFThresh. That is why, the weight factor WD is slightly greater than WACF . The

details of Diff2 scheme has already been explained in section 6.6.

7.1.6 Competitive Peak

Competitive Peak (CPeak) can be obtained using the following equation:

CPeak ={(ACFPeak) ∪ (Diff2Peak)} (7.7)

TACF (τi) =ACF (τi); i = 1, . . . , L̂ (7.8)

TDiff2(τi) =Diff2(τi); i = 1, . . . , L̂ , (7.9)

where ACF and Diff2 were defined in sections 7.1.1 and 7.1.2, respectively; and, L̂ is

the cardinality of the set CPeak, denoted as follows:

|CPeak| = L̂ (7.10)

Since, for GNSS applications, the point of interest is to find the delay of the first arriving

path (i.e., the LOS path), therefore, it would be enough to consider first 5 competitive

peaks at most. Hence, PT assumes that:

max(L̂) = 5 (7.11)

Figure 7.5 shows the competitive peaks for the same path profile as in Figure 7.2 and 7.3.

The competitive peaks are obtained using equation 7.7. As it can be seen from Figure

7.5, for this particular example, there are in total 2 competitive peaks which compete

to be considered as being the actual delay of the LOS path. In this example, the first

competitive peak corresponds to the delay of the first arriving path whereas the second

competitive peak corresponds to the delay of the second arriving path which is 0.15 chips

apart from the first path.
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Figure 7.5: Competitive peaks of PT algorithm

7.2 Procedure of PT Algorithm

The general architecture of PT algorithm is shown in Figure 7.6. In what follows, the step

by step procedure of PT algorithm is presented.����� ���������	
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Figure 7.6: The general architecture of PT algorithm

7.2.1 Step 1: Noise Estimation

NThresh is estimated according to section 7.1.3, which is then used to determine ACFThresh

and Diff2Thresh with the help of equations 7.3 and 7.5. These thresholds are then pro-

vided as input to the next step.



CHAPTER 7. PROPOSED ALGORITHM: PEAK TRACKING 52

7.2.2 Step 2: Competitive Peak Generation

Step 2(a): Look for ACF peak(s) in ACF domain using equation 7.1.

Step 2(b): Look for Diff2 peak(s) in Diff2 domain using equation 7.1.

Step 2(c): Find competitive peak(s) using equation 7.7.

The competitive peak(s) obtained from step 2 are then fed into steps 3(a), 3(b) and 3(c)

in order to assign some weights in each sub-step for each particular competitive peak.

7.2.3 Step 3(a): Weight Based on Peak Height

Assign weight(s) (ai); i = 1, . . . , L̂ based on the competitive peak height(s) using the

following equation:

ai = [TACF (τi) + TDiff2(τi)]/2; i = 1, . . . , L̂ , (7.12)

where TACF and TDiff2 are defined is section 7.1.6.

7.2.4 Step 3(b): Weight Based on Peak Position

Assign weight(s) bi; i = 1, . . . , L̂ based on peak positions in ACF distribution: the first

peak is more probable than the second one; the second one is more probable than the

third one and so on. This is based on the assumption that typical multipath channel has

decreasing power-delay profile. In the simulation, the following weights were used based

on peak positions:

[b1 b2 b3 b4 b5] = [10 8 6.2 5.5 5] (7.13)

where bi, i = 1, . . . , L̂ denotes the weight factor for ith peak; i.e., b1 is the weight for 1st

peak, b2 is the weight for 2nd peak, and, so on. It is very logical to assign higher weights

for the first few competitive peaks as compared to later peaks since the target is to find

the delay of the first path. However, the weights are optimized through trial and error

method based on extensive analysis of the Monte Carlo simulation results.

7.2.5 Step 3(c): Weight Based on Previous Estimation

Assign weight(s) ci; i = 1, . . . , L̂ based on the feed-back from the previous estimation: the

closer the competitive peak is from the previous estimation, the higher the weight would

be for that particular competitive peak. Figure 7.7 illustrates the mapping of weight(s)

(ci) based on the previous estimation. For example, for a delay difference of 0.1 chips from

the previous estimation, the weight factor (ci) would be 10, and for a delay difference of

0.2 chips, the weight factor (ci) would be 9 and so on.
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Figure 7.7: Mapping of weights (ci, i = 1, . . . , L̂) based on previous estimation

7.2.6 Step 4: Compute Decision Variable

Decision variable, di; i = 1, . . . , L̂ is computed according to the following equation:

di = aibici; i = 1, . . . , L̂ (7.14)

7.2.7 Step 5: Find Estimated Delay of the LOS Path

Estimated delay of the LOS path can be obtained using the following equation:

τ̂LOS = arg max
i=1:L̂

(di) (7.15)

Table 7.1 summarizes the weights assigned in the example path profile shown in Figure

7.5. In this example case, there are two competitive peaks meaning that we need to

assign weights only for those two peaks. In assigning weights for ci; i = 1, . . . , L̂, PT

Table 7.1: Assignment of weights for Figure 7.5

1st Competitive a1 b1 c1 d1

Peak 0.8 10 12 96

2nd Competitive a2 b2 c2 d2

Peak 1 8 10 80

assumes that there is no initial error present from the previous estimation. In step 4,

the algorithm simply computes the decision variable di; i = 1, . . . , L̂ using equation 7.14

for each competitive peak. And, finally, in step 5, PT algorithm selects the peak which

has the maximum value for decision variable di. In our case, it is d1. Therefore, in this

example case, the first competitive peak corresponds to the delay of the LOS path.



Chapter 8

Performance Analysis

In this chapter, the performance of the discussed code tracking algorithms is compared in

terms of RMSE, MTLL, delay error variance and semi-analytical MEEs. The simulation

results are provided in section 8.2 for different multipath profiles in Rayleigh fading chan-

nel model. The estimated delay variance obtained from the simulations are then compared

with the theoretical CRB [101, 102] which is presented in section 8.3. Finally, the perfor-

mance of feed-back code tracking algorithms and the proposed PT algorithm is analyzed

in terms of MEEs.

8.1 Common Parameters Used in Simulations

All the simulations have been carried out in multipath Rayleigh fading channel model

for SinBOC(1,1) modulated Galileo OS signal. The common parameters used in all the

simulations are mentioned in Table 8.1. Unless otherwise stated, the value for the cor-

responding parameter is unchanged. The channel parameters which are varying from

Table 8.1: Common parameters with their values for all the simulations

Parameter Symbol Value Unit

Spreading Factor SF 20 chips

Oversampling Factor NS 16 -

Early-late Chip Spacing ∆ 0.1 chips

Channel Delay Increment ∆inc 0.05 chips

Coherent Integration Length NC 20 ms

Non-coherent Integration Length NNC 6 blocks

simulation to simulation are specified while describing the result of that particular simu-

lation. As specified in Table 8.1, the meaning of channel delay increment is that a fixed

channel delay was introduced to the randomly varying channel in each subsequent delay

54
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estimation (i.e., in each subsequent Monte Carlo iteration). The amount of fixed chan-

nel delay increment was 0.05 chips in each subsequent delay estimation. Therefore, the

channel was always varying linearly by 0.05 chips after each delay estimation by which we

mean ‘channel delay increment’. Here, it is to mention that the oversampling factor NS

is the number of samples per BOC interval. According to Table 8.1, the spreading factor

SF used in the simulations was set to 20 chips instead of 1024 or 4092 chips in order to

avoid high execution time required to run each simulation. However, the low value of SF

should not affect the simulation results since the code tracking operation was performed

on narrowband signal after despreading. The only effect of a lower SF would be worse

code crosscorrelation properties, thus slightly worse results than those with a higher SF .

However, because of this, we do not expect a change in the relative performance of various

algorithms.

8.2 Simulation Results

Extensive simulations have been carried out targeted to achieve the following results:

• RMSE vs. CNR

• MTLL vs. CNR

• RMSE vs. First Path Power

• RMSE vs. Multipath Spacing

• RMSE vs. Initial Delay Error

The performance of the code tracking algorithms is analyzed in this section for different

path profiles and the most representative results have been included. In what follows,

RMSE / MTLL vs. CNR / First Path Power / Multipath Spacing / Initial Delay Error

results are shown for two illustrative cases: i. without any channel delay increment, and

ii. with non-zero constant channel delay increment in order to figure out the sensitivity

of different feed-back DLLs (i.e., code tracking algorithms) with the constant variation of

the channel.

8.2.1 RMSE / MTLL vs. CNR

Two main path profiles are considered here, namely, 2 path profile with equal path power

(i.e., path power: [0 0] dB) spaced randomly between 0 and 0.5 chips; and 3 path profile

with path power 0, -1 and -2 dB, respectively, where each path is spaced randomly from

the successive path by a maximum of 0.5 chips.
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2 Path Profile

Figure 8.1 represents RMSE vs. CNR curves without any channel delay increment (left

plot) and with non-zero constant channel delay increment (right plot) for the following

path profile: 2 path Rayleigh fading channel model with path power [0 0] dB where

two paths are spaced randomly between 0 and 0.5 chips. The simulation assumed no

initial delay error. The simulation was carried out from CNR 20 dB-Hz to 45 dB-Hz.

For each particular CNR, the total number of Monte Carlo iterations was set to 10000

(200 ∗ 50 = 10000).

20 25 30 35 40 45
10

−3

10
−2

10
−1

10
0

CNR [dB−Hz]

R
M

S
E

 [
ch

ip
s]

 

 
EML

HRC

MGD

MEDLL

Diff2

MF

PT

20 25 30 35 40 45
10

−2

10
−1

10
0

CNR [dB−Hz]

R
M

S
E

 [c
hi

ps
]

 

 
EML

HRC

MGD

MEDLL

Diff2

MF

PT

Figure 8.1: RMSE vs. CNR plots without any channel delay increment (left plot) and
with non-zero constant channel delay increment (right plot) for 2 path Rayleigh fading
channel model

According to Figure 8.1, the feed-back algorithms show better performance as compared to

the feed-forward algorithms in both the cases (i.e., with non-zero constant linear channel

variation and with no channel variation). In the above path profile, PT shows the most

promising performance among all the algorithms from CNR 35 dB-Hz to onwards. HRC is

more sensitive to channel variations than EML and hence, performs worse in linear channel

delay variation as compared to EML. This is mainly because of the fact that HRC has

more false lock points than EML which makes it more challenging to lock at the correct

zero crossing of S-curve.

Figure 8.2 represents the corresponding MTLL vs. CNR curves for the preceding path

profile. The feed-back algorithms show better performance as compared to the feed-

forward algorithms in terms of MTLL. This is obvious because the feed-back algorithms

utilize the previous delay estimation provided from the feed-back loop and there was no

initial delay error assumed in the simulations for both the cases. The maximum value for

MTLL was 6000 ms (50 ∗ NC ∗ NNC = 6000 ms) or 6 seconds.
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Figure 8.2: MTLL vs. CNR plots without any channel delay increment (left plot) and
with non-zero constant channel delay increment (right plot) for 2 path Rayleigh fading
channel model

According to Figures 8.1 and 8.2, it can be noticed that the algorithms based on many

correlators (i.e., more than 3 correlators) like HRC and MGD were affected much by the

linear channel delay increment as compared to conventional EML.

3 Path Profile

Figure 8.3 represents RMSE vs. CNR curves without any channel delay increment (left

plot) and with non-zero constant channel delay increment (right plot) for the following path

profile: 3 path Rayleigh fading channel model with path power [0 -1 -2] dB where three

paths are separated randomly with a maximum of 0.5 chips separation from the successive

path. The simulation assumed no initial delay error. The simulation was carried out from

CNR 20 dB-Hz to 45 dB-Hz. For each particular CNR, the total number of Monte Carlo

iterations was set to 10000.
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Figure 8.3: RMSE vs. CNR plots without any channel delay increment (left plot) and
with non-zero constant channel delay increment (right plot) for 3 path Rayleigh fading
channel model
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According to Figure 8.3, it is worthwhile to mention that the feed-back algorithms do not

show better performance in 3 path closely spaced profile in good CNR scenarios (i.e., from

30 dB-Hz to onwards) as compared to the feed-forward algorithms in terms of RMSE.

However, PT distinctively shows the best performance in both the cases from CNR 30

dB-Hz to onwards. And, HRC and MEDLL are two other competitive algorithms showing

good performance in the above path profile.
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Figure 8.4: MTLL vs. CNR plots without any channel delay increment (left plot) and
with non-zero constant channel delay increment (right plot) for 3 path Rayleigh fading
channel model

Figure 8.4 represents the corresponding MTLL vs. CNR curves for the preceding path

profile. As expected, the feed-back algorithms show better performance as compared to

the feed-forward algorithms in terms of MTLL. The maximum value for MTLL was 6

seconds. Here also, the performance degradation of the feed-back algorithms in terms of

MTLL can be noticed with linear channel delay increment as explained earlier.

8.2.2 RMSE vs. First Path Power

Figure 8.5 represents RMSE vs. First Path Power curves without any channel delay

increment (left plot) and with non-zero constant channel delay increment (right plot) for

the following path profile: 2 path Rayleigh fading channel model with path power [A 0]

dB where two paths are spaced randomly with a maximum of 0.5 chips separation and A

denotes the average first path power in dB. The average first path power A was varying

from −3 dB to +3 dB whereas the average second path power was always 0 dB. The

simulation assumed no initial delay error. The simulation was carried out for CNR 40

dB-Hz. For each particular 2 path profile with varying average first path power, the total

number of Monte Carlo iterations was set to 10000.
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Figure 8.5: RMSE vs. First Path Power plots without any channel delay increment (left
plot) and with non-zero constant channel delay increment (right plot) for 2 path Rayleigh
fading channel model where first path varies from −3 dB to +3 dB and second path is
always 0 dB

According to Figure 8.5, it can be noticed that the performance of PT is very promising

as compared to other code tracking algorithms. Though HRC provides competitive result

in constant channel profile, it does not seem to be very promising in case of path profiles

with linear channel delay increment. In real life situation, it is quite natural to have some

drift in the channel delay due to the random nature of propagation channel.

8.2.3 RMSE vs. Multipath Spacing

Figure 8.6 represents RMSE vs. Multipath Spacing curves without any channel delay

increment (left plot) and with non-zero constant channel delay increment (right plot) for

the following path profile: 2 path Rayleigh fading channel model with path power [0 0] dB
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Figure 8.6: RMSE vs. Multipath Spacing plots without any channel delay increment (left
plot) and with non-zero constant channel delay increment (right plot) for 2 path Rayleigh
fading channel model with multipath separation from 0 to 1.5 chips
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where two paths are spaced from each other by a constant chip spacing varying from 0 to

1.5 chips. The simulation assumed no initial delay error. The simulation was carried out

for CNR 40 dB-Hz. For each particular 2 path profile with fixed multipath separation, the

total number of Monte Carlo iterations was set to 10000.

As presented in the left plot of Figure 8.6, the feed-back algorithms show much better

performance than the feed-forward algorithms in constant 2 path channel profile. But,

it is not the case with constant variation of channel delay as depicted in the right plot

of Figure 8.6. In this case, the feed-back algorithms never converge to zero RMSE even

in distant multipath separation. This is mainly because of the fact that the feed-back

algorithms are solely dependent on the previous estimation and if there is any variation

in the channel delay (which is true in our case), it will affect the estimation of current

delay. However, PT provides the most promising result in both the cases since PT not

only considers the information from the feed-back loop but also utilizes the statistical

properties of ACF of the received signal and locally generated reference signal in order to

take decision about the correct delay estimate.

8.2.4 RMSE vs. Initial Delay Error

Figure 8.7 represents RMSE vs. Initial Delay Error curves without any channel delay

increment (left plot) and with non-zero constant channel delay increment (right plot) for

the following path profile: 2 path Rayleigh fading channel model with path power [0 0]

dB where two paths are spaced randomly between 0 and 0.5 chips. Initial delay error was

varying from 0 to 0.35 chips. The simulation was carried out for CNR 40 dB-Hz. For each

particular 2 path profile with varying initial delay error, the total number of Monte Carlo

iterations was set to 10000.
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Figure 8.7: RMSE vs. Initial Delay Error plots without any channel delay increment (left
plot) and with non-zero constant channel delay increment (right plot) for 2 path Rayleigh
fading channel model with varying initial delay error from 0 to 0.35 chips
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According to Figure 8.7, it can be easily understood that initial delay error has no affect on

the feed-forward algorithms (i.e., MEDLL, MF, Diff2) as expected because the current de-

lay estimate does not depend on the previous estimates, whereas the feed-back algorithms

are affected more due to initial delay error. The advantage of the feed-back loop could be

realized only when the delay error to subsequent iterations can be kept in tolerable range.

Different algorithms have different tolerance range depending on the channel parameters

of multipath profiles. However, the novel PT algorithm has a tolerable range of approx-

imately half of the width of the main lobe (i.e., 0.35 chips) of the ACF of SinBOC(1,1)

modulated signal as shown in Figure 8.7.

8.3 Comparison with CRB

A measure of the performance of any timing estimator is the lower bound of its variance,

given by the well-known CRB [101, 102]. A Modified Cramer-Rao Lower Bound (MCRLB)

for multipath time-delay estimation for DS-CDMA systems is proposed in [101]. According

to [101], in MCRLB, the lower variance bound of each estimated path delay is determined

using the theoretical results. Here, the theoretical results obtained from MCRLB are

compared with the simulation results discussed in the previous section for different path

profiles.
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Figure 8.8: Variance vs. CNR plots without any channel delay increment (left plot) and
with non-zero constant channel delay increment (right plot) for 2 path Rayleigh fading
channel model

Figure 8.8 represents Variance vs. CNR curves without any channel delay increment

(left plot) and with non-zero constant channel delay increment (right plot) for 2 path profile

discussed in section 8.2. The variance of the delay of the first path tends to approach the

theoretical MCRLB bound when the CNR is high enough. However, the variance of
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the estimated delay of the first path obtained from PT algorithm clearly approaches the

theoretical MCRLB bound with the increase in CNR.
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Figure 8.9: Variance vs. CNR plots without any channel delay increment (left plot) and
with non-zero constant channel delay increment (right plot) for 3 path Rayleigh fading
channel model

Another illustrative example for 3 path profile discussed in section 8.2 is presented in

Figure 8.9. The gap between the simulation results and the theoretical MCRLB bound

is clearly visible in Figure 8.9 which indicates the fact that still there is scope to improve

the performance of the discussed code tracking algorithms.

8.4 Semi-Analytical MEEs Computation

The signal received over a fading multipath channel (after Doppler removal) can be written

as: [76, 103]

r(t) =

M
∑

m=1

αmsSinBOC(t − τm) + η(t), (8.1)

where M is the number of channel paths, αm is the channel complex coefficient of the m-th

path, τm is the channel delay of the m-th path, sSinBOC(t) is the SinBOC(1,1) modulated

code sequence and η(t) is the additive white Gaussian noise of the channel.

At the output of the receiver correlator, the following can be obtained: [76, 103]

R(τ) = E

(∫

r(t)sSinBOC(t − τ)dt

)

, (8.2)

where τ is the tentative delay estimate of the first channel path τ1 and E(·) is the expec-

tation operator.

Typically, theoretical and semi-analytical MEEs are computed in the absence of noise, and

when only two paths are present (the direct LOS component and an interfering path at

an arbitrary distance τ∆). Thus, for coherent DLL, equation 8.2 becomes:
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R(τ) =

2
∑

m=1

αmRSinBOC(τ − τ1 − (m − 1)τ∆), (8.3)

with RSinBOC(τ) being the autocorrelation function of a SinBOC(1,1) modulated code

sequence. The discriminator functions (i.e., S-curves) for non-coherent WEML, NEML,

HRC and MGD are defined in equations 6.1-6.4.

The computed semi-analytical MEEs for 2 path with the second path being 3 dB less

than the first path are presented in Figure 8.10. In the figure, the delay error (in chips)
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Figure 8.10: Multipath error envelopes for non-coherent wide EML, narrow EML, HRC
and PT code tracking algorithms

is converted in meters (one chip corresponds to 293.2551 meters for a chip rate of 1.023

Mcps). According to Figure 8.10, it is clear that PT and HRC are the two most competitive

code tracking algorithms in terms of semi-analytical MEEs which provide minimal delay

error as compared to other algorithms. In the simulation, we used oversampling factor

NS = 60, BOC modulation order NBOC = 2, and therefore, a delay error less than 2.4438

meters (i.e., 1
NS∗NBOC

∗ 293.2551 = 2.4438) can not be detectable with our current model.



Chapter 9

Conclusions and Future Work

This chapter presents the conclusions obtained from the research results of this thesis and

draws recommendations for future work.

9.1 Conclusions

The purpose of this thesis was to analyze some representative code tracking algorithms

for SinBOC(1,1) modulated Galileo OS signal. The analysis was performed in order to

measure the performance of these algorithms in different multipath fading channel envi-

ronments. The algorithms analyzed in the context of this thesis include both feed-back

and feed-forward structures since both of these techniques attract significant research in-

terests for several years. All these algorithms were tested from pure tracking point-of-view

for SinBOC(1,1) modulated Galileo OS signal and their performance were measured with

various well-known criteria such as RMSE, MTLL, MEEs and so on.

It was shown in Chapter 7 that the main problem faced by SinBOC(1,1) modulated signal

is the presence of high autocorrelation side peaks within the range of ±1 chip. This

could result in a false acquisition or biased tracking, either of which could be extremely

crucial since they would strongly degrade the final positioning solution if not corrected. An

innovative code tracking algorithm dedicated to SinBOC(1,1) modulated signal, namely

PT was introduced in the thesis for this purpose. PT can be considered as a combination

of both feed-back and feed-forward structures since it not only utilizes the information

from the feed-forward loop but also takes into consideration the previous estimation fed

from the feed-back loop. Therefore, the advantages inherent in feed-back and feed-forward

structures are also present in PT with some additional complexity required to estimate

the noise threshold in the feed-forward loop. By doing so, PT was shown to provide a very

good tracking accuracy as presented in Chapter 8.

64
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Feed-back code tracking algorithms consider the previous estimation fed from the feed-

back loop in order to decide the present delay estimation. Therefore, these algorithms

are solely based on feed-back information, and hence, are greatly affected by initial delay

error as it is quite expected to have a code delay error by a certain amount from the code

acquisition stage. In order to utilize the best from feed-back code tracking structure, it

has to be ensured that the code delay error should be kept within certain limit. However,

a code delay error greater than 0.35 chips would inevitably result in a loss of lock or in

ambiguous tracking in case of implementing feed-back structure. The reason is obvious

from the fact that an ideal ACF of SinBOC(1,1) modulated signal has side peaks at about

±0.5 chips away from the main peak which was described in Chapter 7.

The novel PT algorithm showed very promising results in various multipath profiles, spe-

cially in good CNRs (i.e., from 35 dB-Hz to onwards). Moreover, the delay error variance

for PT algorithm obtained from the simulation was approaching to theoretical CRB with

increasing CNR in 2 path Rayleigh fading channel model, and, achieved a result which is

near to maximum attainable from theory.

9.2 Future Work

The results shown using the traditional and PT code tracking algorithms were built on

the assumption of SinBOC(1,1) modulation. However, this work can be extended as

analyzing the performance of these algorithms for other representative BOC modulation

such as CosBOC(15,2.5), CosBOC(10,5) and so on.

The analyzed feed-forward algorithms were optimized as much as possible through out the

research work. However, it is still possible to modify and improve Diff2 and MF algorithms

since these two algorithms are quite new and require a lot of attention for future research,

specially in more complex channel profiles, such as Nakagami fading or nonlinear variation

of the channel delays.

The focus of this thesis was limited to Rayleigh fading channel model, and therefore, the

future work can be focused on Nakagami-m fading channel model which was proposed as

the best fit for satellite-to-indoor radio wave propagation in [57, 58].

Finally, although the simulation tools used in this thesis were designed to meet the actual

conditions, it would be beneficial to test the most significant code tracking algorithms on

real data.
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