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ABSTRACT 
 
TAMPERE UNIVERSITY OF TECHNOLOGY 
Master’s Degree Programme in Biotechnology 
MÄKELÄ, JARNO: Dynamics of stochastic sequence-level models of transcrip-
tion and translation in prokaryotes 
Master of Science Thesis, 59 pages 
June 2011 
Major: Computational Systems Biology 
Examiners: Professor Olli Yli-Harja and Assistant Professor Andre Ribeiro  
Keywords: Stochastic model, transcription, translation, fluorescence measure-
ments 
 
In prokaryotes, transcription and translation are dynamically coupled, as the latter starts 
before the former is completed. Also, from one transcript, several translation events 
occur in parallel. To study how events in transcription elongation affect translation 
elongation and fluctuations in protein levels, we propose a delayed stochastic model of 
prokaryotic transcription and translation at the nucleotide and codon level that includes 
the promoter open complex formation and alternative pathways to elongation, namely 
pausing, arrests, editing, pyrophosphorolysis, RNA polymerase traffic, and premature 
termination. Stepwise translation can start after the ribosome binding site is formed and 
accounts for variable codon translation rates, ribosome traffic, back-translocation, drop-
off, and trans-translation.   

The recent development of measurement techniques in genetics promises better un-
derstanding of the functioning of biological systems. To attain the most out of these 
techniques, new methods are needed of interpreting the data, since most existent me-
thods have been developed to analyze population level measurements, rather than ex-
tracting information from single cell dynamics. For example, one needs accurate estima-
tion of the measurement noise from single cell measurements of gene expression. We 
use recently developed methods to measure gene expression in vivo in individual cells, 
at the single RNA and protein molecule levels. Such measurements of gene expression, 
attained  in  various  conditions,  as  well  as  the  proposed  modeling  strategy,  are  used  to  
study and model the dynamics of gene expression at the single event level and to esti-
mate noise sources in the processes. 

First, the model is shown to accurately match the measurements of sequence-
dependent translation elongation dynamics. Next, the degree of coupling between fluc-
tuations in RNA and protein levels, and its dependence on the rates of transcription and 
translation initiation is characterized. Finally, sequence-specific transcriptional pauses 
are found to have an effect on protein noise levels. For parameter values within realistic 
intervals, transcription and translation are found to be tightly coupled in Escherichia 
coli, as the noise in protein levels is mostly determined by the underlying noise in RNA 
levels. Sequence-dependent events in transcription elongation, e.g. pauses, are found to 
cause tangible effects in the degree of fluctuations in protein levels, implying that these 
are evolvable. 
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TIIVISTELMÄ 
 
TAMPEREEN TEKNILLINEN YLIOPISTO  
Biotekniikan koulutusohjelma 
MÄKELÄ, JARNO: Stokastisten sekvenssitason mallien transkriptio- ja trans-
laatiodynamiikka prokaryooteissa 
Diplomityö, 59 sivua 
Kesäkuu 2011 
Pääaine: Laskennallinen systeemibiologia 
Tarkastajat: Professori Olli Yli-Harja ja yliassistentti Andre Ribeiro 
Avainsanat: Stokastinen malli, transkriptio, translaatio, fluoresenssimittaukset 
 
Prokaryooteissa transkriptio ja translaatio tapahtuvat samanaikaisesti, jolloin jälkim-
mäinen voi alkaa ennen kuin edellinen on loppunut. Yhdestä RNA:sta voidaan myös 
tuottaa useita proteiineja samanaikaisesti. Tässä työssä tutkimme kuinka transkriptio 
vaikuttaa translaatioon ja proteiinitasojen heilahteluun. Rakensimme stokastisen mallin 
prokaryoottien transkriptiosta ja translaatiosta nukleotidin tarkkuudella, joka sisältää 
polymeraasi-promoottorikompleksin muodostumisreaktiot ja useita vaihtoehtoisia kil-
pailevia reaktioita prosessin sisällä, kuten hetkittäiset ja pidemmät RNAp:n pysähtymi-
set, virheiden korjaamiset, pyrofosforilaatiot, RNAp:n väliset ruuhkat ja ennenaikaiset 
irtoamiset DNA:sta. Portaittainen translaatio alkaa heti kun ribosomin sitoutumispaikka 
RNA:ssa on muodostettu ja ottaa huomioon kodonien vaihtelevat translaationopeudet, 
ribosomien väliset ruuhkat, erisuuntaiset translokaatiot, ribosomien irtoamiset RNA:sta 
ja trans-translaation. 

Viimeaikaiset mittaustekniikan kehitysaskeleet genetiikassa auttavat meitä ymmär-
tämään biologisia mekanismeja paremmin. Hyödyntääksemme näitä mittaustuloksia 
täydellisesti, tarvitsemme uusia työkaluja datan käsittelyyn ja analysointiin, koska 
useimmat olemassa olevat metodit soveltuvat ainoastaan populaatiotason mittausdataan, 
eivätkä yksittäisistä soluista saataviin aikasarjoihin. Hyvänä esimerkkinä pelkästään 
mittauskohinan arviointi yksittäisten solujen kuvadatasta on haastavaa. Tässä työssä 
käytämme viime vuosina kehitettyjä mittaustapoja, joilla voidaan tutkia reaaliaikaista 
geeniekspressiota in vivo yksittäisissä soluissa yksittäisten RNA- ja proteiinimolekyyli-
en tasolla. Sovellamme näitä geeniekspression mittaustapoja, kuten myös edellä mainit-
tua lähestymistapaa mallinnuksessa, tutkiaksemme geeniekspression dynamiikkaa ja 
säätelymekanismeja. 

Havaitsemme mallin sopivan tarkasti sekvenssipohjaisen translaation mittaustulok-
siin. Tutkimme RNA- ja proteiinitasojen välisten heilahtelujen yhtenevyyden ja riippu-
vuuden transkription ja translaation aloitusnopeuksista. Lopuksi analysoimme sekvens-
siriippuvaisten RNAp:n pysähtymiset ja niiden vaikutukset proteiinin tuottoon. Realisti-
silla parametreilla transkriptio ja translaatio ovat tarkasti synkronoituja Escherichia co-
lissa ja proteiinitasojen heilahtelut määrittää enimmäkseen RNA-tasojen heilahtelu. 
Sekvenssiriippuvaiset transkription säätelymekanismit, kuten esimerkiksi RNAp:n py-
sähtymiset, vaikuttavat konkreettisesti proteiinitasojen heilahteluun.  
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1 INTRODUCTION 

In prokaryotes, both transcription and translation are stochastic, multi-stepped processes 
that involve many components and chemical interactions. Several events in transcription 
and in translation [1-8] are probabilistic in nature, and their kinetics are sequence de-
pendent. One example is sequence-dependent transcriptional pausing [1]. When they 
occur, these events can affect the degree of fluctuations of RNA and protein levels. 
Since noise in gene expression affects cellular phenotype, sequence dependent noise 
sources are subject to selection [9, 10] and are thus evolvable [7]. Recent evidence sug-
gests that these noise sources may be a key for bacterial adaptability in unpredictable or 
fluctuating environmental conditions [11, 12].  

To better understand the evolvability of bacteria, it is important to understand how 
fluctuations in RNA levels propagate to protein levels. Transcription and translation are 
coupled  in  prokaryotes,  in  that  translation  can  initiate  after  the  formation  of  the  ribo-
some binding site region of the RNA, which occurs during the initial stages of transcrip-
tion elongation. The extent to which sequence-dependent events in transcription elonga-
tion affect the noise in RNA, and consequently protein levels is largely unknown. Due 
to this,  it  is  also not yet  well  understood how phenotypic diversity is  regulated in mo-
noclonal bacterial populations. 

Two recent experiments have given a preliminary glimpse at the dynamics of pro-
duction of individual proteins [13] and RNA molecules [14] in vivo in bacteria. Howev-
er, as of yet, there is no experimental setting to simultaneously observe the production 
of both RNA and proteins at the molecular level. Further, in the aforementioned expe-
riments [13, 14], the rate of gene expression was kept very weak, as otherwise the num-
ber of molecules would not be easily quantifiable. This implies that they cannot be used 
to study the effects of events such as the promoter open complex formation [15].  The 
present shortcomings of these techniques enhance the need for realistic models of gene 
expression in prokaryotes. 

Several measurements have shed light on the dynamics of transcription and transla-
tion elongation [16, 17], and revealed the occurrence of several stochastic events during 
these processes, such as transcriptional pauses [2, 4]. The kinetics of RNA and protein 
degradation are also somewhat known [18]. These measurements allowed the recent 
development of realistic kinetic models of transcription at the nucleotide level [5, 19] 
and translation at the codon level [20]. These models were shown to match the mea-
surements of RNA production at the molecule level [6, 21] and of translation elongation 
dynamics  at  the  codon  level  [20].  In  this  regard,  it  was  shown  that  measurements  of  
sequence dependent translation rates of synonymous codons could be modeled with 
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neither deterministic nor uniform stochastic models [20], thus the need for models with 
explicit translation elongation. Similarly, transcription elongation also needs to be mod-
eled explicitly to accurately capture the fluctuations in RNA levels for fast transcription 
initiation rates [5, 19, 22]. 

Here, we propose a model of transcription and translation at the nucleotide and co-
don level for Escherichia coli. The model of transcription is the same as in [5], and in-
cludes the promoter occupancy time, transcriptional pausing, arrests, editing, premature 
termination, pyrophosphorolysis, and accounts for the RNAp footprint in the DNA tem-
plate. The model of translation at the codon level proposed here is based on the codon-
dependent translation model proposed in [20], which includes translation initiation, co-
don-specific translation rates and the stepwise translation elongation and activation. The 
model also accounts for the ribosome’s footprint in the RNA template as well as the 
occupancy time of the ribosome binding site. Here, beside these features, we further 
include the processes of back-translocation, drop-off, and trans-translation. Finally, we 
include protein folding and activation, as well as degradation, modeled as first-order 
processes, so as to study fluctuations in the protein levels. 

The  dynamics  of  the  model  follows  the  Delayed  Stochastic  Simulation  Algorithm  
[19, 23] and is simulated by a modified version of SGNSim [24]. While it’s most rele-
vant innovation is the coupling between realistic stochastic models of transcription and 
translation at the nucleotide and codon levels, which allows the study of previously un-
addressed aspects of the dynamics of gene expression in prokaryotes, this introduces a 
level of complexity that required simulation capabilities that SGNSim did not possess. 
Namely, the simulator is required to create and destroy compartments at run time within 
the reaction vessel, where a separate set of reactions can occur.  

We start by validating the dynamics of translation elongation in the model. Next, us-
ing realistic parameter values extracted from measurements, we address the following 
questions: how different are the distributions of time intervals between translation initia-
tion events and between translation completion events, i.e., how stochastic is translation 
elongation?  To  what  extent  do  fluctuations  in  temporal  RNA levels  propagate  to  tem-
poral protein levels, and what physical parameters control this propagation of noise be-
tween the two? Finally, we investigate whether transcriptional pauses have a significant 
effect on the dynamics of protein levels. 

We use recently developed methods to measure gene expression in vivo in individu-
al cells, at the single RNA [14] and protein molecule levels [13]. Such measurements of 
gene expression, attained in various conditions, as well as the proposed modeling strate-
gy, are used to study the dynamics of gene expression at  the single event level and to 
estimate noise sources in the processes. 

The results presented in this thesis are partly from a project done in collaboration 
with fellow research group members. The original scientific paper was published in the 
peer-reviewed journal “BMC Bioinformatics”: Mäkelä et al., “Stochastic sequence-level 
model of coupled transcription and translation in prokaryotes,” BMC Bioinformatics 
2011, 12(1):121. The measurements of gene expression were carried out by our research 
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group and are published in the peer-reviewed journal “BMC Molecular Biology”: Smo-
lander et al., “Cell-to-cell diversity in protein levels of a gene driven by the tetracycline 
inducible PLtet-o1 promoter,” BMC Molecular Biology 2011, in press. 

Chapter 2 has a description of the background of the stochastic modeling strategy, of 
the processes of transcription and translation, of the state-of-the-art models of these 
processes, and of fluorescence microscopy applications. These descriptions provide 
knowledge to understand the studies described in this thesis. Chapter 3 describes the 
materials and methods used to obtain the results reported in the thesis.  Namely,  it  de-
scribes in detail the novel models of transcription and translation, the concept of time-
averaging, the quantification of correlations and the measurements of gene expression. 
Chapter 4 contains the results from the modeling study and from the measurements of 
gene expression, as well as an explanation of the underlying mechanisms of these 
processes. In chapter 5, the conclusions and a discussion on future developments are 
presented. 
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2 BACKGROUND 

2.1 Stochastic Simulation Algotrithm 

2.1.1 Stochastic chemical kinetics 

Unimolecular and bimolecular chemical reactions are instantaneous physical events that 
change the quantities of the chemical species involved. When considering the time evo-
lution of the quantities of chemically reacting molecules, one must know position and 
velocities of individual molecules over time in order to accurately calculate the dynam-
ics of the system. More complex processes cannot, usually, be accounted for explicitly, 
unless they are simplified to, for example, combinations or sequences of uni- and bimo-
lecular events. 

From the classical mechanics point-of-view, systems of chemical kinetics are consi-
dered as deterministic, since provided the complete description of the initial conditions 
it is possible to predict the evolution of the system. The deterministic approach has been 
the most common approach to model chemical kinetics, but when the number of mole-
cules involved is small, the deterministic approach is not exact. One can easily find rea-
sons why this approach is not accurate in such conditions [25]: For example, the mole-
cule numbers is not continuous, changing only in discrete amounts. Also, it is not possi-
ble to determine, before hand, when a unimolecular event takes place, only the probabil-
ity of occurrence can be estimated accurately. In many cases the deterministic approach 
produces realistic results, however, its accuracy should not be taken for granted, e.g. 
when modeling oscillating systems [26]. 

In the deterministic approach, the system’s dynamics is described by continuous, 
coupled systems of ordinary differential equations (ODEs). The chemical kinetics is 
predicted assuming well-stirred, thermally equilibrated systems, and provided the num-
ber of molecules Xi of each chemical species Si (i = 1,…, N), whose temporal  evolution 
follows the set of ODEs of the form [26]: 

( ,..., ) ( 1,..., )i
i i N

dX f X X i N
dt

      (2.1) 

where the functions fi are inferred from the specifics of the various reactions. This set of 
equations forms the reaction-rate equation (RRE) [26].  

The stochastic approach attempts to describe the temporal evolution of a well-stirred 
system of chemical interactions, accounting for the system’s discreteness and inherent 
stochasticity. This approach consists of a single differential-difference equation, the 
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chemical master equation (CME) [26].  Let us consider the following scenario:  a well-
stirred system of molecules of N chemical species existing in the quantities {S1, . . . , 
SN}, and interacting through M chemical reactions {R1, . . . , RM}.We assume that the 
system  has  a  constant  volume  V  and  is  in  thermal  but  not  in  chemical  equilibrium  at  
constant temperature. We use Xi(t) to denote the number of molecules of species Si in 
the system at time t. From this initial condition, we can estimate the state vector X(t)  
(X1(t), . . . , XN(t)), given that the system was in state X(t0) = x0 at initial time t0 [26]. 

The aim of following individual molecules’ positions and velocities can be dis-
carded if the system is well stirred. This approximation derives from having elastic, 
non-reactive, collisions that distribute uniformly the molecules in V, as well as having 
the velocities of the molecules thermally randomized according to the Maxwell-
Boltzmann velocities distribution [26]. Relevantly, one can ignore nonreactive molecu-
lar collisions that would consume most of the simulation time and consider only those 
collisions that change the population numbers of the chemical species.  

Chemical reactions are the only cause of changes in numbers of the species in the 
system. Each reactive reaction R  is characterized by two quantities. The first is its state-
change vector  ( 1  , . . . , N ), where  is the change in the Si molecular popula-
tion caused by reaction R , meaning that if the system is in state x and one R  reaction 
occurs, the system immediately changes to state x + . The other characterizing quanti-
ty for R  is its propensity function a , which is defined as follows [26]: 
 

( )a dtx the probability, given X(t) = x, that one R  reaction will occur  

               somewhere inside V in the next infinitesimal time interval [t,  t  + dt]. 
          (2.2) 

This is the fundamental assumption behind stochastic chemical kinetics simulations 
because everything else follows from Probabilities theory. The propensities of the reac-
tions fully characterize the system’s state and temporal evolution. The calculation of the 
propensity for uni and bimolecular reactions is now exemplified. 

For unimolecular reaction (S1  product) R  has some constant c ,  defined  by  the  
underlying physics, such that c  dt is the probability that any particular molecule of this 
species will react in the next infinitesimal time interval dt. The laws of probabilities 
dictate that if there are x1 S1 molecules in the system, the probability that  one of them 
will react according to R  in the next dt is x1· c  dt [27]. Thus, the propensity function is 
a (x) = c x1. A bimolecular reaction involving two species (S1 + S2  product) has a 
propensity function of the form aj(x) = c x1x2. If it is a bimolecular reaction between 
two molecules of the same species (S1 + S1  product), the propensity function is a (x) 
= (1/2)c x1(x1  1) [27]. 

There is a difference between unimolecular and bimolecular c ’s [26]. The unimole-
cular c  is independent of the system volume V while the bimolecular c  is inversely 
proportional to V. This reflects the fact that increasing the volume V decreases the 
chances of collisions during dt.  When comparing c ’s with the reaction-rate constant k  
of deterministic chemical kinetics it turns out that unimolecular c  is equal to k  while in 
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bimolecular reactions, c  equals k  /  V (or 2k  /  V if  of the same species) [27].  This is  
consequence of the formulas of deterministic chemical kinetics being an approximation 
for large number of molecules of the formulas of stochastic chemical kinetics. Propensi-
ty functions are grounded in molecular physics and are thus more general than determi-
nistic reactions of chemical kinetics [26]. 

Although the probabilistic nature of (2.2) prohibits an exact prediction of X(t), we 
can estimate the probability as follows [26]: 
 

0 0 0 0( , | , ) Prob (t)= , given (t )P t tx x X x X x      (2.3) 

 
Time-evolution equation for P(x, t | x0, t0) can be derived by the laws of probability to 
(2.2). The result is the equivalent chemical master equation (CME) [28, 29]: 
 

 0 0
0 0 0 0

1

( , | , ) ( ) ( , | , ) ( ) ( , | , )
MP t t a P t t a P t t

t
x x x v x v x x x x  (2.4) 

 
The CME defines the function P(x, t | x0, t0) completely via a set of coupled ODEs, with 
one equation for every possible combination of reactant molecules. The CME can be 
analytically solved for only a few simple cases. 

Inferring anything regarding the evolution of average quantities, such as 

0 0( ( )) ( ) ( , | , )
x

b t b P t tX x x x
 
is also difficult for bimolecular reactions [26]. By 

multiplying the CME (2.4) by x and then sum over all x, we get
 

 

1

( )
( ( ))

Md t
a t

dt
X

v X        (2.5) 

 
Unimolecular reactions have linear propensity functions in the state variables, and we 
would have ( ( )) ( ( ) )a t a tX X ,  which  means  that  (2.5)  would  be  a  ODE for  the  

first moment ( )tX [26]. Bimolecular reactions cause the right-hand side of (2.5) to 

have at least one quadratic moment of the form '( ) ( )i iX t X t , and (2.5) would become a 

set of infinite number of open ended of equations for all moments in time. In a rare case 
when there are no fluctuations,  if  X(t)  was a deterministic process,  (2.5) would be re-
duced, named RRE (2.1). The RRE is valid if all fluctuations can be ignored, but this is 
rarely the case. 

Because solving the CME (2.4) for the density function of X(t) is difficult, one way 
to  calculate  the  dynamics  of  system  is  to  construct  a  set  of  numerical  realizations  of  
X(t), i.e., simulated trajectories of X(t). This is not the same as solving the probability 
density function of X(t) but instead we get random samples of X(t). To simulate trajec-
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tories of X(t), instead of using the function P(x, t | x0, t0), we define a new probability 
function p( ,  | x, t), as follows [26]: 
 

, | ,p x t dt the probability, given X(t) = x, that the next reaction  

                         in the system will occur in the infinitesimal time interval  
                         [t + , t +  + d  ), and will be an R  reaction.   (2.6) 

 
This function is the joint probability density function of the two random variables (time 
until the next reaction ( ) and index of the next reaction ( )), given that the system is in 
state x. An exact formula for p( ,  | x, t) can be derived from (2.2). The result of this 
procedure is [25, 27] 
 

0( , | , ) ( ) exp( ( ) ),p t a ax x x       (2.7) 

where 

0
1

( ) ( ).
M

j
j

a ax x         (2.8) 

 
This equation is the mathematical basis for the stochastic simulation algorithm [26]. It 
defines that  is an exponential random variable with mean (and standard deviation) of 
1/a0(x), while  is an independent random variable with point probabilities a (x)/a0(x). 
There are several exact Monte Carlo algorithms for generating  and  according to their 
distributions. The simplest is the so-called direct method, which uses the standard inver-
sion generating method of Monte Carlo theory [25, 26]: We draw two random numbers 
r1 and r2 from the uniform distribution in the unit interval, and take 
 

0 1

1 1ln ,
( )a rx

         (2.9a) 

 = the smallest integer satisfying ( ) 2 0
1

( ).j
j

a r ax x     (2.9b) 

 
This and the procedure for simulating the trajectories,  constitute the stochastic simula-
tion algorithm (SSA) for constructing exact numerical realizations of the process X(t) 
[25, 27]: 
 

1. Initialize time t = t0 and the system’s state x = x0. 
2. With the system in state x at time t, evaluate all a (x) and their sum, a0(x). 
3. Generate values for  and  from (2.9a) and (2.9b). 
4. Execute the next reaction, replacing t  t +  and x  x + . 
5. Record (x, t). Return to Step 1, else end the simulation. 
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The X(t)  trajectory produced by the SSA is a numerical  solution of RRE (2.6).  Notice 
that the time step  in the SSA is exact and not a finite approximation to some infinite-
simal dt, as the time step in any ODE numerical solver [26].  

 
Figure 2.1. Simulation of a 1st-order decay reaction. The continuous grey line is the 
solution of RRE. The two dashed lines are predicted CME solutions of one-standard-
deviation from mean. The red, green and blue jagged lines are trajectories of three in-
dependent simulations with the SSA. 
 

To illustrate differences between deterministic solutions and stochastic simulations, 
Figure 2.1 shows the RRE as the mean behavior and stochastic trajectories from SSA as 
individual simulations. The CME solution provides the standard deviation of possible 
results  in  every  point  of  time.  If  we  simulate  the  SSA  enough  times  and  average  the  
individual trajectories we attain a “mean dynamics” of the process. 

Because  the  SSA  and  the  CME  are  derived  without  the  need  for  approximations  
(2.2), they are equivalent. When the CME is intractable, the SSA is thus usable. Being a 
numerical procedure, the SSA is simpler than most procedures used to solve numerical-
ly the RRE (2.6). The drawback is that the SSA is often very slow, essentially because it 
corresponds on simulating individual reaction events. The source for this slowness is the 
factor 1/a0(x)  in  (2.9a),  which  will  be  small  if  any  population  is  large,  and  if  so,  will  
force the time steps to be small as well [26]. 

2.1.2 Improvements to the Stochastic Simulation Algorithm 

Given a large number of chemical species and reactions, the direct method of SSA [27] 
is slow and burdensome. Finding the next reaction is the most time consuming step of 
SSA. In previous formulations, the search procedure accumulates the sum of ai(x) for i 
= 1, . . . , j by adding each propensity until the sum is larger than the product of a0 (x) 
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and a uniform random number [25]. The idea behind improved methods is to reduce the 
average number of operations to find the next reaction [26]. The average of this process 
is called search depth. The search depth of all current SSA algorithms is highly depen-
dent on the biochemical system simulated. On each step of the direct method, the total 
propensity a0 is  first  calculated  by  adding  all  of  the  propensities  ai together. Then, to 
select the next reaction, the propensities ai are summed again. Thus, propensities are 
summed almost twice. The direct method uses two random numbers per iteration taking 
a time proportional to the number of reactions to update the propensities, to choose the 
reaction, and to calculate the time for the next reaction [27]. Attempts were made on 
reducing the search depth of each iteration, making possible to simulate greater number 
of reactions.  

Gillespie also developed the first reaction method [27] which generates a putative 
time i for each reaction to occur if no other reaction occurred first.  is the reaction 
whose putative time is first, and  is the putative time . The probability distributions 
used to choose  and  are the same as in direct method. This algorithm uses M random 
numbers per iteration (where M is the number of reactions) and takes a time proportion-
al to M to update the ais, and takes a time proportional to M to identify the smallest . 
However, if the number of possible reactions is large, this method is less efficient than 
the direct method. 

The next reaction method [30] stores the next firing times of all reactions in an in-
dexed  binary  tree  priority  queue  (Figure  2.2),  in  which  the  firing  time  of  each  parent  
node is smaller than the firing times of its two daughter nodes. Thus, the time and index 
of the next occurring reaction are always available at the top node of the queue. The 
queue is updated when there are changes due to reactions and this simplifies the index-
ing scheme and the binary-tree structure of the queue. Another improvement of the next 
reaction method is the possibility to re-use random numbers, reducing the number of 
generation steps of random numbers to half of the direct method. Although the next-
reaction method can be considerable faster than the direct  method, it  is  challenging to 
code.  

 
Figure 2.2. Example of indexed priority queue. A tree structure of ordered pairs of the 
form (i,  i ),  where i  is  the number of  a reaction and i is  the time when reaction i  oc-
curs, and ith element is a pointer to the position in the tree that contains (i, i ). The tree 
structure has the property that each parent has a lower i than its children. 
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The advantages of next reaction method are: the method is exact (i.e. equivalent to 

the CME); it uses only a one random number per simulation event, and  it takes a time 
proportional to the logarithm of the number of reactions, and not to the number of reac-
tions [30].  Although the efficiency of updates in each step is  proportional to log M, if 
some reactions are much faster than others, the next reaction method may be effectively 
proportional to log ´M , where ´M M . The next reaction method can also be ex-
tended to both Markov and non-Markov time-varying processes [30]. 

Another  improvement  proposed  to  the  SSA  is  the  logarithmic  direct  method  [31].  
The better efficiency of the logarithmic direct method (LDM) spawns from locating the 
next reaction via binary search, which has an average search depth proportional to the 
logarithm of the number of reactions and independent of the ordering of the reactions. 
LDM reduces the computation time and avoids the pre-simulation step of previous SSA 
formulations. The efficiency can be further improved by stating update stage through 
the use of sparse matrix techniques [31]. 

2.1.3 Delayed Stochastic Simulation Algorithm 

The  first  stochastic  models  of  gene  expression  assumed  gene  expression  events  to  be  
instantaneous reactions, even though it sometimes takes a long time for a product to be 
released. [15] For example, transcription and translation consist of a number of chained 
reactions that happen in successive fashion. The time to execute this step is also depen-
dent on the kinetics and number of chained reactions, meaning that the time of release 
of the products differs, according to some distribution. Measurements of transcription 
elongation times showed that the velocities of separate events followed a wide normal 
distribution [32].  A simple idea to account for this would be to transform the multi-step 
process into a single delayed process, removing the intermediate steps. This leads to a 
generalization of the commonly used elementary reactions, where products appear 
without delay, to a delayed reactions, where the initiating events are separated from the 
appearance of products by defined distributions of time intervals. However, this trans-
forms the time-independent Markov process, in which the value ai is calculated from the 
state, and i is the sum of t and a random variable with exponential distribution and pa-
rameter ai, into a non-Markov process where the distribution of i depends on the history 
of states of the system [30]. 

In general, it is difficult to include non-Markov processes in stochastic simulations 
since the distribution of transition times to the next state includes the history of the sys-
tem [30]. However, some non-Markov processes in chemical reaction simulations have 
useful  properties  that  make  the  implementation  easier.  The  history  of  the  system con-
sists of the series of discrete transitions and transition times. In this case, the propensity 
of the next reaction is usually the same as in the previous, and can thus just be repeated. 
This makes the implementation easier as it allows converting identical state transitions 
into a single step, provided that one stores the entire state history. Second, the entire 
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history may not be needed. For any reaction , one only needs to store the part of the 
history that affects reaction , which in a chain of similar, consecutive reactions, implies 
significant reduction in stored steps [30]. The following reaction describes a general 
multi-step reaction: 
 

1 2
0 1 2 1A B S S S S S C Dk kk k k

n n    (2.10) 

 
Consider the following delayed process: a molecule type S0 is produced and then under-
goes an n-step process. The resulting molecule, Sn, affects the system dynamics. The 
first and last reactions differ, but all n intermediate equations are identical. Assuming 
time independence (first-order reactions are not affected by change in volume), one can 
simplify the n-step exponential process into a single step gamma process [30]. The 
number of processes to consider is equal to the number of distinct molecules produced 
within the process,  which is  much smaller than the number of states.  The assumptions 
made here can be used to describe many common biological processes [15]. 

The implementation of non-Markov processes is described by Gibson [30]. Delayed 
processes are stored into a waitlist that keeps track of all reactions happening at each 
moment in the simulation. The procedure is as follows: rather than storing the state and 
time  directly,  the  waitlist  is  a  list  of  the  time  of  occurrence  of  L processed events. At 
each step of the SSA, the time for occurrence of the next event in the waitlist  is  com-
pared to the time for the next event in the SSA. If the first is smaller than the latter, the 
event stored in the waitlist is executed. Else, a SSA step takes place. Since SSA simu-
lates  a  memoryless  process,  after  an  event  in  the  waitlist  is  executed,  a  new  random  
number is generated to determine the time for the next event. The algorithm proceeds as 
follows [19]: 
 

1. Set t = 0, tstop = stop time, set initial number of molecules and reactions, and 
create empty waitlist L. 

2. Generate an SSA step for reacting events to get the next reacting event R1 
and the corresponding time t1. 

3. Compare t1 with the least time in L, tmin . If t1 < tmin or L is empty, set: t = t1. 
Update the number of molecules by performing R1, adding delayed products 
(if existing) and the time delay that they have to stay in L from the appropri-
ate distribution. 

4. If L is not empty and if t1  tmin , set t = tmin. Update the number of molecules 
and waitlist L, by releasing the first element in L. 

5. If t < tstop, go to step 2; otherwise stop. 
 
Recent  studies  on  gene  expression  in  prokaryotes  [33]  and  eukaryotes  [34]  used  non-
delayed reaction models to match the experimental measurements. It is of relevance to 
note that these studies focused on steady-state dynamics of gene expression, where de-
layed and non-delayed dynamics would agree with each other after a transient. The de-
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lays cause some effects to be stronger in the dynamics of gene expression than one 
would assume from deterministic or non-delayed stochastic models. In particular, when 
modeling gene expression within more complex systems of reactions, such as given 
feedback loops, delayed reaction models are needed. The role of delays [35] and 

uctuations [36, 37] in the dynamics gene expression has been the interest of a number 
of studies.  

Several studies [38, 39] proposed delayed SSA algorithms that allow explicit delays 
in protein production. Another work [40] proposed the use of delayed SSA for reactions 
with  a  single  delayed  event.  This  algorithm  considered  two  types  of  reactions  with  a  
delayed event. In non-consuming reactions, the products of an unfinished reaction can-
not participate in new reactions, while in consuming ones, the reactants change imme-
diately.  The  algorithm  proposed  [19]  differs  from  the  previous  as  it  is  able  to  handle  
multiple delayed events in a single reaction and that each of these multiple delays can 
follow a distribution (i.e. are random variables). The algorithm divides the delayed reac-
tions into reacting events and generating events (appearance of products, possibly de-
layed). Non-delayed generating events are carried out at the same time as the corres-
ponding reacting event. Delayed generating events are stored in a waitlist which is 
sorted  by  time  of  occurrence  (also  stored  in  the  waitlist).  The  algorithm  benefit  is  to  
have more than one generating event per reacting event, meaning several products ap-
pearing with different delays from one reaction event. As mentioned, generating a new 
reaction event while discarding the one previously generated due to the occurrence of 
the delayed event, does not introduce errors as the process is memoryless (obeys Pois-
son statistics) [15]. 

2.2 Biology and modeling of gene expression 

Transcription and translation are the means of reading-out or expressing the genetic 
information by cells. The progression of genetic information in presented in Figure 2.3. 
The genetic information is stored in a sequence that contains four different bases (A, T, 
G, C). The first step in expressing the genetic information is to copy a particular portion 
of the DNA nucleotide sequence, the gene, into a RNA nucleotide sequence. The RNA 
differs from DNA in that nucleotides in RNA are ribonucleotides (rather than deoxyri-
bonucleotides) and the RNA contains the base uracil (U) instead of the thymine (T) in 
the DNA. Another difference is that while the DNA always stored in cells as a double-
stranded  helix,  RNA is  single  stranded.  Therefore,  RNA has  the  possibility  of  folding  
into complex three-dimensional shapes, with precise structural and catalytic functions 
[41]. 
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Figure 2.3. The progression of genetic information from DNA to RNA and from RNA to 
protein occurs in all living cells. The former is called transcription and latter is transla-
tion. Replication is the process of copying the genetic information to next generations. 
 

Once mRNA contains the needed genetic information, its  sequence is  used to syn-
thesize a protein. Instead of copying the information into a message, as it happens in 
transcription, the information is translated into a different form, an amino acid se-
quence. While the nucleotide sequence codes information in only four different nucleo-
tides, proteins consist of sequences composed of twenty different amino acids. This im-
plies that there is no one-to-one correspondence between these messages. Each group of 
three consecutive nucleotides in RNA, named codon, each codon specifying one amino 
acid (or stops the translation process) [41]. The transcription and translation are dynam-
ically coupled in prokaryotes as shown in Figure 2.4. 

2.2.1 Transcription in prokaryotes 

RNA polymerases initiate RNA synthesis at  sites in the DNA called promoters.  These 
sites are defined by both genetic and biochemical criteria [42]. The DNA sequence of 
individual bacterial promoters determines the strength of promoter (defined as the aver-
age number of initiations events per unit of time). The strength of promoters varies over 
a wide range. Sequence homologies and the location of promoter mutations have shown 
that two separate regions within the bacterial promoter participate in the RNA polyme-
rase initiation reaction. The two regions are located at, respectively, approximately 35 
and 10 base pairs upstream the start point of RNA synthesis [42]. 

The control  of transcription initiation involves several  enzymes, which help recog-
nizing the promoter, and various types of activator- and repressor molecules that control 
RNA chain initiation frequencies which have a dynamic range of about 104. Thus, some 
genes are transcribed every few seconds while the others only once in a generation [43]. 
The regulatory proteins recognize short specific sequences of double-helical DNA.  Al-
though  each  of  these  proteins  has  unique  features,  most  bind  DNA as  homodimers  or  
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heterodimers and recognize structural motifs in DNA. The motifs near the promoter are 
called “operator” sites. The amino acid sequence of the repressor molecule defines the 
folding structure of the protein, which in turn determines the particular DNA sequence 
that the gene regulatory protein recognizes. Heterodimerization increases the range of 
DNA sequences that can be recognized. The repressor molecules in some cases block 
the access of RNA polymerase, but in others the repressor may just affect the confirma-
tion of the bind RNA polymerase complex or looping of DNA to prevent binding, as in 
the ara and gal operons [42]. 

The main enzyme involved in transcription is the RNA polymerase (RNAp) which 
is a complex structure consisting of several subunits ( ´, ,  and ) [42]. The structure 
and sequence of RNAp has been determined by various methods, such as crystallization 
[42]. The core enzyme ( 2) termed E contains all necessary enzymatic components 
required  for  the  synthesis  of  RNA chains.  However,  the  combination  of  E  and   sub-
units forms the so-called holoenzyme (E ), which can bind specifically to promoter 
sites and initiate the RNA chain elongation correctly. Every molecule of RNAp contains 
exactly  one   subunit  (sigma factor).  Sigma factor  is  a  family  of  several  factors,  each  
used for specific purposes, e.g., 70 is the “housekeeping” or primary sigma factor, 
while 32 is the heat shock sigma factor, which is turned on when the cell is exposed to 
heat. 

The investigation of transcription initiation has relied for many years on a rather 
simple model involving three overall  steps:  (1) binding, (2) isomerization and (3) pro-
moter clearance [42]. There are various versions of this scheme vary from one promoter 
to the next, that may include additional steps and equilibrium reactions, but all are in 
accordance with the following scheme:  
 

c oR P RP RP RNA
fB kK

     (2.11) 

 
This scheme was suggested by Zillig and coworkers [42, 44, 45] and involves the initial 
binding of RNA polymerase to the promoter with a equilibrium binding constant, KB, to 
form an inactive complex called the closed complex (RPc). The closed complex subse-
quently isomerizes with rate constant kf to form the transcriptionally active open com-
plex (RPo) and dissociates the sigma factor. Before transcription initiation, the RNAp 
holoenzyme adheres only weakly to bacterial DNA when the two collide, and slides 
rapidly along the DNA molecule until it dissociates again [42]. Reaching the promoter 
region, the RNAp holoenzyme recognizes the promoter site by making specific contacts 
with the bases that are exposed on the outside of the helix. After the binding, the RNAp 
opens up the double helix to expose the nucleotides on each strand. The limited opening 
of the DNA helix does not require energy of ATP hydrolysis [41]. Instead, the polyme-
rase undergoes reversible structural change that is more favorable than initial state. With 
the unwound DNA, one of the exposed strands acts as a template for complementary 
base-pairing. The initial RNA synthesis in this step is relatively inefficient and involves 
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abortive initiation [46]. After the ten first nucleotides are assembled, the RNAp holoen-
zyme breaks its interactions with the promoter and releases the sigma factor [41].  

The elongation continues until reaching the terminator site, where the polymerase 
halts and releases both the elongated RNA chain and the DNA template. In prokaryotes, 
the termination signal consists usually of a string of A-T nucleotide pairs preceding a 
two-fold  symmetric  DNA  sequence  that  causes  the  transcribed  RNA  to  fold  into  a  
"hairpin" structure and to be released from the RNAp, which causes the dissociation of 
the RNAp from the DNA [41, 47]. After the RNAp has been released, it can associate 
with a free sigma factor to form a new holoenzyme and begin the process of transcrip-
tion again [41]. 
 

 
Figure 2.4. Overview of coupled transcription and translation in prokaryotes. The two 
processes are coupled in space and time, causing the information propagation to not be 
preceded by intermediate steps. Notice the possibility of traffic between ribosomes and 
between RNAps. 

2.2.2 Translation in prokaryotes 

Translation in prokaryotes can be divided into three main phases: initiation, elongation 
and termination. It begins with the binding of the ribosome complex to the mRNA 
strand. During elongation, the amino acids, determined by the RNA sequence, are add-
ed to the elongating peptide chain. Termination is the final step, as specific release fac-
tors detach the peptide and the RNA chain from the ribosome [41].  

The  translation  of  an  mRNA  begins  with  the  codon  AUG,  and  a  special  initiator  
tRNA carrying formylmethionine is required to start translation. Each bacterial mRNA 
contains a specific ribosome binding site (RBS; also called as Shine-Dalgarno se-
quence) that is located a few nucleotides upstream from AUG [41]. This nucleotide 
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sequence forms base pairs with the 16S rRNA of the ribosome to direct the ribosome to 
correct initiation site. The binding of the ribosome to the ribosome binding site starts 
with the binding of the 30S ribosomal subunit to the nascent mRNA. After that, fMet-
tRNA binds to the P-site forming a 30S complex. The 50S ribosome subunit attaches to 
it,  forming  the  70S initiation  complex  [41].  E. coli has specific translation factors for 
initiation (IF1, IF2 and IF3). As the ribosome binding is possible as soon as the RBS is 
revealed by the RNAp, bacterial mRNAs are often polycistronic i.e. they can encode 
different proteins from a single mRNA. 

Translation elongation is efficient and accurate in prokaryotes because of the exis-
tence  of  specific  translation  factors,  namely,  EF-G  and  EF-Tu,  which  assist  the  ribo-
some during each cycle by coupling the GTP hydrolysis with the transitions between 
the ribosomal states [41]. Translation elongation occurs through successive transloca-
tion-and-pause cycles [3]. Translocation includes three steps, followed by a pause, dur-
ing which the bond between amino acids is formed. EF-Tu assists the incoming ami-
noacyl-tRNA and checks whether the tRNA-amino acid match is correct. If the codon-
anticodon match is correct, the ribosome triggers the hydrolysis of GTP, whereupon 
tRNA donates its amino acid to protein synthesis [41]. 

The genetic code contains two mechanisms for redundancy: some tRNAs can be 
charged with the same amino acid, and a single tRNA can recognize more than one co-
don due to a “wobble” effect in position three of the anti-codon [41]. The net effect is 
that multiple codons code for the same amino acid. These codons are called synonym-
ous codons. Synonymous codons read by the same tRNA have been shown to translate 
at significantly different rates [17, 48], implying that translation rates are per-codon 
dependent, rather than per-tRNA or per-amino acid dependent. Only a few of these 
translation rates have been measured directly [17] but indirect assessment is available 
[20].  

Translation elongation, while efficient and rapid, it contains equilibrium reactions 
and error-correction that can inhibit forward translocation. For example, back-
translocation generally occurs when the tRNA has not yet locked into the peptide chain, 
causing the ribosome to move backwards on the mRNA template to the position of the 
previous codon. While the occurrence of back-translocation has been observed and can 
be promoted by certain antibiotics [49, 50], its exact causes remain somewhat unknown. 
Nevertheless, the kinetic rates for translocation and back-translocation have been meas-
ured under various conditions [49]. Alternatively, when the process becomes inefficient, 
there is the possibility of the ribosomes dissociating from the RNA prior to completion. 
The overall rate of dissociations has been measured in under various conditions [51]. It 
seems  that  the  error  in  translation  most  affecting  the  fitness  of  bacteria  under  normal  
laboratory growth conditions is the drop-off event [51]. 

Trans-translation  is  the  process  by  which  the  ribosome  is  released  from  the  RNA  
template after stalling, which can occur for various reasons, such as incorporation of an 
incorrect codon, premature mRNA degradation, or spontaneous frameshifting [52]. 
Trans-translation is executed by the tmRNA that together with SmpB and EF-Tu, binds 
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to the A-site of the ribosome and releases it from the mRNA [52]. Once the ribosome is 
released, the mRNA is usually degraded. 

Translation elongation continues until reaching a stop codon. These are not recog-
nized by a tRNA and do not specify an amino acid, but instead signal release factors to 
bind the ribosome. In E. coli there are three release factors:  RF1 or RF2 binds and re-
leases the ribosome together with RF3 [41]. These factors force the peptidyl transferase 
in the ribosome to add a water molecule instead of an amino acid to the peptidyl-tRNA. 
This  frees  the  carboxyl  end  of  the  polypeptide  from  the  tRNA  and,  thus,  releases  the  
whole peptide chain into the cytoplasm [41]. 

2.2.3 Modeling gene expression in prokaryotes 

Modeling gene expression is a means to examine the dynamics of transcription and 
translation to estimate and profile the dynamical role of steps and parameters. The prob-
lem in  modeling  is  the  decision  of  what  features  to  include  in  model  and  what  is  not  
relevant  and  can  be  excluded.  Many  models  claim  to  account  for  the  critical  steps  in  
gene expression, yet we have no certainty what those steps are, i.e., what sets of chemi-
cal transitions should be integrated into reaction channels and what concentrations 
should be absorbed into kinetic rate constants. Most relevantly, the relevance of the var-
ious  steps  may  differ  from  gene  to  gene,  between  different  environmental  conditions,  
and  even  with  the  dynamic  state  of  the  gene  network.  Experimental  results  show that  
many genes can produce very different fluctuations in RNA and protein numbers de-
pending on the environment and conditions of experiment [36, 53, 54]. This poses great 
difficulty in designing a general model of gene expression.  

Most models [21, 55-57] are based on the premise that gene expression dynamics 
follows a cascade: gene activation determines the mRNA concentration, which in turn 
determines the protein concentration. This premise can be extended into other processes 
as  well:  any  process  that  indirectly  affects  the  concentrations  of  proteins  and  RNA or  
the dynamics of gene expression at any level ought to be included into realistic models. 
Most models focus on gene activation, RNA and protein numbers, discarding other 
possible processes as affecting effective rate constants. 

The gene activation can be described as a random process, in which genes sponta-
neously switch between on and off states at a certain rate. However, depending on the 
growth rate of the cell, bacteria can have several copies of genes in partially replicated 
chromosomes [58], or in multi-copy plasmids. Transcription and translation are consi-
dered to be Poisson processes where the production probabilities per unit time are pro-
portional to the number of activated genes and mRNAs, respectively [59]. This assump-
tion does not account possible interfering events e.g. RNAp usage, elongation pauses 
[16, 47], premature terminations [60, 61] and amino acid starvations. Finally, mRNAs 
and proteins are often described as having exponentially distributed lifetimes, assuming 
that each degradation event is independent and memoryless [59]. This may not hold if 
the degradation rate depends on competition between ribosomes and RNases, for exam-
ple [62]. 
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The first stochastic models of genetic circuits assumed gene expression as an instan-
taneous process. The models’ dynamics were simulated with the SSA. However, tran-
scription and translation take time and these durations depend on the gene length, thus, 
vary from gene to gene. Recent models introduced delays in the reactions such as tran-
scription and translation,  so as to allow RNAs and proteins to appear with delays,  fol-
lowing expression [19, 23, 38]. While non-delayed models can match gene expression 
fluctuations [34] under certain conditions,  gene regulation network models with com-
plex dynamics, e.g. feedback loops, require delayed reactions to reproduce the dynamics 
[38, 63]. Several reactions in gene expression, such as transcription, translation, post-
translational modifications, and folding, are time consuming [64].  

Here we present the first multi-delayed stochastic model whose dynamics was com-
pared to, and found to match, measurements of gene expression at the single event level 
[13]. The model comprises transcription, translation, repression of transcription and 
RNA and protein degradation [21]. 
 

tk
1 1 2 2Pro RNAp Pro( ) RBS( ) RNAp( ) R( ),     (2.12) 

trk
3 4 5Rib RBS RBS( ) Rib( ) P( ),      (2.13) 

RBSRBS ,d          (2.14) 
repPro + Rep Pro Rep,k         (2.15) 

unrepProRep Pro + Rep.k         (2.16) 
 
This model (reactions (2.12) to (2.16)) is based on a previous one proposed in [57]. 
Reactions (2.12) and (2.13) describe prokaryotic transcription and translation, respec-
tively.  Pro  represents  the  promoter  region  of  the  gene,  RNAp is  an  RNA polymerase,  
Rib is  a ribosome, and R is a transcribed RNA molecule.  The RBS (ribosome binding 
site) is the initial sequence of the RNA to which the ribosomes bind to and initiate trans-
lation. In prokaryotes, translation can occur as soon as the RBS emerges from the RNA 
exit channel of RNAp (delay of 1 seconds). This delay determines the time to products 
appearing in the cell. Note that  can be a random variable following a distribution, thus 
vary from one reaction event to the next. Reaction (2.14) is the degradation of mRNA 
(more specifically, of the RBS, which prevents new translation events of that mRNA). 
Reaction (2.15) models transcription repression by a repressor molecule (Rep) binding 
into operator site next to the promoter, while (2.16) models the unbinding of the repres-
sor from the operator. Only when the operator is free from repression, can transcription 
initiate.  With low induction the model produces Poisson distribution of RNA numbers 
and geometric distribution of protein numbers from a single RNA, as shown in Figure 
2.5. 
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Figure 2.5. (Left) Histogram (gray bars) of the number of mRNAs per cell cycle. The 
data fit well to a Poisson distribution (solid line) with an average of 1.2 RNAs per cell 
cycle. (Right) Distribution of the number of protein molecules from a single RNA, which 
follows a geometric distribution (solid line). 

2.3 Single nucleotide models 

Although translation-transcription coupling has been known for decades, direct impacts 
of the coupling has only been described in the phenomena of transcription attenuation 
and polarity [60]. The regulatory mechanisms involved in these processes take place 
during transcription and translation elongation processes rather than, e.g. transcription 
initiation, thus representing a case of regulation in an independent layer of control.  

In most modeling strategies proposed so far, elongation has been modeled as a sim-
ple delayed or non-delayed single step event, thus not allowing the modeling possible 
regulatory mechanism of RNA and protein numbers dynamics in this stage. However, 
elongation dynamics is far more complex than these models assumed [2, 16, 47, 60]. 
Recent studies have thus proposed the explicit modeling of transcription elongation as a 
chain of consecutive reactions, one for each nucleotide [5, 62].  

Transcription elongation includes many competitive reaction channels to regulate 
the RNAp movement on the template [2, 16]. Transcriptional regulation during elonga-
tion can be accounted for if there are explicit single-nucleotide addition reactions in the 
model. The regulative reaction pathways can be made available to the RNAp at each 
template position, and the kinetic competition between the alternative reaction channels 
and normal elongation, not only determine greatly, for example, the stochasticity of the 
process, but by changing reaction rates, it results in completely different transcriptional 
outcomes at the operon level (e.g., premature terminations and productive transcrip-
tions). Forward transcription elongation, which includes nucleotide activation and addi-
tion, is the dominating reaction channel, but, especially in specific sequences, or during 
transient concentrations fluctuations, it may enhance the activation of different path-
ways, e.g. sequence-dependent pausing [16]. This concept of kinetic competition at the 
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nucleotide level makes the dynamics of transcription elongation much more diverse, 
leading to complex patterns of noise in gene expression. 

One  of  the  first  stochastic  models  of  transcription  at  the  nucleotide  level  was  pro-
posed  in  [62].  The  phage-  lysis-lysogeny  decision  circuit  was  the  model  system,  and  
the novel modeling strategy of its dynamics was able to explain the experimental re-
sults, which other models (deterministic in nature) could not. The movement of the 
RNAP along the DNA was modeled as a sequence of independent one-nucleotide reac-
tion steps. It was assumed that each step forward has constant probability of occurring 
per unit time. This analysis shows how stochastic molecular level fluctuations can be 
exploited by the regulatory circuit to produce different phenotypes from the same geno-
type in monoclonal cell populations. 

Another model with multi-stepped transcription elongation [22] introduced ubiquit-
ous pauses due to backtracking of the RNA polymerase. Such pauses led to a non-
Poisson distributed, broad and heavy-tailed distribution of transcription elongation 
times. It also enhances bursts in mRNA production, when the time intervals between 
RNAps are shorter than in Poisson statistics. Results suggest that transcriptional pausing 
may lead to a range of variability in transcription rates between consecutive events, with 
a non-negligible effect on noise in mRNA levels as well as in cell-to-cell variability in 
RNA numbers. 

Recently, a model including the elongation at the nucleotide level was proposed [5] 
that, in addition to alternative regulation pathways presented in previous models; it ad-
ditionally includes e.g. RNA polymerase arrests [2] and promoter complex formation 
[65].  The  study  of  the  dynamics  of  this  model  showed that  the  occurrence  of  pausing  
and other chemical pathways in step-wise elongation can increase collisions between 
preceding RNAp molecules and amplify bursting. The proposed delayed stochastic 
model of transcription at the nucleotide level incorporates the promoter occupancy time, 
pausing, arrests, misincorporation and editing, pyrophosphorolysis, premature termina-
tion [5], and accounts for the footprint of an RNAP when bound to the DNA template 
[2, 66].  

The  dynamics  of  the  single  nucleotide  model  did  not  fully  match  the  dynamics  of  
single-step delayed models, indicating that the noise in elongation affects the time inter-
val distributions [5]. However, the difference between the delayed and detailed models 
was not only due to traffic between polymerases. Competitive events in elongation such 
as pauses and arrests have a role in shaping the time-interval distribution even when not 
sufficiently frequent or long to cause collisions between RNA polymerases. Beforehand, 
it was assumed that single-step multi-delayed models of transcription were accurate as 
long  as  the  level  of  expression  is  low,  i.e.  no  collisions  between  the  elongating  RNA  
polymerases [38]. 

The measured distribution of intervals between completion events, at the single pro-
tein level [13] or at the single RNA level [14] were matched with both the delayed and 
detailed models. In fully induced genes, the time for the promoter complex formation 
[65]  was  found  to  be  the  rate  limiting  step  determining  the  rate  of  collisions  between  
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elongating RNAps. Pauses and arrests allow the RNA completions to be separated by a 
time interval smaller than the duration of the open complex formation, producing “burs-
ty” transcription dynamics. Simulations of the model proposed in [5] showed that the 
delays in elongation processes are not well fit by uniform distributions. For example, a 
pause-prone sequence is likely to cause a broader distribution of elongation delays than 
otherwise.  

The modeling of translation in nucleotide (or codon) level has also been proposed. 
Arkin and co-workers proposed a translation model consisting of n steps and competi-
tive degradation control [62]. Statistics of intersteps times were described by the expo-
nential probability function and ribosome queuing was involved as is observed in expe-
riments [67, 68]. However, several experiments indicate that not all codons are trans-
lated at the same speed [17, 48]. Ribosome traffic was found to be dependent on se-
quence rather than gene length or other parameters. This modeling strategy was used in 
a recent study of translation efficiency and traffic [20]. They reproduced the observa-
tions from in vivo experiments for incorporation of radioactivity in different strains with 
slow-to-translate codons [17] into a protein, which could not be modeled with neither as 
deterministic nor by a uniform stochastic modeling strategy [20].  

However, the translation speed has been measured only for a few codons under spe-
cific circumstances but indirect assessment is available for the overall translational effi-
ciency [20]. Several studies propose that translation efficiency determines the transcrip-
tion process outcome [68] and the speed of transcription elongation [69]. There are re-
sults suggesting the existence of direct translation-transcription coupling between the 
RNAp and ribosome that explain why mRNAs being translated cannot by terminated by 
Rho termination factor [70]. Uncoupling of transcription and translation at the end of 
operons enables transcription termination. 

2.4 Fluorescence microscopy 

Genes’ expression levels have been measured using a variety of techniques such as 
Northern blotting, quantitative PCR and sequencing. While these techniques allow high 
throughput measurements of gene expression at the whole genome scale, they have 
drawbacks in studying gene expression dynamics at the molecular level. The data is 
noisy, the measurements are necessarily from populations of cells and in vivo measure-
ments are not possible. In measurements of dynamics of gene expression, fluorescence 
microscopy has been for a long time the state-of-the-art method of measuring gene ex-
pression in individual cells. The limitations of light microscopy are well-known and 
only a few methods have been able to improve it. The diffraction barrier is still present 
and, while there are methods to circumvent this restriction, the physical limitation that 
the resolution is half of the wavelength of the light in measurement cannot be overcome. 

The image quality can be assessed in two terms: contrast and resolution. Resolution 
is the physical concept that can be described, measured and manipulated according to 
rules derived from optics. On the other hand, contrast, the difference in visual properties 
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that  makes an object  (or its  representation in an image) distinguishable from other ob-
jects and the background, is not quantifiable. Contrast is limited by the noise in the 
measurements and is, usually, independent of the resolution available. 

A confocal microscope has slightly higher resolution than a wide field microscope, 
but this is not its biggest advantage. The actual benefit of using confocal microscopy 
comes from its higher contrast, especially given thick specimens. It is based on restrict-
ing the volume under observation i.e. keeping overlying or nearby light sources from 
contributing to the detected signal.  The disadvantage for this is  slow as the instrument 
must observe only one point at a time (e.g. scanning laser confocal) or a group of sepa-
rated points (e.g. the spinning-disc confocal). For now, we study the applicability of 
microscopy to measurements of gene expression in individual cells. 

The  most  common  way  to  study  specific  genes  under  microscope  is  to  use  green  
uorescent protein (GFP) obtained from the jellyfish Aequorea Victoria [71]. GFP 

emits green light when excited with light of proper wavelength and only requires the 
presence of oxygen to maturate i.e. no external compounds are needed for organisms to 
express observable GFP [71]. The GFP gene may be inserted to and expressed in a wide 
range of organisms, e.g., mammals [72], fishes [73], yeasts [74], and a broad variety of 
bacteria [13, 14]. GFP normally doesn’t affect the growth of the host and does not inte-
ract with other proteins. The optimal reporter for studying real-time gene expression in 
individual cells should possess an instability allowing monitoring of rates of expression. 
A  major  drawback  of  GFP  is  that,  once  formed,  it  is  very  stable  [75],  which  in  turn  
renders the protein less valuable for studies of transient gene expression. Andersen and 
co-workers constructed new variant GFP genes with reduced half-life compared to wild-
type [75]. 

Recent advancements in fluorescence microscopy methods include measuring the 
real-time production of single protein molecules in individual E. coli cells  [13].  A fu-
sion protein of a fast-maturing yellow fluorescent protein (YFP) and a membrane-
targeting peptide was used to monitor appearance of individual fluorescent molecules 
inside the cell under a repressed condition. This method included photobleaching the 
appeared molecules after taking image to retain the optimal conditions for detection i.e. 
to prevent the clustering of spots. The proteins were produced in bursts from a stochas-
tically transcribed mRNA molecule with intervals large enough to track the proteins into 
individual mRNAs. They observed the distributions of protein production and found 
that protein copy numbers in the bursts follow a geometric distribution. 

Real-time dynamics of RNA production is much harder to measure in the cell than 
fluorescent proteins and the most used constructs consist of tagging RNA with fluores-
cent probes. Singer and co-workers visualized localization of the mRNA in living yeast 
cells  using  green  fluorescent  protein  (GFP)  fused  to  the  RNA-binding  protein  MS2 to  
bind a reporter mRNA containing MS2-binding sites [76, 77]. Golding modified this 
system to measure RNA production in bacteria [14]. The mechanism is illustrated in 
Figure 2.6.  They found that transcription occurs in bursts,  that  the burst  sizes are geo-
metrically distributed and that the intervals between bursts are exponentially distributed. 
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Another method used is based on uorescent-protein complementation regulated by the 
interaction of a split RNA-binding protein with its corresponding RNA binding protein 
[78]. Valencia-Burton and colleagues dissected the RNA binding protein in two frag-
ments, and each fragment is fused to split fragments of green uorescent protein (GFP). 
Binding of the fragments into RNA resulted in the expression of the assembled GFP in 
bacteria. 
 

MS2d

mRFP1

GFPmut3PLtetO

Plac/ara 96x MS2-bs

A

 

 
 
Figure 2.6. (A) Genetic components of the detection system used in measurements of E. 
coli [14]. The tagging protein consists of a MS2 coat protein fused to GFP. Protein 
production is regulated by the PLtetO promoter [43]. The RNA target consists of the cod-
ing region for mRFP1, a monomeric red uorescence protein [79], followed by a tan-
dem repeats of 96 MS2 binding sites. RNA target production is controlled by Plac/ara 
promoter [80]). This construct is on an F plasmid, with a single copy per bacterial 
chromosome. (B) Detection of mRNA in living cells from a microscope image of cells 
expressing the RNA target and tagging protein. The bright spots inside the cells are 
mRNAs tagged with approximately 96 fused GFP proteins. The green background 
represents freely diffusing fusion proteins. (C) Detection of protein in living cells. This 
microscope image shows the expression of red fluorescent protein (RFP) inside the bac-
teria. 
 

Real-time measurements of gene expression are applicable only to certain condi-
tions. Constant imaging bleaches the fluorescent proteins and causes photo-toxicity in 
cells. Instead of using real-time measurements, one can observe the state of the popula-
tion in a single time moment. It is possible to infer some properties of the dynamics 
from population level measurements.  Xie and co-workers studied naturally occurring 
mRNA and protein numbers in individual cells by fixing the cells and using fluores-
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cence in situ hybridization (FISH) with single-molecule sensitivity [81]. They con-
firmed the validity of transcript measurements with RNA-seq and measured of proteins 
levels with an YFP fusion library with single-molecule accuracy, providing quantitative 
analyses  of  both  abundance  and  noise  in  the  proteome  and  transcriptome  for  E. coli. 
They found no momentary correlation between mRNA and protein levels that causes the 
disconnection between proteome and transcriptome analyses of a single cell. However, 
this may be explained by the difference in mRNA and protein lifetimes.  
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3 MATERIALS AND METHODS 

3.1 Model of transcription at a nucleotide level 

We model the dynamics of gene expression as in [23]. This model was shown [21] to 
match the dynamics of RNA and protein production at  the single molecule level [13].  
The dynamics of the system of chemical reactions is driven by the delayed stochastic 
simulation algorithm (delayed SSA [19]) so as to include events whose time of comple-
tion  once  initiated  is  non  negligible,  in  that  it  affects  the  dynamics  of  production  of  
RNA and protein molecules. Specifically, several steps in gene expression, such as the 
promoter open complex formation, are time consuming [64].  In order to include these 
events when simulating gene expression, the delayed SSA was proposed [19].  

All simulations are executed by an extended version of SGNSim [24] to allow mul-
tiple coupled chain elongation processes to run in parallel on each elongating RNA 
strand. The extension consists in providing the simulator with the ability to introduce 
new chemical reactions at run time (i.e., those corresponding to the translation of each 
individual RNA strand).  

The delayed stochastic model of transcription at the nucleotide level [5] includes the 
promoter occupancy time, pausing, arrests, editing, premature terminations, pyrophos-
phorolysis, and accounts for the RNAp footprint in the DNA template [2]. Additional 
reactions model the stepwise forward movement and activation of the RNAp, pausing 
and unpausing of the RNAp due to collisions with adjacent RNAps, release of the pro-
moter when the RNAp begins elongation, and error correction. A state diagram of one 
nucleotide in transcription elongation is shown in Figure 3.1. 

 
Figure 3.1. State diagram of one nucleotide in transcription elongation. 
 

The reactions, stochastic rate constants and time delays, are shown in Table 3.1, and 
described in detail in [5].  Here, Pro stands for the promoter region, RNAp for the RNA 
polymerase, and RNAp•Pro for the promoter region occupied by an RNAp. An, On and 
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Un stand for the nth nucleotide when activated, occupied, and unoccupied, respectively. 
Ranges of nucleotides are denoted such as U[start,end], denoting a stretch of unoccupied 
nucleotides from indexes start to end. 

p
On ,

ar
On  and

correcting
On are used to represent a 

paused, arrested, or error correcting RNAp at position n. On the template, each RNAp 
occupies (2 RNAp+1) nucleotides, where RNAp = 12. These nucleotides cannot be occu-
pied by any other RNAp at the same time. RUn  denotes transcribed ribonucleotides 

which are free (i.e., not under the RNAp’s footprint). These transcribed ribonucleotides 
are created in a separate part of the simulation (denoted by the R superscript pointing to 
RNA compartment), one separate set per RNA strand, so that we can simulate the trans-
lation of all individual RNA molecules independently and simultaneously. 

We use a delayed reaction event to model the first step in transcription; the promo-
ter closed and open complex formation (3.1). These processes could instead be modeled 
by a set of non-delayed, consecutive reactions [65]. We use a delayed reaction as it was 
shown to accurately model the dynamics of this process [19, 21,  23].  The duration of 
this step likely varies from one event to the next, but while values for the mean duration 
are known, as of yet, there are no exact measurements of the standard deviation. Never-
theless, it is likely small compared to the mean, given the very small standard devia-
tions of promoter activity [80].  For these reasons,  we set  the promoter delay,  oc, as a 
random variable, following a normal distribution with a mean of 40 s and a standard 
deviation of 4 s, whose value is randomly drawn each time a transcription event occurs. 

Once the first nucleotide is occupied via reaction (3.2), stepwise elongation can be-
gin (3.3). Also, as soon as the promoter is released, a new transcription initiation event 
can occur. Following each elongation step (3.3), an activation step occurs (3.4), which 
is necessary for the RNAp to move along the template to the next nucleotide. The fol-
lowing events compete with stepwise elongation: pausing (3.5) and (3.7),  released via 
(3.5) or (3.6), arrests and their release (3.8), editing (3.9), premature terminations 
(3.10), and pyrophosphorolysis (3.11).  

At the end of the elongation process, the RNAp is released (3.12). mRNA degrada-
tion is modeled, for simplicity, as a first order reaction (3.13). When (3.13) occurs, the 
first  few  ribonucleotides  of  the  RNA  are  immediately  removed  from  the  system,  pre-
venting any new translation event [82]. Thus, we model the degradation process such 
that it begins in the vicinity of the RBS and then gradually cuts the mRNA as it is being 
released from the ribosomes. This allows the translating ribosomes to complete protein 
production before the whole mRNA is degraded.  When the final ribosome unbinds 
from the RNA, the rest of the RNA strand, denoted by R in reaction (3.13), is destroyed. 
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Table 3.1. Reactions in modeling transcription. Chemical reactions, rate constants     
(in  s-1), and time delays (in s) used to model transcription initiation, elongation, and 
termination. Parameter values were obtained from measurements in E. coli, mainly for 
LacZ. References are reported in the column Ref. 

Event Reaction  Rate constant Ref. 

Initiation and 
promoter com-
plex formation 
(3.1) 

Pro RNAp RNAp Pro( )initk
oc    kinit = 0.015 

oc = 40  4 [21] 

Promoter clear-
ance (3.2) RNAp[1, 1] 1RNAp Pro U O Promk  km = 114 [69] 

Elongation (3.3) 
RNAp RNAp

RNAp RNAp

R
1

R
1

A U N

    O U U

mk
n n n

n n n

 km = 114 [69] 

Activation (3.4) RO A Nak
n n n  

ka = 114,  
n > 10,  
ka = 30, n  10 

[69] 

Pausing (3.5) p1/
O Op

p

k

n n  kp = 0.55  
p = 3 [2] 

Pause release 
due to collision 
(3.6) 

RNAp RNApp

0.8
-2 1 -2 1O +A O +Am

n nn n
k  km = 114 [83] 

Pause induced 
by collision 
(3.7) 

RNAp RNApp p p

0.2
-2 1 -2 1O +A O +Om

n nn n
k  km = 114 [83] 

Arrests (3.8) ar1/
O Oar

ar

k
n n  kar = 0.00028 

ar = 100 [5] 

Editing (3.9) correcting1/
O Oec

c

k
n n  kec = 0.008  

c = 5 [2] 

Premature ter-
mination (3.10) RNAp RNAp[ - , + ]O RNAp+Upre

n n n
k  kpre= 0.00019 [84] 

Pyrophosphoro-
lysis (3.11) 

RNAp RNAp

RNAp RNAp

R R
1 1 1

R
1 1 1

O U N U

    O U N

pyrok
n n n n

n n n

 kpyro = 0.75 [85] 

Completion (12) 
RNAp[ , - ]A RNAp Uf

last last last

k
n n n  kf  = 2 [86] 

mRNA degrada-
tion (3.13) R drk

 
kdr = 0.011 [13] 

 
If the model of RNA degradation was such that some of the ribosomes on the RNA 

template fell off when degradation begins (i.e. due to endonucleatic cleavage of the 
RNA chain at a random position [82]), one consequence would be the reduction of the 
mean protein burst  size as these RNAs would contribute far fewer proteins than if  the 
ribosomes were allowed to finish translating. This would likely result in a reduction of 
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protein noise levels. Alternatively, the ribosome occupancy of the ribosome binding site 
might determine mRNA longevity [68]. In this case, for the same mean burst size, the 
noise is expected to increase since large bursts will get larger and small bursts will get 
smaller, likely increasing protein noise levels. We opted not to include these additions 
to the degradation model since they are not yet well characterized [82]. 

Finally, we note that in present model we do not add an explicit reaction for abor-
tive initiation of transcription [46]. This could be done by adding a reaction (3.14) 
which would compete with reaction (3.2). Its rate, kab, would be set so as to match the 
fraction of abortive initiations after the formation of the promoter open complex [46]: 

 

RNAp Pr o Pro + RNApabk      (3.14) 
 

For simplicity, we opted not to include this reaction in the simulations, and instead 
set a value for the rate of transcription initiation that matches realistic rates of RNA 
production. From the point of view of RNA production, since (3.14) competes with 
reaction (3.2), it would be dynamically equivalent to decrease the rate of transcription 
initiation in (3.2) to account for the fraction of abortive initiations. The model of tran-
scription and the reaction rates in Table 3.1 are described in greater detail in [5]. Para-
meter values were obtained from measurements in E. coli. 

3.2 Model of translation at a codon level 

The stochastic model of translation at the codon level includes initiation (3.15) and 
stepwise translocation (codon incorporation) (3.16-3.18) followed by activation (3.19). 
Reactions competing with translocation are back-translocation (3.20), drop-off (3.21), 
and trans-translation (3.22). The process ends with elongation completion (3.23), fol-
lowed by protein folding and activation (3.24). Protein degradation (3.25) is included to 
allow us to study fluctuations in protein levels at steady state. All reactions and rate 
constants are presented in Table 3.2. 

  
Figure 3.2. State diagram of one codon in translation elongation 

Here, Rib denotes a free ribosome complex in the cellular medium, while RibR de-
notes  a  ribosome bound to  a  specific  RNA strand.  Similar  to  RNAp,  Rib denotes the 
ribosome’s footprint in the RNA template. Each ribosome occupies (2 Rib+1) ribonuc-
leotides, where Rib = 15 [20]. RUn , ROn  and RAn  are the ribonucleic equivalents of Un, 

On and An. RUn denotes an unoccupied ribonucleotide, while ROn  denotes that a translat-
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ing ribosome is currently positioned at ribonucleotide n. Similarly, RAn  denotes that a 

ribosome has created peptide bond for the peptide coded by the codon at position [n-
2,n], where n is a multiple of 3 (n = 3, 6, 9, …). Since different codons are translated at 
different rates, the activation reaction has a codon-specific rate [17]. Specific rates were 
set for four codons, while the remaining ones fall into three different classes [20], A, B 
and C, whose rates are denoted ktrans{A,B,C}. 

Translation has three main phases: initiation, elongation and termination. It begins 
with the binding of the ribosome complex to the mRNA strand. During elongation, the 
amino acids, determined by the RNA sequence, are added to the elongating peptide 
chain. Termination is the final step, as specific release factors detach the peptide and the 
RNA chain from the ribosome. The specific translation factors of E. coli for each phase 
are not explicitly modeled, as they exist in abundance under normal conditions. The 
binding  of  the  ribosome to  the  RBS of  the  RNA is  modeled  as  a  single  step  reaction  
(3.15). The next ribosome can only to bind after the preceding one has moved away 
from the RBS. This implies that the initiation of two consecutive translation events is 
separated by a non-negligible time interval.  

Translation elongation occurs through successive translocation-and-pause cycles 
[3]. Translocation includes three steps (3.16-3.18), after which there is a pause (3.19), 
during  which  the  bond  between  amino  acids  is  formed.  The  time  that  (3.19)  takes  to  
occur  accounts  for  this  pause,  which  is  much  longer  than  the  time  for  (3.16-3.18)  to  
occur [3].  

Synonymous codons read by the same tRNA have been shown to translate at signif-
icantly different rates [17], implying that our model must incorporate per-codon transla-
tion rates for reaction (3.19), rather than per-tRNA or per-amino acid rates. Only a few 
of these translation rates have been measured directly [17] but indirect assessment is 
available [20]. In our case, we assume normal cellular conditions, including an abun-
dance of charged tRNA, implying that we do not need to model the tRNA explicitly. 
Since each codon is translated at a different rate, the codon frequency also needs to be 
accounted for explicitly [48]. In the model, the sequence can either be randomly gener-
ated or selected from a known gene. In the former case, the sequence is randomly gen-
erated according to the known statistical frequency of each codon in E. coli. 

The competing reactions of stepwise translation elongation are back-translocation 
(3.20), drop-off (3.21) [51] and trans-translation (3.22), which are explicitly modeled. 
Back-translocation generally occurs when the tRNA has not yet locked into the peptide 
chain, causing the ribosome to move backwards on the mRNA template to the position 
of the previous codon. While the occurrence of back-translocation has been observed 
and can be promoted by certain antibiotics [49, 50], its exact causes remain somewhat 
unknown. Nevertheless, the kinetic rates for translocation and back-translocation have 
been measured under various conditions [49]. Alternatively, the ribosomes can random-
ly dissociate from the RNA, in a process called drop-off, modeled by reaction (3.21). 
The overall rate of drop-off has been measured in [51], from which we have inferred a 
per-codon rate. 
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In the model, stalling followed by trans-translation, which can occur for a variety of 
reasons, such as the incorporation of an incorrect codon, premature mRNA degradation, 
or spontaneous frameshifting [52], can occur spontaneously with a given probability at 
any codon via reaction (3.22). When this reaction occurs, the RNA strand is immediate-
ly destroyed in the simulation, and all translating ribosomes are released back into the 
cellular medium, denoted in reaction (3.22) by [RibR]Rib, where [RibR] denotes the 
number of ribosomes bound to the RNA at that moment. 

Translation  elongation  continues  until  the  stop  codon  is  reached  (3.23).  The  exact  
steps in termination are not modeled explicitly in the model. Its kinetic rate is higher 
than initiation, preventing queuing near the stop codon [20]. Reaction (3.23) is followed 
by folding and activation (3.24), modeled as a first order process for simplicity [21]. 
The rate of this reaction is set to model the maturation time of GFP, as most measure-
ments of protein expression at the single cell level use this protein. Pprem denotes the 
unfolded protein, while P denotes the complete activated protein, which can then de-
grade via reaction (3.25). 

 
Table 3.2. Reactions in modeling translation. Chemical reactions and rate constants       
(in s-1) used to model translation initiation, elongation, and termination, as well as pro-
tein folding and activation, and protein degradation. Parameter values were obtained 
from measurements in E. coli, mainly for LacZ. References are reported in the Ref. 

Event Reaction  Rate constant Ref. 

Initiation (3.15) _

Rib

R R R
[1, 1] 1Rib U O Ribtrans initk  ktrans_init = 0.33 [20] 

Stepwise translocation 
(3.16-3.18) 

Rib Rib

Rib Rib

R R R
3 [ 3, 1] 2

R R
2 1

R R R
1 [ 2, ]

A U O

O O

O O U

tm

tm

tm

k
n n n n

k
n n

k
n n n n

 ktm = 1000 [3] 

Activation (3.19) RR AO },,{
n

k
n

CBAtrans  
ktransA = 35, 
ktransB = 8, 
ktransC = 4.5 

[20] 

Back-translocation 
(3.20) 

Rib Rib

Rib Rib

R R
[ 2, ]

R R
3 [ 3, 1]

O U

    A U

btk
n n n

n n n

 kbt = 1.5 [41] 

Drop-off (3.21) 
Rib Rib

R R
[ - , ]O Rib Udropk

n n n  kdrop = 
0.000114  [61] 

Trans-translation 
(3.22) 

RR [Rib ]Ribttk  ktt = 0.000052 [87] 

Elongation comple-
tion (3.23) 

_

Rib

R R
[ , - ] premA Rib U Ptrans f

last last last

k
n n n

 
ktrans_f = 2  [20] 

Folding and activation 
(3.24) premP Pfoldk  kfold = 0.0024 [88] 

Protein degradation 
(3.25) P deck  kdec = 0.0017 [88] 
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Given the above, we note that the dynamics of transcription and translation are se-

quence dependent in the present model in the following ways.  First,  the model allows 
the insertion of, e.g., arrests or sequence specific pauses at a specific nucleotide (exem-
plified in the last section of the results section). In general, since the rates of all possible 
events are defined uniquely for each nucleotide, any event may be set to have a distinct 
propensity at a specific nucleotide rather than a constant rate for all nucleotides. Trans-
lation elongation is, in the same manner, sequence dependent, with the additional fea-
ture that the rates of elongation in this case are always codon dependent. 

The chemical reactions and rate constants (in s-1) used to model translation initia-
tion, elongation, and termination, as well as protein folding and activation and protein 
degradation are in Table 3.2. Parameter values were obtained from measurements in E. 
coli, mainly for LacZ. 

3.3 Correlation and time-averaging of noise 

Protein levels do not respond instantaneously to changes in the number of mRNA mole-
cules  in  the  system  since  new  proteins  take  time  to  synthesize  after  a  new  mRNA  is  
produced, and excess proteins take time to degrade after an mRNA has been degraded. 
Since the processes of creation and degradation in proteins take longer than in RNA, the 
fluctuations in protein levels result from a time averaging of the fluctuations in mRNA 
levels [8].  The degree to which fluctuations propagate from RNA to protein levels de-
pends on various parameters, the most relevant being the ratio between the degradation 
rates of the proteins and RNAs. Changing this ratio is likely to affect the degree of cor-
relation between the RNA and protein time series. 

The effect of the time-averaging phenomena on protein numbers is quantifiable as 
follows: 0 < 1/( 1 +  2)  <  1,  where  1 and  2 are the average lifetimes of mRNA and 
proteins, respectively. The noise ( 2/µ2) in protein levels due to fluctuations in mRNA 
levels,  given a simple birth and death process following Poisson statistics,  can thus be 
approximated as following [8]: 

 
2
2 1

2
2 1 2 12

1 1 ,
n nn

        (3.26) 

 
where <n1> and <n2> are the average number of mRNA and proteins, respectively. The 
first term on the right-hand-side includes the contributions from the small-number Pois-
son fluctuations of probabilistic individual birth and death events of proteins. This noise 
does not necessarily have to be Poissonian [8]. The second term accounts for the contri-
butions from random changes in the rate of protein synthesis caused by fluctuations in 
mRNA numbers. 

There is another noise source, namely, arising from the stochasticity in the gene ac-
tivation dynamics. mRNA numbers adjust quickly to changes in gene activity, while 
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proteins adjust slowly to changes in mRNA level. If we assume Poisson statistics in all 
steps a more accurate estimation of noise in protein numbers is given by [59]: 

 
2
3 1 3 1 3 22 2 1

2
3 2 3 2 1 3 2 3 1 1 23

/1 1 1 ,
n n nn

   (3.27) 

 
where <n1>, <n2> and <n3> are the average number of available genes, mRNA and pro-
teins, respectively. 1, 2 and 3 are the average lifetimes of “gene availability for tran-
scription”,  mRNA and proteins,  respectively.  The first  and second noise terms are the 
same as in the previous equation. The additional noise term accounts for random 
changes  in  gene  availability,  where  the  first  factor  is  a  measure  of  stationary  small-
number  gene  fluctuations  which  can  be  defined  as  a  binomial  variable  in  the  case  of  
single gene expression [59]. 

To assess the extent to which fluctuations in RNA levels are propagated to protein 
levels, we compute the normalized discrete cross-correlation [89] between the time se-
ries of RNA and protein numbers. The normalized cross-correlation function r for m 
pairs of time series (x and y) of discrete signals of length n is given by: 
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where {0,…,n-1} is the lag, and mw and sw are the sample mean and sample standard 
deviation of w, respectively, defined by: 
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3.4 Measurements of in vivo transcription and translation 
in E. coli 

3.4.1 Bacterial strains and plasmids for measurements of protein levels 

In  this  study  we  used  a  new  bacterial  strain  constructed  by  Shannon  Healy  and  Olli-
Pekka Smolander using an intermediate lifetime green fluorescent protein, GFP(AAV) 
[75] which was placed under the control  of the PLtetO-1 promoter [80] and inserted into 
the E. coli genome at the galK locus by homologous recombination of RED. This 
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strain  was  used  to  measure  production  from a  single  gene  instead  of  from multi  copy  
plasmids. 

The method of RNA detection and quantification in vivo in E. coli cells DH5 -PRO 
uses the ability of the coat protein of bacteriophage MS2 to tightly bind specific RNA 
sequences [90]. Detection of single RNA transcripts with 96 tandem repeats of the MS2 
binding sites in E. coli is possible by using dimeric MS2 fused to GFP (MS2d-GFP fu-
sion protein) as a detection tag [14]. The method uses two genetic constructs. The first 
is a medium-copy vector that expresses the MS2d-GFP fusion protein, whose promoter 
(PLtetO-1) is regulated by tetracycline repressor. The second is a single copy F-based vec-
tor,  with  a  Plac/ara promoter controlling production of the transcript target, i.e. mRFP1 
followed by a 96 MS2 binding site. Constructs were generously provided by I. Golding 
(University of Illinois). To detect the individual RNA molecules from Ptet promoter, an 
F-based single copy plasmid vector with Ptet and transcript target was created by Mee-
nakshisundaram Kandhavelu. Together with this F-based plasmid, a medium copy num-
ber plasmid expressing MS2d-GFP fusion protein was inserted into the same cells. 

3.4.2 Cell culturing and microscopy of proteins and mRNA molecules 

For  measuring  mRNA molecules,  PLtetO-1 with mRFP1-MS2-96bs cells were grown in 
Miller  LB  medium,  supplemented  with  antibiotics  at  37  oC with shaking (250 RPM), 
diluted into fresh medium to reach a final optical density of OD600 of 0.3-0.5. The cells 
were incubated with the inducer IPTG (1 mM) for 60 min to reach a full  induction of 
MS2-GFP, to produce detectable amount of protein tags for RNA. Various concentra-
tion  of  aTc  (0,  0.1,  0.5,  1,  2  ng/ml)  (IBA  GmbH,  Göttingen,  Germany)  were  used  to  
induce the promoter expressing the target RNA.  Finally, the cells were incubated at 37 
oC  with  shaking  (250  RPM)  for  60  min.  After  induction,  a  few  microliters  of  culture  
were  placed  between  a  cover-slip  and  a  thin  slab  of  LB/1% agarose  and  imaged  with  
microscope.  

Protein level measurements were conducted using PLtetO-1 cells with the same cell 
preparation protocol as in mRNA molecule measurements but the first induction step of 
protein tags with IPTG was not used. In both cases, cells were visualized by fluores-
cence microscopy, using a Nikon Eclipse (TE2000-U, Nikon, Tokyo, Japan) inverted 
C1 confocal laser-scanning system with a 100x Apo TIRF (1.49 NA, oil) objective. 
GFP fluorescence is measured using a 488 nm laser (Melles-Griot) and a 515/30 nm 
detection filter. Images of cells are taken from each slide using C1 with Nikon software 
EZ-C1.  

3.4.3 Image processing 

We detect cells from raw images according to the method in [91] that divides a grays-
cale image in three classes: background, cell border and cell region. An iterative cell 
segmentation process identifies and segments clumped cells based on size and edge in-
formation. The performance of detection of cells degrades in regions where several cells 



 34 

are  clumped together.  This  can  be  avoided  by  applying  a  threshold  based  on  cell  size  
and discarding the cells whose size goes beyond the threshold. 

Detection of MS2d-GFP-RNA spots was made both by inspection and with an au-
tomated method. The number of disagreements between the two methods was negligi-
ble, and in these few cases, the cells were not used. The automatic spot detection me-
thod segments the MS2d-GFP-RNA spots with the kernel density estimation method for 
spot detection proposed in [92]. This method estimates the probability density function 
over the image from local information, and processes an image f by filtering it with a 
kernel: 
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   (3.31) 

 
where h is the smoothing parameter or bandwidth, (k, l) represents pixel location in the 
kernel, card is the cardinality of the set, and K(u) is the kernel. We used a Gaussian ker-
nel [93], and then applied Otsu’s threshold [94] to segment spots from the kernel densi-
ty estimated image, highlighting the spots. After removing the outliers, we subtracted 
the background autofluorescence from the fluorescence levels of the cells. The back-
ground intensity is estimated by measuring the autofluorescence of RED cells without 
the GFP insertion and then determining the mean background dependence on cell size. 
 

 
Figure 3.3. MS2d-GFP-tagged RNA molecules in E. coli cells. Unprocessed gray-scale 
image  of  E.  coli  cells  (left)  and  the  corresponding  segmented  image  showing  the  de-
tected cells (grey) and the spots (white) inside the cells (right). 
 

To obtain the total fluorescence of tagged RNA spots, one needs to discount the cel-
lular background. Let FGI be the total (sum) foreground (spots) intensity, FGA the total 
foreground area, BGI the total background (cell) intensity, and BGA the cell area. The 
total intensity I of a spot is given by: 

 
BGI FGII FGI FGA
BGA FGA

       (3.32) 
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Finally, the number of RNA molecules in each spot is quantified using the spot intensity 
distribution slicing approach [14], that assumes that the first peak of the distribution of 
intensities  of  many  RNA  spots  from  cells  on  the  same  slide  correspond  to  individual  
RNA molecules. Subsequent peaks in the distribution of intensities correspond to spots 
of multiple RNA molecules. 
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4 RESULTS AND DISCUSSION 

4.1 Transcription and translation dynamics 

4.1.1 Dynamics of mRNA production 

Given the number of chemical reactions per nucleotide in the model and that one gene 
can have thousands of nucleotides, the dynamics are considerably complex. To illustrate 
this,  we  show examples  of  the  kinetics  of  multiple  RNAps  on  a  DNA strand  within  a  
short time interval, and the dynamics of multiple ribosomes on one of the RNA strands 
as it is transcribed. Parameter values were obtained from measurements in E. coli for 
LacZ (see methods section), since the dynamics of transcription and translation have 
been extensively studied for this gene. LacZ has 3072 nucleotides and its transcription is 
controlled by the lac operon. 
 

 
Figure 4.1. Kinetics of RNA polymerases on the DNA strand (A) Example of the kinetics 
of multiple RNAp molecules on the DNA template over 400 s. Note that, on several oc-
casions, the RNAp molecules pause and that one RNAp never overtakes another on the 
DNA template. (B) Distribution of time intervals between consecutive transcription init-
iation and (C) completion events. Data is from 57 000 initiation events. 

 
In this simulation, transcription is not repressed. Thus, provided that the promoter is 

available for transcription, the expected time for a transcription event to start is approx-
imately 2.5 s, given the value of the rate constant of reaction (3.1) in Table 3.1 and that 
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there are 28 RNAp molecules available in the system [5]. The promoter open complex 
formation step, with a mean duration of 40 s [65] and a standard deviation of 4 s [21] is 
the major limiting factor of transcription events in these conditions.  

Figure 4.1 (A) shows, for a time window of 400 seconds, the positions (y-axis) over 
time (x-axis) of several RNAp molecules on the DNA template. In real time, this simu-
lation takes ~30 s, on an Intel Core 2 Duo processor. Transcription elongation is visibly 
stochastic, with events such as arrests (e.g. at t = ~450 s), ubiquitous pauses and pyro-
phosphorolysis. Several collisions between RNAp molecules are also visible, caused in 
part by these events. Note that one RNAp never overtakes another on the template. 

Figure 4.1 (B) shows the distribution of the time intervals between transcription init-
iation events, which is Gaussian-like, due to the open complex formation step. The 
longer tail  on the right side of the distribution is  mainly due to the contribution of the 
time  it  takes  for  the  RNAp to  bind  to  the  template,  a  bimolecular  reaction  whose  ex-
pected time to occur follows an exponential distribution with a mean of 2.5 s [25, 62]. 

Figure 4.1 (C) shows the distribution of time intervals between transcription com-
pletion  events  in  the  same simulation  as  Figure  4.1  (B).  This  distribution  is  strikingly  
different from that of Figure 4.1 (B) due to the stochastic events in transcription elonga-
tion. Pauses, arrests and other stochastic events cause the distribution to be bimodal due 
to the bursty dynamics (many short intervals and some long intervals). When these 
probabilistic events occur to some RNAp molecules, they significantly alter the dis-
tances in the strand between consecutive RNAps. For example, when one RNAp pauses, 
its distance to the preceding RNAp increases, while the distance to subsequent RNAps 
shortens, allowing completion events to be separated by intervals shorter than the pro-
moter delay. 

4.1.2 Dynamics of protein production 

Figure 4.2 (A) exemplifies the dynamics of ribosomes on one RNA strand. Stochastical-
ly,  the transcription elongation process of this particular mRNA was halted at  t  = 50 s 
for a long period, and was thus selected to illustrate how long pauses in transcription 
affect  the  dynamics  of  translation  of  the  multiple  ribosomes  on  the  RNA  strand.  The  
solid  gray  region  in  the  bottom left  part  of  the  figure  corresponds  to  the  as-of-yet  un-
transcribed sequence of the mRNA. When the RNAp pauses or is arrested (e.g. at t = 50 
s), ribosomes accumulate in the region of the mRNA preceding the leading edge of tran-
scription. Stochasticity in the translation elongation process is also visible. However, 
this process, modeled with realistic parameter values, appears to be less stochastic than 
transcription elongation, in that the stepwise elongation of ribosomes on the RNA tem-
plate is more uniform than that of the RNAps on the DNA template. This is especially 
visible after the effects of the long arrest disappeared (at t > 230 s), at which point the 
distributions of time intervals between consecutive ribosomes at the start and at the end 
of translation elongation do not differ significantly. 
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Figure 4.2. Kinetics of ribosomes on an RNA strand (A) Example of the kinetics of sev-
eral ribosomes along an mRNA template that suffered an arrest at nucleotide 1850, 
from the moment the ribosome binding site is formed to the degradation of the mRNA. 
The continuous gray region in the bottom left corresponds to the untranscribed se-
quence of the mRNA. (B) Distribution of time intervals between consecutive translation 
initiation events. (C) Distribution (grey bars) of time intervals between consecutive 
translation completion events given the presence of a sequence dependent arrest site at 
nucleotide 1850. The solid black line shows the distribution of time intervals between 
consecutive translation completion events without the sequence-dependent arrest site, 
normalized to the same scale. Data is from 600 000 initiation events. 

 
Figure 4.2 (B) shows the distribution of intervals between translation initiation 

events. Since there is no significant delay in translation initiation (as the one due to the 
promoter open complex formation), this distribution is exponential-like. Figure 4.2 (C) 
shows the corresponding distribution of intervals between translation completion events 
(grey bars), given the presence of a sequence dependent arrest site at nucleotide 1850. 
This distribution, while resembling that of Figure 4.2 (B), shows more short time inter-
vals, due to the long arrest in transcription elongation. For comparison, we also show a 
distribution of intervals between translation completion events drawn from cases with-
out the sequence dependent arrest in transcription (solid black line). The difference be-
tween the two distributions illustrates how events in transcription elongation (e.g. a se-
quence dependent arrest site) can significantly affect the dynamics of translation. 

4.1.3 Comparing the model with measured translation dynamics 

Recently,  the  real-time  expression  of  a  lac  promoter  was  directly  monitored  in  E. coli 
with single-protein resolution [13]. The proteins were found to be produced in bursts 
(i.e. several proteins being produced from each RNA), with the distribution of intervals 
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between bursts fitting an exponential distribution, while the number of proteins per 
burst  followed  a  geometric  distribution  [13].  These  distributions  were  measured  for  a  
gene  that  was  kept  strongly  repressed  and  for  which  the  ribosome binding  site  (RBS)  
was engineered so that translation was also very weak [13]. Under these conditions, our 
model reproduces these dynamics (data not shown). Nevertheless, we note that it is 
possible to match these measurements with a simpler model than the one proposed here, 
where transcription and translation are modeled as single step events [21, 23]. 

We next compare the kinetics of translation in our model with measurements of the 
translation elongation speed in three engineered E. coli strains designed to enhance 
queue formation and traffic in translation [17]. Each strain contains a different mutant of 
LacZ. The pMAS23 strain corresponds to the wild-type lacZ. The other two sequences 
differ in that  a region of slow-to-translate codons was inserted (~24 in pMAS-24GAG 
and ~48 in pMAS-48GAG). The speed of protein chain elongation was measured by 
subjecting the cells to a pulse of radioactive methionines, and then measuring the level 
of radioactivity in cells of each population, every 10 s after the pulse. Each strand con-
tained 23 methionines, spread out unevenly on the DNA sequence, causing the incorpo-
ration curve to be non-linear. 

 
Figure 4.3. Appearance of radioactivity in -galactosidase. Appearance of radioactivity 
incorporated from the three different mRNA strands, at different times after initiation of 
translation elongation in the models (lines) and in the measurements (crosses, triangles 
and circles) [17]. Values of radioactivity are normalized such that the maximum cor-
responds to 23 radioactive methionines. 
 

Given that they differ in the nucleotide sequence, it was hypothesized that the trans-
lation elongation speed of the three strands would differ, as the speed of incorporation 
of an amino acid depends on which synonymous codon is coding for it [17]. The cells 
where translation is faster will thus be expected to have higher levels of radioactivity in 
the translated proteins, as more labeled amino acids have been incorporated in a fixed 
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time  interval.  If  the  translation  speeds  of  the  three  strands  were  identical,  they  would  
exhibit identical levels of radioactivity at the same point in time. 

To model this, we simulate the transcription and translation processes of the three 
sequences [17]. We model the incorporation of radioactive methionines at the same lo-
cations as in these sequences. The three model strands differ only in sequence, as in the 
measurements. During the simulations, we measure the number of incorporated radioac-
tive methionines at the same points in time as in the experiment. Results of our simula-
tions and of the measurements [17] are shown in Figure 4.3,  showing good agreement 
between model and measurements. 

4.1.4 Propagation of fluctuations in RNA levels to protein levels 

We simulate the model for varying effective rates of transcription initiation (denoted 
keff). This rate is determined by the basal rate of transcription initiation (kinit), which sets 
the  binding  affinity  of  the  RNAp to  the  transcription  start  site,  and  by  the  strength  of  
repression  of  transcription.  Thus,  to  vary  keff,  we  vary  the  number  of  repressor  mole-
cules present in the system. Three sets of simulations are performed, differing in rate of 
translation initiation (ktr).  This rate is  one of the kinetic parameters of the model,  thus 
can be changed directly, and not by indirect means as keff. In E. coli genes, this rate is 
believed to be determined by the RBS sequence [68]. mRNA and protein degradation 
rates are set so that the mRNA and protein mean levels are identical for all cases, allow-
ing us to study how the level of noise in mRNA and protein levels changes.  

For each set  of values of keff and ktr we perform 100 independent simulations. De-
pending on these rates, the mean time to reach steady state differs. Each case is simu-
lated  for  long  enough to  reach  steady  state  and  for  an  additional  100  000  s  after  that.  
The time series of the 100 simulations for each set of parameter values is concatenated 
into one time series, from which the noise is quantified by the square of the coefficient 
of variation,  CV2 (variance over the mean squared) [59].  This number of long simula-
tions is necessary to properly sample the system due to the stochasticity of the underly-
ing processes. 
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Figure 4.4. Noise in mRNA as a function of the transcription initiation rate. Noise 
(CV2) in mRNA levels for varying effective transcription initiation rates. The mRNA 
degradation rate is set so that the mean mRNA levels at steady state are identical in all 
cases. 
 

In  Figure  4.4,  we  first  show the  CV2 of  mRNA time series  for  varying  keff. Noise 
decreases as keff increases due to the promoter open complex formation step [6]. With-
out this event, the distribution of time intervals between transcription initiation events 
would be exponential, and the CV2 would not vary. However, with this step, if the ex-
pected time for an RNAp to bind to the free promoter is faster than the duration of the 
promoter open complex formation, then the distribution of time intervals becomes 
Gaussian-like [6]. 

No measurements have yet been made to study experimentally the relation between 
the noise in mRNA levels and the corresponding protein levels. Nevertheless, it is poss-
ible to create a robust estimate, provided reasonable assumptions on the nature of the 
underlying processes [8]. Our model allows for a direct assessment, and it additionally 
includes realistic events such as RNAp and ribosome traffic, in transcription and trans-
lation elongation, which are not included in the aforementioned estimations [8]. Figure 
4.5 shows the noise (CV2) in protein levels, for varying keff and three values of ktr. The 
data was obtained from the same simulations used to generate the results in Figure 4.4. 
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Figure 4.5. Noise in protein levels for varying transcription and translation initiation 
rates. Noise (CV2) in protein levels for varying effective transcription initiation rates 
and three different rates of translation initiation. mRNA and protein degradation rates 
are set so that the mean mRNA and mean protein levels at steady state are identical in 
all cases. 
 

In general, we find that increasing keff decreases the noise in protein levels due to 
the decrease of noise in mRNA levels. Increasing ktr increases the noise in protein le-
vels, due to the increased size of the bursts in the protein level [8, 59]. This finding has 
not yet been experimentally validated by direct means. 

An interesting observation from Figures 4.4 and 4.5 is  that,  for keff < 5x10-4 s-1, as 
keff is increased, the noise in protein levels decreases significantly, while the noise in 
RNA levels does not noticeably change. This is due to the decrease in mean protein 
burst size, i.e., the mean number of proteins produced from each RNA molecule, as both 
keff and the degradation rate of RNA molecules are varied. 
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Figure 4.6. Normalized maximum correlation between RNA and protein time series. 
The higher the rate of translation initiation (and thus higher protein degradation to 
keep the mean the same), the more correlated the fluctuations in protein and RNA levels 
become, as measured by the normalized maximum correlation. This is because the pro-
tein levels follow any fluctuations in the RNA levels faster. Similarly, increasing the rate 
of transcription initiation, while maintaining the rate of translation initiation constant, 
decreases the correlation between fluctuations in protein and RNA levels.  

 
From these results, we conclude that the degree of coupling between transcription 

and translation is likely to be a key determining factor of the noise in protein levels. 
This can be verified by computing the normalized maximum correlation between time-
series of protein and mRNA levels for each set of parameter values (Figure 4.6). Com-
paring Figures 4.5 and 4.6, we see that higher correlation values are obtained for the 
regime of higher noise in the protein levels. This implies that the principal source of this 
noise is the fluctuations in RNA levels. 

The  correlation  value  is  largely  determined  by  the  rates  of  mRNA and  protein  de-
gradation and production. For example, both increasing the mRNA degradation rate 
and/or decreasing the protein degradation rate increases the time averaging constant of 
the mRNA fluctuations, and thus decreases the correlation between mRNA and protein 
levels. In general, if the mean mRNA and protein levels and kept unchanged by tuning 
their  degradation rates accordingly,  the correlation between RNA and protein time se-
ries can be increased by lowering the mRNA production rate and/or increasing the pro-
tein production rate. 
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4.1.5 Transcriptional pauses and the fluctuations in protein levels 

Recent work [1] reported that  long transcriptional pauses enhance the noise in mRNA 
levels. We next investigate to what extent the fluctuations in RNA levels caused by long 
transcriptional pauses propagate to protein levels. Long sequence-dependent pauses [16, 
47, 95] in transcription elongation may cause the ribosome to stall in the mRNA chain. 
This will likely cause subsequent ribosomes to accumulate in the preceding sequence. 
When the RNAp is spontaneously released from the pause [47], translation of the stalled 
ribosomes likely resumes but the distribution of intervals between them will differ sig-
nificantly from what it would have been without the pause event. Consequently, the 
protein production is likely to become more bursty, especially if the long pause site is 
located near the end of the sequence. An increase in burstiness ought to increase the 
noise in protein levels. 

To verify this, we perform two simulations. We introduce a long-pause sequence 
with mean pause durations of 500 s in one case, and 100 s in the other (both values are 
within realistic intervals [95]). In both cases, we set the probability that an RNAp will 
pause at that site to 70% (identical to the value for his pause sites [16]). 

Measuring the protein noise levels, we find that the CV2 is ~5% higher for the 100 s 
pause site and ~10% higher for the 500 s pause site, in comparison to the same sequence 
without any sequence specific long-pause site. These relative differences can be biolog-
ically relevant in that such a change may, in some cases, cause the degree of phenotypic 
diversity of a monoclonal cell population to change.  

The effects of several pause sites on the same strain are cumulative, namely, the 
higher the number of pause sites, the higher the noise in RNA levels [96]. Combined 
with the present results, this leads us to the conclusion that the sequence-dependent 
transcriptional pausing mechanism likely exists to allow a wide variation of both RNA 
and protein noise levels. 

4.2 Measurements of RNA and Protein levels 

We use recently developed methods to measure gene expression in vivo in individual 
cells, at the single RNA and protein molecule levels. Such measurements, attained in 
various conditions, as well as the proposed modeling strategy, are used to study the dy-
namics of transcription and translation at the single event level and to estimate noise 
sources in these processes.  

The Fano factor, defined as variance divided by the mean, is a common measure of 
diversity of RNA and protein numbers across a cell population [97]. The reason is that, 
for a Poisson process, the variance equals the mean, i.e. Fano factor is one. The compar-
ison with the Poissonian process only works well for univariate discrete random 
processes, where the variance is proportional to the average, in which scenario the pro-
portionality constant describes the overall behavior of the process [59]. 
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We observed the distribution of GFP expression levels in the cells for each concen-
tration of aTc and studied how the diversity in gene expression changes. As one in-
creases the strength of induction, the Fano factor remains approximately constant for 
weak induction strengths, but then it increases for the two highest levels of induction 
measured.  

Relevantly, this quantity would not vary if transcription remained a Poissonian 
process for all  levels of induction [98].The distributions from the stochastic model are 
shown in Figure 4.7, superimposed with the distributions attained from the measure-
ments. The only difference between this model and the previously described one is that 
it includes an extrinsic noise source in the gene activation process. We model this noise 
source by having a variable number of RNAps transcribing the mRNA, rather than a 
constant population size. The number of RNAps available to express a fully induced 
gene in E. coli has been estimated to vary between 5 and 20 [58]. This variability con-
tributes to the variance in gene expression, as it affects from gene activation to mRNA 
numbers and further to protein levels. The fluctuations in RNAp numbers was set to be 
a very slow process i.e. in the order of 45 minutes, which corresponds to the timescale 
of cell division, which ought to be the one of the main sources for these fluctuations 
[99]. The mean number of RNAps over time is the same as in the previous models. 
 

 
Figure 4.7. Measured distributions of cells with a given protein level compared with 
model estimations. Binned distribution from measurements (grey line) of the cells with 
given GFP expression levels for aTc of 0, 0.1, 0.5, 1, and 2 (ng/ml). The distribution of 
expression levels as predicted by the model is shown for each case (black line). In each 
model, mean expression level was imposed to be the same as in the measurements.  
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Figure 4.8 shows the Fano factor for the protein numbers measured in the cell popu-

lations and measured from simulations of single cells dynamics with the stochastic 
model. The measurements show a constant Fano factor for the low induction regime but 
an increase as it enters the high induction regime. The stochastic model behaves similar-
ly as the measurements showing a minimum noise level, that in are due to noise in the 
gene activation process, which is always present. In Poisson processes the variance is 
inversely proportional to the mean but the population level noise in gene activation is 
not, causing the Fano factor of proteins to increase for higher protein numbers. 

If the noise in the gene activation step causes the increase in Fano factor of GFP in-
tensities in individual cells as induction strength is increased, then its effects ought to be 
visible also in the variance of RNA numbers of the cell  population.  To study this,  we 
measured the transcriptional activity of a tetracycline inducible promoter, Ptet, at the 
single RNA molecule level, as described in the methods section. The measurements 
were conducted under the same levels of induction as in study of the expression levels 
of GFP. The Fano factor of RNA numbers in individual cells is shown in Figure 4.9. For 
induction strengths of 0, 0.1, 0.5, 1 and 2 ng/ml, the number of cells analyzed was 128, 
185, 83, 124 and 248, respectively. 
 

 
Figure 4.8. Fano factors in experiments and models. Fano factors for increasing induc-
tion strength in model (o) and measurements ( ).   
 

Figure 4.9 shows the Fano factor for the RNA numbers measured from the cell pop-
ulations and for the same stochastic model that was used to estimate the expected Fano 
factor of protein numbers. The results from the direct measurements of RNA numbers 
show a slowly rising Fano factor within the low induction regime but then a fast in-
crease in the regime of high induction. In the stochastic model, the increase in Fano 
factor starts approximately for the same induction levels, because the noise in RNA 
numbers  is  the  main  source  of  diversity  in  protein  levels.  If  the  Fano  factor  of  RNA  

10
-1

10
00

1

2

3

4

5
x 10

4

M Tc

Fa
no

 fa
ct

or

 

 



 47 

numbers increased in a different regime, it would indicate an independent noise source, 
located at the translation process (in the model, there are no subsequent noise sources 
such as during protein folding and activation). 

 
Figure 4.9. Fano factors in measurements of RNA numbers in individual cells. Fano 
factors in RNA numbers for increasing induction in model ( ) measurements ( ).   

 
Comparing Figures 4.8 and 4.9, the Fano factors of RNA and protein levels have a 

visible resemblance, providing strong evidence that the increase observed in the Fano 
factor of protein levels arises at the transcription stage, more precisely, due to the varia-
bility in intervals between consecutive transcription events. From all of the above, the 
source of this variability is likely the gene activation dynamics, as the variability in pro-
tein numbers follows that of the RNA numbers. 
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5 CONCLUSIONS 

We proposed a new delayed stochastic model of prokaryotic transcription and transla-
tion at the nucleotide and codon level, where the processes of transcription and transla-
tion are dynamically coupled in that translation can initiate immediately upon the for-
mation  of  the  ribosome  binding  site  region  of  the  nascent  mRNA.  Simulations  of  the  
dynamics  show that,  within  realistic  parameter  values,  the  protein  noise  levels  are  de-
termined, to a great extent, by the fluctuations in the RNA levels, rather than from 
sources in translation, in agreement with indirect measurements [14], as translation 
elongation was found to be less stochastic than transcription elongation. Specifically, 
the distributions of intervals between translation initiation and translation completion 
events only differ significantly if the sequence possesses long sequence-dependent 
pauses or clusters of slow-to-translate codons. The sequence dependence of several me-
chanisms that can act as generators of strong fluctuations in RNA levels [15], the prop-
agation of these fluctuations to protein levels, and the ability of fluctuations in protein 
levels to affect cellular phenotype [100], suggest that these mechanisms may be subject 
to selection and, thus, are evolvable. 

As a previous study has suggested [8], the translation initiation rate was found to be 
key in determining the degree of coupling between the fluctuations in RNA and protein 
levels, if one assumes that the degradation rate of the proteins is changed accordingly to 
maintain their mean level unchanged. Varying this sequence-dependent, and thus, 
evolvable parameter [68] within realistic ranges gave a widely varying degree of coupl-
ing between the fluctuations in RNA and protein levels. It is therefore not necessarily 
true that noisy production of RNA molecules results in noisy protein levels. Interesting-
ly, while decreasing the coupling between transcription and translation by decreasing 
the rate of translation initiation causes the protein levels to become less noisy, it also 
takes longer for a change in RNA levels to be followed by the protein levels. This sug-
gests that to be able to change rapidly in response to, e.g., environmental changes, the 
levels of a protein will be necessarily noisier.  

Confirming previous studies [1, 5, 8, 19], we found that the distributions of time in-
tervals between transcription initiation and completion events differ significantly and 
that the faster the rate of transcription initiation events, the more they differ. This im-
plies that in the regime of fast transcription, both the transcription and translation elon-
gation processes need to be modeled explicitly and coupled, if one is to match the mean 
and fluctuations in the protein levels at the molecular level. This is of relevance, since 
bursts in protein levels may trigger many processes, such as phenotypic differentiation 
[58, 100]. A final justification for using the model proposed here is the complexity of 
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the process of gene expression in E. coli, and the fact that many events therein may or 
may not affect the temporal RNA and protein levels significantly, depending on their 
specific sequence-dependent features. Such effects, due to the complexity of the system, 
are not easily predictable without performing explicit numerical simulations and mea-
surements at the single event level.  

The model proposed here includes several features not included in previous models 
such as a gradual degradation event that can be triggered while the RNA is still being 
transcribed. As its parameter values were extracted from measurements, it should be 
useful in the study of several aspects of the dynamics of gene expression in prokaryotes 
that cannot yet be measured directly and to explore the state space of gene expression 
dynamics by varying any of the physical variables within realistic ranges.  

However, the present model does not yet account for known effects of ribosomes on 
the dynamics of transcription elongation. These might need to be included in future de-
velopments  of  the  proposed  model  as  recent  results  [69,  70]  suggest  that  the  rate  of  
translation elongation can affect the rate of transcription elongation, due to possible 
interactions between the ribosome that first binds to the mRNA and the RNAp tran-
scribing it. Possible effects may include facilitating the release of paused RNAps, which 
could affect the degree of the contribution of pauses to the noise in RNA and thus pro-
tein  levels.  We  do  not  exclude  the  possibility  that  the  contrary  may  occur  in  specific  
cases, that is, that the paused state of the RNAp may cause pauses in the ribosome trans-
lational dynamics, which would amplify the effect of transcriptional pauses on the fluc-
tuations of protein levels. Whether the pause is ubiquitous or due to loop formations in 
the nascent RNA may affect the results of the interaction as well. Provided experimental 
evidence on the nature and consequences of these interactions, once included in the 
model, we may be able to test, among other things, whether long transcriptional pauses 
located in an attenuator system provide an additional layer of control over premature 
transcription terminations, and thus over RNA and protein noise levels. 

 In the measurements of gene expression, as we increased transcription induction, 
we observed an increase in cell-to-cell diversity in protein numbers in a gene integrated 
into E. coli genome as the higher levels of induction were reached. This increase would 
not have been observed if the process of RNA production obeys Poissonian statistics [6, 
13, 101]. The observed distribution of protein expression in individual cells indicates 
that the production of RNAs is not a Poisson process in the regime of strong induction. 
To  verify  the  source  of  diversity  in  protein  numbers  for  strong  induction  regimes,  we  
measured directly the transcriptional activity by detecting individual RNA molecules as 
these  are  produced.  For  that,  we  placed  the  promoter  controlling  the  expression  of  an  
RNA sequence target for 96 MS2-GFP proteins. The Fano factor of these RNA numbers 
in individual cells varied with induction strength in a very similar manner to the Fano 
factor of protein levels. We can rule out the overall cell-to-cell phenotypic diversity as a 
cause, as this would likely act at all induction strengths. Further, we can rule out mea-
surement noise and autofluorescence,  as this would mainly affect  the results in the re-
gime of weak induction. 



 50 

We compared the dynamics of our stochastic model of gene expression with the 
measurements. The comparison suggests that the variability in the gene activation dy-
namics is the most likely source of noise in the dynamics of RNA production in the re-
gime of strong induction, where the effects of low-copy number noise are minimal. This 
variability in the gene activation dynamics enhances significantly the observed cell-to-
cell diversity in protein numbers.  

Relevantly, the fano factors of RNA and protein behaved similarly in the model and 
in the measurements. The increases as one enters the regime of strong induction reflect 
the existence of a noisy process that is independent of induction strength. In the regime 
of low induction, low-copy number noise cannot be neglected, however in this case was 
overshadowed, as the cell to cell diversity in RNA and protein numbers increased with 
induction rather than decreasing. 
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