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In smartphones there are restrictions for imaging systems like computation capabili-
ties, power and physical size, which have caused usage of relatively low quality camera
sensors and modules. To achieve acceptable image quality, low quality images are en-
hanced and processed with many different algorithms. These algorithms can be execut-
ed in different order in the imaging pipeline. Poor order may cause processing blocks
executed later to create something undesired to images while in optimal order each pro-
cessing block should enhance image quality. One very important block is autofocus
(AF) statistics calculation block. Poor AF statistics may cause AF algorithm to choose
incorrect focus point, which may cause image to become blurred. In addition of produc-
ing low quality images, blurry images may cause big problems for later processing
blocks in imaging pipeline.

This thesis is done for Intel Finland Oy. The thesis is about studying how much dif-
ferent execution orders of processing blocks affect to accuracy of AF algorithm. To
study the subject images were captured from same scene with different focus lens posi-
tions and evaluated how easily some AF algorithm could find the best focus point. For
that task single statistic was calculated for each differently focused image, which al-
lowed plotting of focus curve. As statistic average amount of edge content in image was
used. To calculate it images were filtered with high pass filter. This kind of filtering
discards low frequency information and takes to account higher frequency content,
which contains mostly information of edges. For evaluating focus curves goodness cri-
teria were developed. Goodness criteria represent the capability of recognizing spike,
where image is correctly focused, from focus curve.

In this study it was noticed that decreasing noise made task of AF algorithm signifi-
cantly easier. Also reasonable downscaling improved situation for AF algorithm, but it
also caused time to time something unexpected behavior. On the other hand color cor-
rection is something that should be done after AF statistics calculation, because it em-
phasizes noise.
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ABBREVATIONS AND NOTATIONS
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AE
AD
AWB

BL
CCD
CCM
CFA
CIE

CMOS
FM

G

Gb

Gr
GrRBGb
GW
HVS

Wavelength

Angle

The speed of light in air, 2.998*10% m/s

Color component

Distance

Energy

Frequency or focal length

Vector of focus values

Planck constant, 6.626%107* J*s, 4.136*10"° eV*s
Raw image

Refraction index of material, neighborhood or integer value
Power

Radius

Coordinates of neighborhood

Speed of light in material

Weight

Coordinates of image

Autofocus

Auto exposure

Analog to digital

Auto white balance

Blue color component of image

Black level

Charge coupled device

Color correction matrix

Color filter array

Commission Internationale de I’Eclairage, The International Commission
on [llumination

Complementary metal-oxide semiconductor

Frequency modulation

Green color component of image

Green color component next to blue color component of camera sensor
Green color component next to red color component of camera sensor
Image consisting of two green, red and blue components

Gray World AWB algorithm

Human visual system



IEC

IR filter
ISO

ISO speed

ITU
JPEG
LSC
R
RAW

RGB
SNR
sRGB
VF

vi

International Electrotechnical Commission

Infrared filter

International Organization for Standardization

Amount of amplification used to amplify the current from sensor in digital
cameras

International Telecommunication Union

Joint Photographic Experts Group

Lens shading correction

Red color component of image

Minimally processed raw sensor data consisting of components Gr, R, B
and Gb

Image consisting of red, green and blue color components

Signal to noise ratio

Standard RGB colors pace

View finder



1 INTRODUCTION

Consumers are becoming more and more familiar with modern digital devices. This
means that they have become also pickier with products. Proof of this can be seen from
numbers of sold tablets and smartphones. Smartphone is common name used in market-
ing mobile phones with higher capability of computing and connectivity. Consumers
insist more and better features from smartphones. Digital camera is one very good ex-
ample of that. Probably every new smartphone model already includes pretty decent
digital camera. Increasing processing power of processors and cameras enables captur-
ing higher and higher quality images. The quality gap between lower-end compact digi-
tal cameras designed just for capturing images and high-end smartphones is diminishing
all the time. Competition in the area of smartphones has led to situation where many
companies are trying to stand out with better cameras.

Smartphones, as many other mobile devices, have limitations like price, physical
size of device, battery life and computational power. This has led to the situation, in
which the quality of camera module can be relatively low. However the quality of im-
age is digitally improved in several ways by means of digital image processing before
saving and storing the final image. These improvements can be divided to different pro-
cessing blocks. Noise reduction, color correction and sharpening are examples of such
processing blocks. In addition to those blocks, there are other processing blocks focus-
ing on other areas than image quality improving. One example is focus value calcula-
tion block. Altogether those blocks create an image processing pipeline. Quality of the
final image can be very different depending on in which order processing blocks are
executed in the pipeline. However these processing blocks can’t be always executed in
optimal order because of some limitations. Physical design of device and cost of im-
plementation are just some examples of possible limitations.

In older mobile phones focus of the camera system was fixed and it led to blurry im-
ages if distance between object and camera was too small. In modern smartphones this
problem has been overcome with movable focus lenses. Also some studies of adaptive
lenses have been done [1]. For better and easier user experience, autofocus (AF) algo-
rithms are developed to take care of focusing instead of user. AF statistics calculation
can be modelled as processing block and it may be set to different places in the pipeline.
There are some limitations, which may limit at which point AF statistics calculations
can be done. For example for capturing sharp images first camera have to calculate AF
statistics from couple of frames and when knowledge of right focus point is found actu-
al image can be captured. On the other hand acquiring right focus point shouldn’t slow
down the image capturing process too much. There might be some limitations, which



forces some processing blocks to be executed before AF statistics calculations. On the
other hand some blocks are preferred to be executed before AF statistics calculations.
For these reasons in this thesis it is studied how these preceding processing blocks af-
fect to accuracy of AF algorithm. This thesis is done for Intel Finland Oy. It should be
also mentioned that besides producing bad quality images, poorly focused blurry images
may cause problems for the following processing blocks in the imaging pipeline.

For evaluating the amount of focus, very simple algorithm is used in this study.
There exist also many other algorithms, but those are mainly based on same ideas [2].
The algorithm calculates the amount of edge content in image and uses it as focus crite-
rion. To fully study the effects of altered position of AF statistics processing block, im-
ages of a certain test scenes are captured in supervised conditions in dark room laborato-
ry. From each scene raw images are captured with every possible focus lens positions,
which meant with used camera 166 images per scene. These images are then processed
in different ways in MATLAB and focus values are calculated. For each studied case
166 focus values are achieved. When these values are plotted to graph, usually it’s easy
to find clear spike in values. At that spike images are in focus. However noise and other
factors may cause this spike to become in wrong place and make AF algorithm to
choose wrong focus lens position, which might cause blurry images.

For comparing AF performance, certain criteria are developed. These criteria de-
scribe how well the focus spike can be distinguished from the focus curve. To get a final
goodness criterion, those criteria are weighted and Euclidian norm is calculated from
weighted criteria. Criteria proposed by Lian and Qu in their study [3] were chosen to be
used as basis for used criteria.

This thesis is divided to 5 chapters. First one introduces the whole study. Second
chapter is about basics of light, human visual system (HVS), digital camera and image
processing. Chapter 3 describes the image capturing pipeline and introduces used test
scenes and designed focus criteria. In Chapter 4 results of criteria with different combi-
nations of processing blocks are presented. Some conclusions are also presented based
on performance of algorithm. Finally chapter 5 concludes the topic.



2 THEORETICAL BACKGROUND

In this chapter is presented fundamentals of light, human visual system, digital camera
and signal processing. This knowledge is needed to fully understand the basics behind
the studies.

2.1 Sensing light

Vision is one of the most important senses that humans use in their everyday life. Vi-
sion of humans is restricted to just visible colors, while some animals can see also some
other areas of electromagnetic spectrum. However human visual system (HVS), which
is responsible for light sensing experiences, is pretty complicated and there may be
some differences between humans. For example some people suffer from red-green col-
or blindness, which means that they don’t see difference between green and red. In this
chapter it is presented what light is and how HVS works. [4]

2.1.1 Electromagnetic radiation

To understand how digital cameras work, it’s important to have basic knowledge about
light and HVS. Term light usually refers to electromagnetic radiation, which is visible
to human eye. However visible light is just small part of the vast electromagnetic spec-
trum. The electromagnetic radiation can be presented as propagating waves. These
waves consist of stream of massless particles, which move at speed of light and contain
certain amount of energy. These particles are called photons and their energy depends of
the frequency they are oscillating. The electromagnetic radiation can be expressed with
wavelength, frequency or energy. [5, pp. 42 — 45]
Wavelength is proportional to frequency according to formula

A= (M

where 4 is wavelength, f'is frequency and c is the speed of light in air, which is approx-
imately 3*10® m/s. Spectrum may be presented differently depending on the context.
Whole spectrum may be divided to differently named regions. In figure 1 is example of
dividing spectrum to certain regions. [5, pp. 42 — 45]



THE ELECTRO MAGNETIC SPECTRUM
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Figure 1 Electromagnetic spectrum expressed with energies frequencies and wave-

lengths. Region of visible light is emphasized.

Usually in case of normal photography main interested lies in visible light region.
There is also slight interest in infrared and ultraviolet regions. Wavelengths are mostly
used units, when presenting visible light. Usually visible light region is defined to have
wavelengths from 380 nm to 750 nm. It’s possible to further divide that region to some
loosely defined colors. For example violet color can be defined to have wavelengths
380 nm — 450 nm. There are also precise standardized values for blue green and red
wavelengths. The International Commission on Illumination (CIE) determined in 1931
that blue color is exactly 435.8 nm, green color is exactly 546.1 nm and red color corre-
spondingly 700 nm. [5, pp. 283 — 284]

On the other hand usually in communications technology most interesting region is
radio waves. For that reason radio waves are represented more accurately and radiation
is usually expressed with frequencies. For example very high frequency (VHF) band
includes frequencies 30 MHz — 300 MHz, which approximately corresponds to wave-
lengths from 1 meter to 10 meters. FM (frequency modulated) radio works in that fre-
quency band [6].

It’s also possible to express electromagnetic radiation as energy according to formu-
la

E =hf 2
where E is energy, 4 is Planck constant and f'is frequency. Unit of energy depends of
used unit of Planck constant. If energy is presented in commonly used units electron-
volts, Planck constant of approximately 4.136*10" eV*s should be used. Because of
such a high energy amounts, X- and Gamma rays are harmful to human. [5, pp. 42 — 45]



2.1.2 Visible light

To observe light, some light source is needed. Usually light coming from that source is
combination of many wavelengths. To perceive color, light of light source needs to hit
some object. Perceived color depends of illumination level of light source and reflectivi-
ty of object. Object may absorb some wavelengths and reflect others. If light source
emits white light, light that has approximately equal amount of all visible wavelengths,
all visible wavelengths are fully reflected from object. If object absorbs all wavelengths,
object looks black. Sun is one good example of light source emitting white light with
very high illumination levels. Other commonly used light sources are fluorescent and
tungsten lamps, which aren’t usually emitting perfectly white light. [4]

Besides of reflection light has three other properties called refraction, dispersion and
diffraction. Refraction means deflecting of light rays while they travel from one materi-
al to other. This happens at the border of two materials. Amount of refraction depends
of the angle light is coming to border of materials and difference of refraction multipli-
ers of adjacent materials according to formula
where 6; and 6, are incoming and leaving angles of light. 4; and 4, are wavelengths of
light in different materials. v; and v are speeds of light in different materials. »; and n;
are refraction indexes accordingly. Dispersion means that light travels in material with
different speed depending of wavelength. When refraction and dispersion is combined it
means that light travelling through some material bend different wavelengths different-
ly. In camera this means that sun light travelling through lens scatters the light without
careful lens design. Diffraction means that light bends around obstacles in its path. If
light travels through small opening, like aperture of camera, it radiates to every direc-
tion after the opening. Radiation becomes weaker when the angle increases. [4]

2.1.3 Human visual system

The human eye and a digital camera create images out of the surrounding lighting dif-
ferently. However the main idea behind both of them is pretty similar. There exist ele-
ments that determine the amount of incoming light, elements that take care of focusing
and elements that are able to sense light. Next is presented some basics of the HVS
needed for creating images.

In the human eye light strikes first the transparent cornea. The cornea refracts light
and is responsible for most of the focusing. Curvature of the cornea can’t be altered
heavily. However it can be altered slightly, by altering pressure inside cornea. This isn’t
really a problem with distant objects, because even very small changes are enough to
alter the focus correctly. After the cornea, light encounters iris. Iris is uniquely colored
origin, which is responsible for controlling the amount of incoming light. In the center
of the iris is a pupil. The pupil is an aperture, whose size is controlled by muscles in the
iris. Those muscles can increase or decrease the size of the pupil. Right behind the iris



can be found a lens. The lens is transparent and flexible. The lens is another part in the
human eye, which is responsible for focusing. It helps to focus objects at smaller dis-
tance. When a human is focusing to close range, the lens is round shaped. While focus-
ing further away, muscles around the lens stretches the lens. When focusing further than
about 5 meters, the lens becomes flat and doesn’t refract light. [4]

After the lens, light strikes back of the eye. There is the sensing element of the eye
called the retina. In the retina there are photoreceptor cells. These cells can be divided to
two basic types: rods and cones. In the retina there are approximately 75 to 150 million
rods. Rods are sensitive in low illumination. They are also sensitive to motion and re-
sponsible for peripheral vision. However the rods are not sensitive to color. Number of
cones is much smaller, roughly 6 to 7 million. The cones are highly sensitive to color.
They are also responsible for the highest visual acuity. The receptor density is highest in
the fovea (central of the retina). Most cones can be found from the fovea. However
when number of the cones is decreasing, number of the rods is increasing accordingly.
Density is pretty constant to around 25 degree of the fovea. From that point on number
of receptors is decreasing as can be seen in figure 2. There is also blind spot in the reti-
na, where aren’t any receptors. This is because nerves and blood vessels exit the eye
from that point. Blind spot can be found from different side of fovea in left and right
eye. Finally information from rods and cones are delivered to brains, where all the
heavy processing happens and image is created. [5, pp. 34 — 37, 284 — 285; 4]
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Figure 2 Receptor density of the right eye [5, p. 27].

The cones can be further divided to 3 different categories. These categories can be
called to R (red), G (green) and B (blue). Confusingly compared to other cones, the R
cones are most sensitive to yellow or little greenish color. However the R cones are also
most sensitive to primary color red. Approximately 65% of the cones belong to R, 33%
belong to G and only 2% belong to B. The cones belonging to B are however most sen-
sitive and the G cones are slightly more sensitive than the R cones. Sometimes catego-
ries are called S (short wavelengths), M (medium wavelengths) and L (long wave-



lengths); after all they are describing the same categories. In figure 3 is presented sensi-
tiveness of different cone categories weighted with their amounts.
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Figure 3 Population weighted cone sensitivity functions in linear scale [4].

It’s also interesting that the B cones can be found mostly outside the fovea, while the
most of the R and G cones can be found from the fovea. If red and green colors are fo-
cused to fovea, blue color refracts so much that blue light won’t hit the fovea. This may
be one reason for distribution of the B cones. The rods are much more sensitive to light
than the cones. Even though the rods are blind to color they still are more sensitive to
smaller wavelengths. With this knowledge one could think that humans won’t sense
blue color very well. However it’s suggested that HVS in human’s brain amplifies the
blue color. [5, pp. 34 — 37, 284 — 285; 4]

2.2 Camera

In this chapter basics of digital camera sensing are explained. Also some functionalities
of camera are presented.

2.2.1 From light to image

Camera sensor correspond retina of the human eye. There are two dominating technolo-
gies used as camera sensors: CCD (charge-coupled device) and CMOS (complementary
metal-oxide semiconductor). For this research it’s enough to know that both have ad-
vantages and disadvantages, but the basic idea of technologies doesn’t differ much. For



simplicity those can be thought as two different ways of creating sensing circuits. More
information can be found for example from [7, pp. 4 — 11].

Here is described typical process of capturing image with digital CMOS camera. To
capture image camera needs to collect some light. That light has to travel through cam-
era system all the way to the sensor. During that trip light travels at least through one
lens. In modern camera systems, even in mobile phone camera systems, there usually
exist many lenses. Each lens has its own function. For example some lens or lenses can
be responsible for focusing while another lens or lenses may be responsible for zooming
and rest of lenses concentrate in correcting optical aberrations and other non-idealities.
[8]

In this part one biconvex lens is used to simplify optics. To make images look sharp,
lens must be at certain distance from sensor. This distance is dependent on distance
from the lens to object and shape of the lens. By altering position of the lens it can focus

light rays properly to get sharp images. Example of this can be seen in figure 4.
HXSEFISICJI’S

L]

_ lens
object

0

in-focus
out-of-focus

Figure 4 Example of focusing. Different distances between lens and sensor makes light
beams from object to converge more or less sharply.

Images become properly focused, when the distances between object and lens and lens
and sensor correlate to focal length of lens. Relation of these 3 parameters are presented

in formula
1 1 1
=4 = 4
fdy d, 4)

where fis focal length, d; distance between object and lens and d> distance between lens
and sensor [9, p. 13]. To calculate parameters for system with multiple lenses, calcula-
tions of individual lenses must be combined. In those calculations “object” is always
previous lens and “sensor” next lens. Shape of a lens is determining focal length. Focal
length is distance between focal point and center of the lens. Focal point can be found
by shooting a lens with a collimated beam of light straight in front of lens. Depending
on the lens light beams are converged or diverged. In converging lens light beams are
converged to travel through focal point. In diverging lens light beams are diverged in a
way, that one could find a crossing point for beams by imaging fictional extensions of



diverging beams to the direction of incoming light. Examples of finding focal point can
be seen in figure 5.

focal points

Figure 5 Example of finding focal point for converging and diverging lenses.

Focal length of a thin lens can be also calculated according formula
1 1

%:(n—1)*(R—1—R—Z) (5)
where f'is focal length, # is refractive index of the lens material, R; and R, radius values
that describes curvature of lens. R/ is radius of imaginary circle in light sources side
and R?2 is radius of imaginary circle in other side. [8; 9 pp. 13 — 17, 31]

After light has travelled through lens system it reaches filtering layer. First light
usually meets ultraviolet and infrared pandbass filter, which allows just visible light to
pass to color filter array (CFA) [10]. CFA consists of filters placed over the sensor.
These filters respond to certain colors and are arranged in certain order. The sensor con-
sists of pixels, where each pixel consists of one or more photo sensing elements. For
each pixel there is one color filter. The studied camera utilizes very commonly used
CFA called Bayer filter. One 2x2 block of Bayer filters consists of one red, two green
and one blue color components. Those components are aligned from left to right and top

to bottom in order of Gr, R, B and Gb like in figure 6.

Figure 6 Example of Bayer filter.
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After CFA light reaches the sensor. At sensor photons excite electrons, which create
charge on each pixel. These charges are then collected. However charges are still very
small and should be amplified. In CMOS cameras every pixel has its own amplifier.
International Organization for Standardization (ISO) has developed ISO speed standard
to describe the sensitivity of film. In era of digital cameras ISO speed is used to describe
the amount of used amplification. After certain exposure time amplified voltage of ca-
pacitors are measured. For this far everything has been in analog form. After voltage has
been measured it’s transformed to digital form (analog to digital conversion, AD). De-
pending of number of bits per pixel, image can have certain amount of possible levels.
The studied camera uses 10 bits per pixel, which means that each pixel may have 1023
different values. Actually that’s not the whole truth; usually some black level is also set.
Black level is set to overcome noise caused by dark current, which is always existent in
camera sensors. Thermal noise is more visible on low values, which means that black
color would look lighter than should and it would have bigger variations. In used cam-
era black level is set to be 42. This means that used camera should get values between
42 and 1023. However because of noise, it’s also possible, even though more uncom-
mon, to achieve values smaller than 42. [10]

At this point incoming light is transformed to vector of digital values. This data is
called raw data, because it’s minimally processed. From now on many cameras have
two non-exclusive options. Cameras can add some header data in front of actual image
data and save the whole vector as raw image. Another possibility is to convert raw data
to GrRBGb image, which consists of GR, R, B and Gb components, or to RGB image,
which consists of R, G and B components. In RGB image, two green components of
GrRBGb image are averaged. These images can then be further processed. Further pro-
cessing may contain several different processing steps. Many of those steps are done to
improve quality of the image. Finally after processing the image is stored in some for-
mat. Most common format is JPEG [11], which compresses image to much smaller size
by using lossy compression.

There is clear advantage in raw images compared to JPEGs. No data is lost and it
can be chosen how to process the image. In JPEG image is compressed and also some
processing is done. This processing may be something non-optimal and, at least after
JPEG conversion, impossible to revert. Of course raw image has some drawbacks too.
To show raw image properly it needs to be converted to some other format, like RGB.
Also more space is needed to store those images, even if lossless compression is used.
Of course images could be stored in smaller space by using lossy compression, but that
ruins the whole idea of raw image. Another problem is that even though standardized
raw formats exist, those aren’t widely used among big camera manufacturing compa-
nies. Almost every manufacturer uses different header data. This makes it little bit
tricky to user to use raw images. Luckily camera manufacturers usually offer some raw
image convertor tool. With enough knowledge it’s also possible to convert images one-
self. Also 3" party image processing tools may offer tools to convert most used raw
formats. [10]
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2.2.2 Exposure

Exposure is combination of aperture size, shutter speed and ISO speed. In digital cam-
eras the device can set up these settings automatically (auto exposure, AE) or user can
set up those manually. With poor exposure values image may appear to be very imbal-
anced. It may be for example too dark or too saturated. Usually choosing values for
these settings is some kind of balancing between the options. If one setting is changed,
two others should be chosen to correlate with that setting in current conditions. [12]

Aperture size controls the size of hole, where light travels inside the device. Simul-
taneously it affects to the amount of light getting to device. Aperture corresponds to the
pupil in HVS. Aperture size is affecting to depth of field. Bigger aperture gives more
narrow depth of field. It blurs more distant areas of scene, which can be sometimes de-
sired feature. This way object in foreground can be highlighted. Smaller aperture size
can give very detailed photos even with objects in very different distances. The
smartphone used in this study, like smartphones commonly, uses fixed aperture size.
[12]

Shutter speed controls the duration of light getting in device. In other words it de-
termines exposure time. Longer exposure time means less noise but higher blur if cam-
era moves or there is motion in scene. Sometimes this is a desired feature, because it can
make images look more living. Noise is reduced because desired signal, which is the
scene, becomes bigger compared to noise signal. This means better signal to noise ratio
(SNR). Shorter exposure time on the other hand grants sharper pictures of fast move-
ment and makes it easier to take shot with free hand without “motion blur” caused by
unsteady hand. Traditionally shutters have been mechanical but with digital cameras it’s
also possible to use electrical shutters. Electrical shutter resets pixels and starts to react
to incoming photons. The studied camera uses electronic rolling shutter. [12]

ISO speed controls the sensitivity of sensors. Bigger ISO speed means that sensors
are more sensitive to incoming light. In practice actual sensitivity of sensor isn’t altered,
but the amplification of sensor readings is altered. Increasing ISO speed too much also
increases drastically the amount of noise, because noise power becomes bigger in rela-
tion to the signal power. In low light situations it’s more preferred to use higher ISO
speed. Especially in situations with flash disabled or for background areas while flash is
enabled. Lower ISO speed is much better in properly illuminated scenes because of
lower noise. [12]

2.2.3 Focus and autofocus algorithm

In modern cameras there is usually option to let camera alter focus automatically (AF)
or manually by rotating focus ring. Anyhow focus is altered by moving focus lens back
and forth. In mobile phones manual option isn’t valid method, because that kind of big
optical system is impractical in thin mobile phones. Sometimes focus lens is even made
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fixed, which means that focus cannot be altered. Modern smartphone cameras usually
have AF system.

In camera modules AF is implemented by moving focus lens and calculating focus
value alongside. Every time focus lens is moved to somewhere focus values are recalcu-
lated from that focus point and compared to previous ones. From that information AF
algorithm decides whether the best focus point is found or should it be still searched.
Algorithm also decides the position where focus lens is next moved. Lens should be
moved forward and backward until right focus point is found. Usually lens is first
moved in bigger steps and adjusted with smaller steps when roughly searched focus
value is achieved. [3]

Usually when capturing image, in scene there is something interesting (meaning
shapes and differences in color). In region of interest (ROI) there are normally some
noticeable contours and edges. One way of calculating focus value is to detect edges
from scene. Detecting edges can be done in many different ways. Normally it’s some
kind of transformation done to ROI, which return just one value. This value describes
edge information in ROI. Transformation can be for example summing gradients of
image. One simple approximation of gradient is the Sobel operator which can be calcu-
lated by using 3x3 mask of formula 6 [5]. ROI is filtered with that mask and outcome is
summed up. It returns higher values for areas where is bigger vertical differences in
intensity. If sobel operator is transposed, information of horizontal edges is acquired. By
summing up vertically and horizontally filtered image, image with strongest edges high-
lighted can be plotted. Example of using Sobel operator can be found from figure 7.
Typically in smartphone cameras transformation is done with high pass filter. High pass
filter is used, because it’s fast to implement and gets rid of lower frequency components
which correspond smaller changes ROI. In this thesis high pass filter was used.

-1 -2 -1
( 0o 0 0 ) (6)
1 2 1
This way calculated focus values are very dependent on scene. Scene with a lot of ob-
jects in ROI returns much bigger values than ROI without objects. However if there
exist edge content in ROI in-focus images should get bigger focus values than out-of-
focus images. [5, pp. 134 — 137]

This kind of algorithm creates higher spikes to focus curve at the focus lens posi-
tions (focus points), where objects are well focused. In real world cases global maxi-
mum focus value isn’t necessarily the best focus point, because there may be objects at
different distances. However for simplicity and practicality in this thesis global maxi-

mum value is assumed to be the right focus point. This said it’s very important for algo-
rithm, that the found maximum really is the global, not any local one. [13]
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Figure 7 Top left image is filtered with Sobel operator presented in formula 6 to detect

vertical edges and transpose of the same Sobel operator to detect horizontal edges. In
bottom right vertical and horizontal edges are summed together.

2.3 Image quality

In this chapter is presented methods for evaluating image quality, some things affecting
image quality and some ways to improve image quality.

2.3.1 Evaluating image quality

Measuring image quality may be tricky task. After all human is looking images and
evaluating the quality of them. If objective measurement is used, it should correspond to
HVS. Still there is differences between individuals how they evaluate quality of images
with different aberrations. This behavior is hard to implement to some formula.

There are many ways to do subjective image quality assessment. Some of them
work better in certain cases and are more or less standardized. For example International
Telecommunication Union (ITU) recommends using standards presented in [14] to
evaluate subjective quality of images and videos. Because arranging subjective quality
measurement event is time consuming and expensive, many times some formulas are
used to evaluate quality of image. Best methods model HVS well, but are very com-
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plex. In [15] some pretty simple methods are presented. However subjective quality is
usually very important and should be taken into account.

One objective image quality measurement is signal to noise ratio (SNR). SNR com-
pares power ratio of useful signal and noise. It can be calculated according to formula

SNR = 10  log, , -anet 7)

Proise

where SNR is in decibels, Py;gqqa average power of useful signal and P, average power
of noise in signal. As power measurement one can use for example variance. In this
quality measurement method either reference image and noisy one or noisy image and
knowledge of additive noise needs to be known. [16, p. 105]

2.3.2 Noise and noise sources

Traditionally noise in digital cameras is considered to be additive. That noise is typical-
ly impulse- or Gaussian-like noise. Additive noise is something, which can be fully re-
moved from image if pattern of noise is known. Additive impulse noise, also known as
salt & pepper noise, creates randomly minimum and maximum values to the image. It’s
more probable that in real world impulse noise causes outliers to data more than mini-
mum or maximum values. However in this thesis it was chosen to use minimum and
maximum values as impulse noise. Gaussian noise, also known as white noise, on the
other hand creates Gaussian distributed noise randomly to each pixel. More about dif-
ferent noise types can be found from [5, pp. 220 — 230]. Amount of noise isn’t neces-
sarily as important as SNR, because image may look even better with higher amount of
noise if only useful signal is strong enough to mask the noise. That can be seen in imag-
es where are areas with a lot of details (stronger signal) and areas with very few details
(weaker signal). If noise with same variation is added to whole image, areas with less
details look much noisier compared to areas with a lot of details. [10]

There exist many sources of noise when image is captured. Some of the noise is
caused by user and some is caused by device itself. User caused noise sources can be for
example unsteady hand while taking picture or low light situation with poor flash. Next
are presented some noise sources from device and physics.

Photon noise, also known as shot noise, is caused by fluctuations in numbers of pho-
tons that source emits. This noise exists always in digital cameras. It’s related to physics
of light. Photon noise is more existent in lower light, than in higher light. This means
that photon noise effect can be reduced by using longer exposure times, because more
light is getting to the sensor and SNR is increased. This source of noise follows a statis-
tical Poisson distribution, which is pretty similar to Gaussian distribution. It’s more like
biased Gaussian distribution. [10; 7, p. 31]

Dark current noise, also known as thermal noise, is caused by heat of the sensor. In
sensor photons excite electrons. Electrons are also excited by heat. These electrons cre-
ate a charge on a capacitor, which is finally measured. All this means that even from
shots without any light source, some non-zero voltage values are normally measured.
By cooling sensor this effect can be reduced. Also shorter exposure times reduce this
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effect, because longer exposure time creates more heat and decreases SNR. Dark current
noise resembles mostly Poisson distribution. However it’s typically modeled with
Gaussian distribution, because Gaussian distribution approximates pretty well Poisson
distribution when photon arrival rate is high. [10; 7, pp. 4 — 5, 30]

Amplifier noise, also known as readout noise, is caused by imperfect amplifier.
Measured voltage on a capacitor is amplified. Amount of amplification depends of ISO
speed. Bigger ISO speed means also bigger amplification. Amplifier may perform dif-
ferently at different times, despite of original level of voltage being same. With lower
ISO speed this problem can be reduced, because it increases SNR. Amplifier noise fol-
lows Gaussian distribution. [10]

Quantization noise also plays a role in overall noise of image. Even though its im-
pact is usually very small compared to many other noise sources, it still exists. Infor-
mation in digital cameras is converted to digital, when analog amplified voltage is trans-
formed (rounded) to discrete voltage level. At this AD conversion slight amount of in-
formation is lost. This error can be reduced by increasing amount of bits, which would
decrease distance between adjacent voltage levels. Also suitable non-uniform discretiza-
tion could help subjectively, because of nature of the HVS. Quantization error follows
Gaussian distribution.

Fixed-pattern noise, also known as spatial noise, in CMOS sensors is mostly caused
by differences between amplifiers. It also takes account other noise sources, which cre-
ate similar noise pattern to every image. It notices for example dead pixels, which gives
always certain constant value. Longer exposure and higher temperature increase fixed-
pattern noise. It can be reduced by subtracting dark frame or average of several dark
frames. Latter one is preferred way, because effect of temporal noise is diminishing
after averaging. Fixed-pattern noise can be seen as impulse-like noise, even though val-
ues aren’t necessarily minimum or maximum, but they are randomly distributed. [10, p.
31]

2.3.3 Noise reduction

Noise is almost always existent in electronic devices. Sometimes amount of noise is so
small that it doesn’t disturb at all. When dealing with images, video or audio it’s usually
necessary to pay attention to noise. Sometimes noise can be even desired feature, but
most of the time it’s not. For that reason noise reduction, also known as denoising,
techniques can be very important. For noise reduction, numbers of techniques are de-
signed. Some of them can be very complex while others are much simpler. Usually
more complex algorithms need more processing and may result in better noise reduc-
tion. Some noise reduction algorithms can be found from [5 pp. 230 — 253].

Noise reduction algorithms are usually based on assumption that image consists of
the useful information signal and additive noise, which doesn’t correlate with the useful
signal. Anyhow problem in noise reduction is to keep the useful information signal de-
tached while decreasing the amount of noise. This means that reduction algorithm will
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probably work better if it can separate noise and the useful signal from each other. Usu-
ally performance of noise reduction algorithm can be improved if something about na-
ture and behavior of noise is known.

In smartphones it’s important that image capturing is fast enough and battery isn’t
wasted too much. This leads usually to simpler noise reduction algorithms. Require-
ments in AF calculations are even stricter. For these reasons next are presented two very
simple noise reduction algorithms and one much more complex. Algorithms used in this
study are mean filtering, median filtering and BM3D. [17]

Mean filtering is very simple way of reducing noise, especially Gaussian noise.
However by smoothing local variations, this algorithm also blurs edges and small de-
tails. Mean filtering can be done in very simply way for each color component by just
calculating average of certain size neighborhood with certain weights according to for-
mula

€ y) =2 (n(s, )« 522) ®)
where x and y are coordinates of image and s and ¢ are coordinates of neighborhood
around the point (x, y). Neighborhood means the nearest pixels around some point. Usu-
ally neighborhood is square. This means that C(x, y) is certain pixel of color component,
n(s, t) is certain pixel in C(x, y) neighborhood and w(s, ) is weight in corresponding
position. Idea of using weights is to make some pixels more significant in calculations.
Usually bigger weights are used to values, which are closer to the center of the mask.
Masks can be used to calculate mean values. In figure 8 are examples of 3x3 matrices

that can be used for average filtering.
(1) L2 4 o)
— % — %
2 \1 11 16 \1 2 1
Figure 8 Averaging 3x3 masks. In right mask weighting is used.

Values of mean filtered image is achieved by sliding for example presented masks over
the color components and summing outcome of pixel-wise multiplication of mask and

neighborhood. Example of image filtered with figure 8 filters can be found from figure
9.[5p.231]

Figure 9 Left image is filtered with filters presented in figure 8 in same order.

Median filtering is very effective to impulsive noise and it usually reduces also
Gaussian noise. It has less blurring effect compared to linear mean filtering. Value of
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median filtered image is achieved by calculating median value of neighborhood around
the pixel. This can be expressed as formula

C(x,y) = median(n) 9)
where x and y are coordinates of image, C(x, y) is certain pixel of color component and
n is neighborhood around coordinates x and y. Example of image filtered with median
filter can be found from figure 10. [5 s. 234]

BM3D is computationally very demanding algorithm, which can reduce added
Gaussian white noise very effectively while still preserving details. Performance of al-
gorithm is based on finding similar blocks in image. Correlation of those blocks is used
as advantage when noise is reduced. The algorithm filters noise out of the image by cal-
culating weighted average of overlapping similar blocks. If there are some unique fea-

tures, algorithm preserves those. Example of image filtered with BM3D can be found
from figure 10. [18]

Figure 10 Left image is filtered with median and BM3D filters.

2.3.4 Vignetting

Vignetting is artifact that is usually well visible in raw images taken with smartphones
and it’s caused by camera system. Vignetting is typically divided to 3 categories: natu-
ral, optical, mechanical vignetting. In addition there exists color shading, which is usu-
ally listed under vignetting, because its nature is very similar. Natural and optical vi-
gnetting can be seen as gradual illumination falloff from the center of the image. [19]

Natural vignetting consists of three elements. First and most affecting element is dif-
ference in distance that light has to travel from aperture to the sensor. Electromagnetic
radiation contracts according to distance it travels. Second affecting element is the area
wherefrom light travels to different parts of the sensor. From center of the sensor aper-
ture is round, but when looking the aperture from the edge of sensor it’s elliptic and
covers smaller area. The last effecting element is based on the difference of area that
light covers when it’s reflected to sensor plane. Light beam coming in an angle makes
the cover