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Narrow Band Internet of Things (NB-IoT) is the most advanced technology standard for short 
message services, such as sensor data, developed by 3GPP Release 13 and beyond. The NB-
IoT is deployed over Long Term Evolution (LTE) Advanced Pro infrastructure and theoretically, it 
offers extended coverage up to 40 km from the base station. The objective of this thesis is to 
analyze the performance of NB-IoT technology in cargo shipment tracking using LTE cellular 
networks across the coastal line. Currently, about fifty thousand cargo ships use onboard Satellite 
communication system for all sorts of information exchange with the onshore data centers. The 
Satellite communication will continue to exist, even after deployment of NB-IoT. 
 
Apart from the machine critical data of the cargo ships, the non-emergency periodic short 
messages for polling meteorological and container metadata such as temperature, humidity, 
gaseous detection, etc. will be crucial for the quality of the shipment and the traceability. In this 
thesis, we analyze deployment of NB-IoT sensors for cargo container to track and provide 
metadata about the condition of goods. We evaluate three implementation methods of NB-IoT for 
cargo ships, optimize the coverage and enhance the battery life of the sensor equipment. The 
main idea is to offload non-critical information that would otherwise use expensive Satellite links, 
thus embrace the NB-IoT technology at offshore and reduce the financial stress on the cargo 
shipments. 
 
In the first method, all the sensors transfer the periodic data directly to the coastal LTE network 
when the ships sail in close proximity to the shore. In the second method, the sensors transfer 
data to an LTE base station installed locally on the ship and then accumulated information will be 
relayed to onshore LTE network over NB-IoT channel. In the third method, an Unmanned Aerial 
Vehicle (UAV/ Drone) base station will collect the data from the onboard sensors; it then relays 
the information to the onshore LTE network. For all methods, when there is no LTE coverage, the 
accumulated data will be sent over the Satellite link, which will be available onboard. 
 
The assessment confirms the hypothesis that the packet loss probability reduces when the base 
station is located close to the sensor, where the number of retransmissions will be reduced, and 
more uplink resources will be available. For direct access scenario, a large number of users 
contend for Random Access Channel (RACH) simultaneously after entering into the LTE 
coverage. The packet will be dropped after reaching the maximum number of attempts for the 
RACH resources. As per the simulated results, mean lifespan of a sensor is greatly affected by 
the LTE network availability and random access procedure, during which the sensor spends most 
of the energy for transmissions. The mean transmit delay will be higher with second and third 
methods where the ship BS, UAV BS accumulate packets until they find the LTE network or relays 
the data to the Satellite link if the LTE outage is longer. This performance assessment provides 
technical insights for the maritime industry to embrace the NB-IoT for tracking and condition 
monitoring of shipment. 
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1. INTRODUCTION 

In this chapter, the objective of the thesis and the current state-of-the-art technologies 

for Massive Machine Type Communication (mMTC) are detailed. The focus is to describe 

various applications of IoT, the use case for the marine industry and the IoT offerings to 

enhance the profitability and automate the cargo shipment industry. 

 
For the smart supply chain management, smart cities, smart factory, and autonomous 

vehicular transportation, use of IoT technologies to optimize the service times and im-

prove efficiency. Shipment tracking is one of the key factors for the cross border trading 

and an opportunity to embrace the IoT technology. Goods are transported by rail/ road, 

cargo ships. Some of the goods, such as pharmaceuticals, vegetables, and semiconduc-

tors, need extreme safety and good preservation procedures in place. Monitoring of the 

leakages, gases, moisture, temperature, etc. are required while the cargo is on its way. 

 
An average cargo ship carries more than two thousand containers [36] that need a lot 

of crews to inspect each container periodically to avoid any wastage/ contamination. In 

that context, it is necessary to proactively track the goods health and report to the on-

shore server farm/ data center timely to enact. In this thesis, we assess different NB-IoT 

implementations for cargo ships to track containers condition and its traceability. It also 

enables the e-commerce giants to estimate and optimize the delivery time and automate 

loading and unloading the goods at the designated ports. The sensor device, which 

works on battery power, polls metadata periodically to the gateway. 

 
The NB-IoT compliant sensor device can work as long as 10 years with battery power 

(assuming the tiny packet dissemination for a given interval). The smart sensors, which 

collect metadata from the containers on the cargo ship, will alert the shipping companies 

for necessary action on time. The current state of the art technology for any offshore 

communication is limited to the Satellite communication system. Offloading some of the 

sensor data from Satellite link to the coastal LTE network while the ship sails across the 

coastal line will drastically reduce the expense on the communication system. 

 

The NB-IoT offers extended coverage, longer battery life, and relatively improved 

throughput compared to that of other LPWAN technologies. Since NB-IoT is cellular 
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based networking protocol, it offers enhanced security and authentication mechanism. 

Although in a static scenario, the NB-IoT technology supports up to 52574 end devices 

per cell sector [2], in this thesis, we assumed the scenario where the sensors will be 

moving which causes a sudden spike in the number of end devices attempting to access 

the channel on the base station. When multiple cargo ships, those containing thousands 

of IoT sensors, pass through the same base station, it is almost impossible for the base 

station to provide uplink resources, packet loss as a result.  

1.1 Massive Machine Type Communication 

The industry body ITU has characterized the 5G network as enhanced Mobile Broad-

band (eMBB), Ultra reliable low-latency communications (URLLC), and mMTC. The NB-

IoT/ mMTC are outlined in 3GPP Release 15 and 16. The 5G Alliance endorses 5G 

mobile networks for factory automation and process industry. 

 
The Machine type communication (MTC) is the latest advancement in industrial com-

munication. The 3GPP has initially specified MTC under LTE-M deployment, in Release 

12, 13 and 14, further classified as Cat 0, Cat M1, Cat M2, non-BL. The mMTC provides 

a platform to the instrumentation, processing equipment, sensors to communicate via 

wired or wireless channels. It aims to improve industrial productivity and efficiency, thus 

increasing the factory output and open opportunity for new business models. In the con-

text of industry 4.0, mMTC will assist to fully automate the control systems, extract 

metadata, process it and upload to the cloud. 

 
The digitization of the factory and fully autonomous production will be backed by the 

mMTC in the near future. In the context of smart cities, every metering device, safety 

and surveillance equipment, environmental monitoring sensors will communicate with 

the cloud without human-in-loop using LPWAN technologies. In contrast to the eMBB, 

the primary function of mMTC is to collect and process a massive number of small data 

packets over a given interval, compromised with the available data rate and the latency. 

 

As per the Cisco’s M2M traffic forecast, the number of connected devices will be dou-

bled by 2022 while the traffic volume will be quadrupled during the same time. New tech-

nologies to evolve to meet the demand from the industry still cost less and sustain for 

long operation. It is also important to have a unified infrastructure to cater to various 

applications. 
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Figure 1.    M2M traffic growth [9]. 

 

NB-IoT: The 3GPP body has originally defined NB-IoT standard under Release 13 

and 14 based on LTE network Cat NB1 and Cat NB2. The NB-IoT is specially designed 

to provide deep coverage in indoors, low power consumption, highly dense deployment, 

need of just 200 kHz bandwidth for one Primary Resource Block (PRB). It uses SC-

FDMA modulation for uplink and OFDM for downlink communication. It can be flexibly 

deployed in LTE, 5G and GSM bands as well, also deployable alongside the existing 

LTE carrier or make use of guard bands. Theoretically, NB-IoT offers up to 40 km cov-

erage using Cyclic Prefix (CP) Format 1 and about 8 km using CP Format 0 [35]. How-

ever, the data rate depends on the load on the base station and the density of sensors 

within a cell site. 

 
The NB-IoT is primarily designed for machine type communication that requires small 

bursts but many transmissions. The coverage offered by NB-IoT is significantly larger 

compared to that of other LPWAN technologies. It fully suits for metering, monitoring of 

the environment, equipment and also human health condition, tracking, etc. which does 

not guarantee the low latency communication, but still works as best effort based. It offers 

improved security and integrity to the user data as it is deployed over cellular infrastruc-

ture, which is equipped with encryption, authentication of user data. Since NB-IoT uses 

licensed spectrum, less interference from the other devices operating in same spectrum. 

 
EC-GSM-IoT: Extended coverage GSM IoT is another cellular based LPWAN tech-

nology that co-exists with 2G, 3G, and 4G mobile networks. It supports backward com-

patibility with the existing GSM infrastructure. Due to the usage of the low carrier fre-

quency, it provides improved coverage and low complexity echo system. The 3GPP body 

has confirmed the EC-GSM-IoT specification in Release 13. It is deployed in In-band 

GSM band, works with GMSK and 8 PSK modulation schemes, supports 33 dBm, 23 

dBm transmit power classes. Due to the low transmit power; the sensor lifetime will be 

10 years and the end device work in PSM or eDRX modes. The main applications are 

short messages, IoT packets, and voice. 
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LTE-M: The LTE-M technology was specified by 3GPP Release 13. It uses 1.4 MHz 

bandwidth and allows IoT devices to directly connect to the 4G network with coverage > 

156 dB Maximum Coupling Loss (MCL). IoT devices can feature either Power Saving 

Mode (PSM) or extended Discontinuous reception (eDRX) mode. It uses OFDMA, 16 

QAM in downlink and SC-FDMA, 16 QAM modulation schemes in up-link. LTE-M suits 

for the less dense sensor applications where no additional infrastructure is feasible to 

deploy such as gateways. LTE-M has edge over other technologies when it comes to 

the low-latency; also, the data rate is quite promising. The main applications are smart 

metering, smart homes, asset tracking. 

 

LoRaWAN: Long Range WAN is a non-cellular LPWAN technology designed for IoT 

applications. It uses LoRa or FSK modulation schemes and deployed in industrial, sci-

entific and medical (ISM) radio bands 2.4 GHz and 5 GHz. The frequency usage can be 

different for different countries. It uses chirp spread spectrum (CSS) that makes it robust 

while handling the noise and fading. The LoRa end devices always connect to the local 

gateways, which then relay the data to the central servers. Due to its heavy dependence 

on the gateway and the usage of ISM band, the end devices might experience interfer-

ence from the other devices within the ISM frequencies. The IoT devices are classified 

into three categories in LoRa, i.e. Class A, Class B, and Class C. LoRa features multi-

casting that suits for mass message distribution. 

 
SigFox: It is another non-cellular LPWAN technology that provides long-range IoT 

coverage, it uses conventional radio propagation using BPSK. It works in sub-GHz ISM 

band, uses ultra-narrow band channels (UNB), which suits for the MTC traffic. It uses 

DBPSK, GFSK modulation schemes for uplink and downlink. The end device can trans-

mit 140 messages per day of payload size of 12 bytes. It does not feature data encryp-

tion. As SigFox offers up to 100 bits/sec data rate, it is suitable for small datagram appli-

cations. It can also be noted that the bandwidth is quite low and low radiating frequency, 

thus the longer communication range as a result. The main applications are pet, device 

tracking, monitoring the environmental conditions, industry utilities monitoring. 

 

 
The following Table 1 describes the principle differences among different IoT technol-

ogies. 

 

 



5 

 

Table 1. Comparison of IoT technologies 

 NB-IoT EC-GSM-IoT LTE-M LoRa SigFox 

Bandwidth 200 kHz 200 kHz 1.4 MHz 125 kHz 100 Hz 

MCL 164 dB 164 dB 156 dB 155 dB 160 dB 

Data rate 250 kbps 140 kbps 1 Mbps 50 kbps 100 bps 

Band 
Licensed 

LTE 

Licensed 

GSM 

Licensed 

LTE 
915 MHz < 1 GHz 

Range 15 km 15 km 5 km 15 km 50 km 

Power class 23 dBm 
33 dBm, 

23 dBm 

23 dBm, 

20 dBm 
14 dBm 14 dBm 

 

1.2 Smart Applications of NB-IoT Technology 

The primary applications of the Internet of Things are industrial equipment connectiv-

ity, home appliances and wearables. Some of those require high throughput and some 

applications require low latency. Some IoT technologies offer high throughput as detailed 

in the above section. NB-IoT provides a blend of low latency and average throughput 

compared to the other LPWAN technologies. Due to the enhanced security and data 

encryption, it suits for a wide variety of applications as explained in the following. 

 

 

Figure 2.    NB-IoT applications [7]. 

 

Healthcare Industry: At present smart wearables are capable of connecting with the 

mobile phones, through which the human body metadata (such as temperature, pulse, 

humidity, etc) periodically and transmit to the cloud for tracking the health. Thus, preven-

tive measures can be taken for any anomaly at the early stage of decease. Enabling NB-

IoT technology for the wearables, which lasts for ten years, will be more efficient as it 

does not depend on the mobile phone as a gateway anymore. 
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Having NB-IoT enabled implant for the patients, especially those with a disability will 

do health monitoring round the clock without human intervention. Additionally, the tiny 

sensors can be attached to the refrigerators, which tracks the condition of medicines, 

vaccines, etc. for preserving them for a long duration. The NB-IoT sensor is safe for 

patient monitoring, due to the low radiating power, which does not harm to the human. 

 
Goods transportation: Most of the shipments, especially white goods can be tracked 

during transportation from the warehouse to the customer location. During the transit, 

the condition of the item such as any leakages or extreme temperature/ vibration, can be 

monitored and alert the person in-charge for immediate action. Since most of the coun-

tries have good mobile penetration, the tracking of consignment will be hassle-free while 

IoT sensors poll the data periodically. 

 
For large e-commerce companies, IoT sensors will automate the goods movement 

and optimize the transit routes for the subsequent orders. Other non-cellular based 

LPWAN technologies do not support this feature, as their infrastructure is not interoper-

able. Using this case study, a container can be tracked from the source to destination 

including the sea cargo shipment using LTE networks infrastructure across the globe. 

 
Smart home/ Utilities: Currently home electronics like TV, air conditioning, refriger-

ator, washing machine, lights, water pumping etc. are monitored and controlled by a 

human. By embedding the NB-IoT sensors to these electronics, one can operate them 

remotely using mobile applications. Due to the advantage of deep penetration inside the 

house, with low power budget (-164.4 dBm), NB-IoT sensors have edge over other con-

temporary IoT technologies. As it is deployed over LTE networks and utilizes only 200 

kHz channel for each PRB, it offers a massive number of user access at lower costs.  

 
The sensors do not always be in connect mode with the base station, they will enter 

into idle mode until next duty cycle, hence battery life is 10 years long; it ideally suits for 

all kinds of home automation applications. It suits for the low bandwidth applications, 

such as smart metering (electricity/ water/ gas), facility management, smart parking, as 

it supports the coverage up to eight kilometers in dense urban area, even can reach the 

basement of the house. 

 
Precision farming: The NB-IoT sensors can solve some of the challenges faced by 

the dairy farmers, where they had to manually check the temperatures, water, and food 

quality and adjust the environment for improved production and health of the cattle. It is 

worth to make cattle wearable and monitor their health for preventive and corrective 
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measures. In addition, their position can be tracked in case they moved away from the 

dairy farm. In the future, the data can be analyzed and provide an optimized solution to 

the farming industry for good practices. 

 
When it comes to the agriculture and fishery, NB-IoT assists to digitize and produce 

meaningful data for optimizing the farming condition. The quality and quantity of water, 

soil quality testing, and environmental data can be periodically collected and analyzed to 

improve the farming yield. It can also solve the problem of preservation and reduces 

possible contamination. The correct preservation procedures can only be derived from 

the existing data, which is possible with the IoT. The storage and preservation techniques 

can be fully automated, thus the overall farming income increases with the technology in 

place. 

1.3 Use Case for Autonomous Vessels 

The autonomous vessels will be equipped with hundreds of instrumentation equip-

ment, proximity sensors, and situational awareness sensors and carry thousands of con-

tainers. Smart containers and intelligent machinery will take over the human job in auto-

mated vessels [10], it means a lot of additional space for goods on the ship and less 

expense for the transportation companies. It is only possible with a robust communica-

tion system on board, other than conventional satellite links. The NB-IoT suits for carrying 

the short payload such as environmental condition data, instrumentation health report, 

periodic maintenance related information. 

 
Although NB-IoT provides access for the sensor network on the vessel, it needs a 

gateway to push the sensor data to the cloud via satellite or onshore LTE network. Due 

to the extended coverage factor, floating NB-IoT base station could offload the data when 

it discovers the LTE network, especially in the North Sea where most of the Oilrigs had 

fiber optic connection to the cloud. Conventional Wi-Fi, BLE, legacy 4G networks cannot 

suffice the need for massively connected devices, as the end devices choke the uplink 

resources. One LTE NB base station with customized configuration can handle thou-

sands of sensor equipment alongside the voice and broadband services. 

 
Condition monitoring: The main application for the autonomous vessels is to track the 

container health and itemize the loaded, unloaded goods at designated ports. The NB-

IoT supports bidirectional communication that makes it to operate the container remotely 

through micro controllers, interfacing with the IoT sensor. The sensor lifespan is quite 

long, that will reduce the maintenance and the cost for the massive deployment, yet the 
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same sensor connects seamlessly with inland LTE network. NB-IoT supports encryption, 

authentication, and differential services, ensures the safety and quality of the trade at 

offshore. It provides safe communication that can defend from the pirates and hackers. 

 
Intelligent machines: All the instrumentation, metering equipment onboard can reliably 

use NB-IoT to relay the data to the cloud. It helps to proactively identify the faults of the 

equipment and action before any interruption. It is possible to control some of the instru-

mentation equipment remotely through NB-IoT interface, where they are susceptible for 

latency. The onboard machines need to poll data periodically and on-demand basis, 

there is no limit on the amount of data and the frequency of transmission, NB-IoT has 

edge over other protocol in this requirement as the offered data rate can be up to 250 

kbps and any number transmissions as long as the load is optimal. 

 
Localized services: The IoT devices will collect some of the critical information from 

SA sensors in and around the ship and relay to the local server onboard, which will per-

form data analytics locally to take certain action. It reduces the need for additional infra-

structure on ships and unifies the mode of communication. Since the movement of the 

vessel is relatively slow and there exist systems on board to detect the objects at far 

distances, the response time need not be in microseconds for the vessel operation. In 

that context, the NB-IoT offers extended connectivity for the massive sensors devices. 

However, the latency will not be hours, but limited few seconds considering good 

throughput. 

1.4 State of the Art of Internet of Things technology 

The existing LPWAN technologies are SigFox, LoRa, Weightless SIG, nWave, Dash7, 

LTE Cat-M, and NB-IoT. Firstly, non-cellular technologies are meant to work in ISM 

bands, which causes a lot of interference from other devices. Those IoT devices, form a 

star topology, requires a gateway to relay the data to the cloud. Secondly, cellular-based 

IoT technology provides end-to-end payload authentication, encryption, which are not 

robust within ISM band implementation. Thirdly, LTE NB-IoT, LTE-M are globally ap-

proved by 3GPP body, hence no proprietary, copyright against the use of this technology 

while others were protected by their alliances. 

 
Due to the globally unique framework for cellular-based IoT technologies, it is easy to 

deploy and utilize roaming, interoperable features among different operators in different 

regions. The non-cellular based LPWAN technologies require a dedicated infrastructure 

to function, while NB-IoT co-exists with LTE, 5G networks, less capital investment as a 
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result. NB-IoT is an integral part of LTE Advanced Pro, 3GPP Release 13. At present, 

most of the telecommunication service providers have already deployed LTE Advanced 

Pro. Adding additional carriers within the cell site will instantaneously scales up to thou-

sands of connected devices. 

 
The NB-IoT is designed to connect a massive amount of devices, allowing the payload 

of 1600 Bytes. It supports small data granularity and deep penetration to the indoors, 

and basement devices. Compared to the contemporary IoT technologies, NB-IoT offers 

extended coverage and less resource hungry. When the sensors are mobile, a lot of 

resources will be consumed for retransmissions and repetitions. The same NB-IoT sen-

sors can work very well while the containers transit through rail/ road transportation 

providing end-to-end tracking mechanism per container. 

 
When a cargo ship is fitted with thousands of sensors, which attempts to access the 

nearby base station simultaneously, due to the sudden spike in traffic, the packet loss 

will be high. It also affects the battery life of the sensors that have to be efficient for 

deployment. We will analyze the performance metrics; packet loss, sensor lifespan, base 

station density and mean transmit delay. We will then evaluate the options for improving 

the coverage via direct access, relaying base station on ship, UAV base station onboard. 

By implementing the NB-IoT sensors, the supply chain inventories can be very well op-

timized through big data analytics. 

 
This thesis is organized as follows: 

 Introduction briefs the main idea of this thesis and its organization. 

 NB-IoT technology and evolution details the specification, scheduling and cover-

age analysis, and energy consumption details. 

 NB-IoT for cargo ships describes the deployment models, their pros and cons, 

system modeling, connectivity assessment and the brief description of the simu-

lation model. 

 Numerical assessment explains NB-IoT resources evaluation, performance met-

rics. 

 The conclusion provides overall insights into NB-IoT solution for the offshore en-

vironment. 
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2. NB-IOT TECHNOLOGY AND EVOLUTION 

In this chapter, the NB-IoT technology evolution is detailed. The NB-IoT specification 

and various deployment options, the frame structure are elaborated. The coverage as-

sessment for the use of cargo ships and its energy consumption for different modes are 

explained. 

 
The 3GPP standardized NB-IoT technology under Release 13. It is cellular based 

LPWAN technology. As NB-IoT is an open standard, the end device will work in different 

operator networks and spectra. It supports both IP and non-IP data traffic and needs 

minimal signaling over the radio interface. NB-IoT’s access network remains the same 

as the legacy LTE network. The main difference is that NB-IoT node will always contend 

for the uplink channel and then establish the session, while the end device will be in 

connect mode in legacy LTE. The NB-IoT does not support handover, but the end device 

needs to establish session every transmission. 

 

 
  

Figure 3.    LTE based IoT technologies [7]. 

 

The NB-IoT solution does not suit for delay sensitive applications due to high latency 

and duty cycle, it also not suits for bandwidth and power-hungry applications like stream-

ing, audio/video file transfers, mesh-type signaling. The global cellular network penetra-

tion is greatly improved today and shaping towards handling machine type communica-

tion. In the context of industry 4.0, there will be millions of factory equipment, which will 

connect to the IoT platform for proactive maintenance and data analytics. 
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Since NB-IoT does not collaborate with other radios, it will only not support all other 

LTE Advanced network features. Cellular-based IoT solution provides enhanced se-

cured, scalable and reliable service compared the other IoT technologies. The initial ran-

dom access procedure for LTE NB is slightly different compared to that of legacy LTE, 

which got simpler. It will be detailed in the following section. 

2.1 NB-IoT Specification and Deployment Options 

The NB-IoT works in Half Duplex (HD) mode and Frequency Division Duplexing 

(FDD), the uplink and downlink transmissions use different frequency resources. The UL 

and DL transmissions are separated by at least one subframe for switching between 

transmit and receive function. It will support on either LTE band or GSM band. It has the 

following advantages: reusing GSM spectrum, deep signal penetration, cheap chipset 

design, and power efficiency as long as 10 years of battery life using PSM and DRX 

modes, improved security procedures, scalability. The main purpose of it is to handle the 

short messages but less frequent and hundreds of sensors within the cell site.  

 
Conventional IoT technologies need dedicated infrastructure, while NB-IoT will be im-

plemented over LTE-M2 (LTE Advanced Pro) cellular networks. Due to the narrowband 

carrier design and SC-OFDM in the uplink transmission, resource utilization is more flex-

ible. The MCL offered by NB-IoT technology is 164 dB in both uplink and downlink, com-

paratively improved MCL than all other LPWAN technologies. The 3GPP has defined the 

following frequency bands for NB-IoT deployment: 1, 2, 3, 5, 8, 11, 12, 13, 17, 18, 19, 

20, 25, 26, 28, 31, 66, and 70. The NB-IoT’s PRB has 180 kHz bandwidth that is chan-

nelized into 12 subcarriers of 15 kHz tone spacing using OFDMA. 

 

Guard Band In-BandStandalone

200 kHz200 kHz

LTE/ GSM LTE LTE

 
  

Figure 4.    NB-IoT deployment options [14] 

The uplink channel uses SC-FDMA to provide both single tone (3.75 kHz or 15 kHz) 

and multi tone (3.75 kHz and 15 kHz). As illustrated in Figure 4, in Standalone mode, the 

NB-IoT will re-use the available bandwidth in both GSM and LTE spectrums. In Guard 

band mode, it utilizes the guard band of the LTE spectrum as for NB-IoT PRB. While in 

in-band mode, it will utilize one of the LTE carrier resource blocks. The below Table 2 
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shows the supported indices in LTE in-band operation, 1.4 MHz bandwidth is not sup-

ported due to the resource clash between LTE and NB-IoT. In contrast to the legacy LTE, 

the NB-IoT has three coverage enhancement levels, i.e CE0, CE1, and CE2 where CE2 

refers to the poor coverage area. 

 

Table 2. LTE PRB indices for cell connection in in-band operation [13] 

LTE system 
bandwidth 

3 MHz 5 MHz 10 MHz 15 MHz 20 MHz 

LTE PRB 
indices for 

NB-IoT syn-
chronization 

2, 12 
2, 7, 17, 

22 

4, 9, 14, 
19, 30, 35, 

40, 45 

2, 7, 12, 17, 22, 
27, 32, 42, 47, 
52, 57, 62, 67, 

72 

4, 9, 14, 19, 24, 29, 
34, 39, 44, 55, 60, 
65, 70, 75, 80, 85, 

90, 95 
 

2.2 NB-IoT Frame Structure 

Downlink Scheduling 

 

The downlink scheduling is similar to the legacy LTE network. Only one session is 

permitted and uses two antennas for TX diversity. The NB-IoT has the following physical 

channels: NB Physical Broadcast Channel (NPBCH), NB Physical Downlink Shared 

Chanel (NPDSCH), Narrowband Physical Downlink Control Channel (NPDCCH), NB Pri-

mary Synchronization Signal (NPSS), NB Physical Secondary Synchronization Signal 

(NSSS) 

NPBCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPSS

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NSSS

ch1
ch2
ch3
ch4
ch5
ch6
ch7
ch8
ch9

ch10
ch11
ch12

TS0 TS1

1 PRB

Odd 

frame

NPBCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPSS

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

NPDCCH

or

NPDSCH

10ms

Even 

frame

1ms

0.5ms

 

Figure 5.    LTE Narrowband Downlink frame structure [35] 
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Primary Resource Block 

 

The NB-IoT is an integral part of LTE Advanced Pro network, one of the LTE resource 

block 180 kHz is dedicated for the NB-IoT. In the context of NB-IoT PRB is 180 kHz 

which is then divided into 12 subcarriers. Each carrier will be split into two subframes. 

Each subframe accommodates 7 OFDMA symbols, and use QPSK modulation. LTE NB-

IoT frame structure for downlink channel is similar to that of legacy LTE with few param-

eters introduced to cope with the IoT requirements. Each radio frame is 10 ms that com-

prises 10 subframes of 1 ms each as illustrated in Figure 5.  

LTE 10Mhz Carrier

NB-IoT PRB

1 50

1 12

180 kHz

15 kHz  

Figure 6.    NB-IoT Primary Resource Block 

 

The Narrowband reference signal (NRS) assists the end device for channel estimation 

and helps for the Tx diversity.  

 

Narrowband Primary Synchronous Signal (NPSS) 

 

The NPSS provides the synchronization in both time and frequency in the preliminary 

channel acquisition. Unlike legacy LTE that contains three primary synchronization sig-

nals, the NB-IoT has one NPSS for all cells which simplifies the detection process. The 

NPSS will be broadcasted for every 10 ms and it will be transmitted on subframe 5 of 

every downlink radio frame. In the initial transmissions, the end device will be unaware 

of the deployment mode and use of the subframe for LTE traffic. To avoid the collision 

with the LTE subframes, there will be a secondary synchronization signal that will be 

transmitted on subframe 9. The NPSS uses Zadoff-Chu signal as the following form 

(3GPP TS36.211-10.2.7.1): 

 dl(n) = S(l).𝑒−𝑗(𝜋𝑢𝑛(𝑛+1)/11),  n = 0,1,..10, (1) 

 
where the Zadoff-Chu root sequence index u = 5 and S(l) for different symbol indi-

ces l is given by following table. 

 

Cyclic prefix length S(3),…S(13) 

Normal 1 1 1 1 -1 -1 1 1 1 -1 1 
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Narrowband Secondary Synchronous Signal (NSSS) 

 

The NSSS will determine the cell ID and further information about the frame structure. 

There are 504 cell IDs that are unique and valid physical IDs. Unlike legacy LTE’s SSS 

whose periodicity is 5 ms, the NB-IoT NSS is transmitted on the 10th subframe, with a 

periodicity of 20 ms and sequence repetition will be 80 ms periodicity. Narrowband sec-

ondary synchronization signal comprises 132 number sequence that uses m-sequence 

as mentioned in the following: 

 d(n) = bq(m)𝑒−𝑗2𝜋𝜃𝑓𝑛 𝑒−𝑗𝜋𝑢𝑛′(𝑛′+1)/131, (2) 

 where n = 0,1,…,131,  

 n’ = n * mod(131),  

 m = n * mod(128),  

 u = 𝑁𝐼𝐷
𝑁𝑐𝑒𝑙𝑙 mod(126) + 3,  

 q = |𝑁𝐼𝐷
𝑁𝑐𝑒𝑙𝑙/126 |,  

 

The binary sequence bq(m) is given by Table 10.2.7.2.1-1 (3GPP TS36.211). The 

cyclic shift θf in frame number nf. 

 

Narrowband Physical Broadcast Channel (NPBCH) 

 

The Narrowband Physical Broadcast Channel carry the physical characteristics of the 

system which is called Master Information Block (MIB). It has a combination of eight 

blocks of 80 ms resource blocks. To avoid the clash with LTE signaling channels, 

NPBCH will not be transmitted in initial three symbols. Its periodicity is 640 ms. It carries 

34 bits of information as described in the following. 

 

Master Information Block 

 

MIB carries the system information to get SIB1. The SIB1 comprises the system in-

formation to attain other SIBs. The MIB has periodicity as 640 ms, it carries the critical 

information for the end devices in the initial phase of the connection establishment with 

the LTE network. The initial transmission will be started on subframe 0 and then repeti-

tions will occur on subframe 0 of all other radio frames. The MIB information is sent over 

8 independent decodable blocks having 80 ms span. 

Table 3. NPDSCH carrying SIB1-NB [3] 

 

 

 

 

 

 

schedulingInfoSIB1-r13 Number of NPDSCH repetitions 

0, 3, 6, 9 4 

1, 4, 7, 10 8 

2, 5, 8, 11 16 

12-15 Reserved 
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The number of NPDSCH repetitions will be decided based on incoming SIB1 infor-

mation from the base station (Table 3). The physical layer data size for the corresponding 

upper layer information is referred to Transport Block Size (TBS). The below Table 5 

describes the transport block size for the ITBS index number provided in SIB1. 

 

Table 4. MIB parameters 

Parameter Description 

systemFrameNumber-MSB 

(4 bits) 
This parameter determines the system timing. 

hyperSFN-LSB (2 bits) 
A group of 1024 radio frames is one hyper frame. 

This number helps to estimate the timing. 

schedulingInfoSIB1 (4 bits) 
This number determines the NPDSCH repeti-

tions. 

systemInfoValueTag (5 bits) 
This information is for the end device to check the 

validity of SI messages. 

ab-Enabled (1 bit) 
It indicates whether the access barring is ena-

bled. 

operationModeInfo (7 bits) 
This value indicates the mode of operation if 

standalone, guard band or in-band mode. 

spare for future use (11 bits) Reserved for future use. 

 

The transport blocks size is different for the uplink and downlink. As per 3GPP TS 

36.213 [3], in NB-IoT, the end device will choose the transport block size ranged from 2 

bytes to 125 bytes depends on the upper layer overhead. Non IP traffic needs compar-

atively lower size, while IP traffic needs larger block size due to the overheads. The 

maximum allowed transport block for the NPDSCH is 680 bits (85 Bytes) Table 5.  

 

Table 5. TBS for NPDSCH carrying SIB1-NB 

ITBS 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

TBS 208 208 208 328 328 328 440 440 440 680 680 680 Reserved 

 

 

System Information Base 

 

The Signaling Information base is transmitted over NPDSCH. SIB carries the cell se-

lection information, cell access information, and scheduling information. Its periodicity is 

2560 ms and it carries cell access information contains barred status, Public Land Mobile 

Network identity list, tracking area code, Cell ID and intra frequency reselection. Cell 

selection information contains minimum receiver level and minimum quality level. Op-

tionally SIB has the following information as well, Frequency band indicator, downlinkbit-

map, NRS-CRS-Power Offset, SI window Length, SI-Radio Frame Offset. 
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Downlink bitmap determines which subframe to be used for downlink transmission. 

Radio Frame Offset is used to calibrate the start of SI window. SI-periodicity provides 

periodicity in terms of radio frames. SI window length provides window size for the SI 

messages in ms.  

 
Signaling Information Block 2 is carried by NPDSCH channel, that contains RRC, UL 

power control, preamble power ramping, UL CP length, subframe hopping, UL EARFCN 

values. RRC carries the following information: rach-ConfigCommon-r13, bcch-Config-

r13, pcch-Config-r13, nprach-Config-r13, uplinkPowerControlCommon-r13 [4]. 

 

Table 6. SIB2 parameters for RACH 

Parameter Description 

preambleTransMax-CE 

(3, 4, 5, 6, 7, 8, 10, 20, 50, 100, 200) 

The maximum number of preambles 

transmission. 

powerRampingParameters 

(powerRampingStep, preambleInitialRe-

ceivedTargetPower) 

The power sensitivity and ramping 

step values. 

rach-InforList 

(ra-ResponseWindowSize-r13, mac-conten-

tionResolutionTimer-r13) 

The RACH response window size, 

contention resolution time. 

 

 

Narrowband Physical Downlink Control Channel (NPDCCH) 

 

The Narrowband Physical Downlink Control Channel alerts the end device of downlink 

and uplink resource allocation. The NPDCCH contains downlink control information 

(DCI), a logical block. It has two formats as illustrated in Figure 7. The Narrowband Con-

trol channel element (NCCE) composes of six frequency resources in a subframe. In 

format 0, there will be only one NCCE, and two NCCEs in format 1. 

 

Slot 0 Slot 1

Format 1

NCCE1

NCCE0

Format 0

Format 0

 

Figure 7. Narrowband Control Channel Elements format 
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Downlink Control Indicator (DCI): Downlink control indicator carries the critical infor-

mation such as scheduling delay, resource assignment, subcarrier indication. DCI is cat-

egorized into three formats as stated in the below table. Format N0 corresponds to the 

uplink resource scheduling, Format N1 is primarily meant for downlink scheduling related 

to the NPDSCH resources. 

 

Table 7. Downlink Control Indicator Formats 

DCI format Bit Length (size) Purpose/ Usage 

N0 23 UL Grant (NPUSCH Scheduling) 

N1 23 
DL Scheduling (NPDSCH Scheduling) 
RACH initiated by PDCCH Order 

N2 15 Paging and direct indication 

 

Downlink Control Indicator Format 0: It carries Subcarrier indication, Resource as-

signment, Scheduling delay, Modulation and coding scheme, Repetition number and Re-

dundancy version. Subcarrier indication on the uplink is indicated as per the following 

Table 8 [3]. 

Table 8. Uplink resource allocation 

Subcarrier indication field (ISC) Set of Allocated subcarriers (nSC) 

0 - 11 ISC 

12 - 15 3(ISC - 12) + {0, 1, 2} 

16 - 17 6(ISC - 16) + {0, 1, 2, 3, 4, 5} 

18 {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11} 

19 - 63 Reserved 

 

After attaining the uplink resources, the end device decides transmission block size 

for the uplink transmission, and the IRU is the corresponding index for the number of 

resource blocks (NRU) required. The uplink resource mapping is done based on the DCI 

information obtained from the base station [3], also the timing advancement will be de-

cided as per the signaling information. The maximum delay expected for transmission is 

64 frames. The maximum number of NPUSCH repetitions are limited to 128 to control 

the battery drain for the end device. If the end user is in a poor coverage area, the base 

station requests for maximum number of repetitions to ensure the delivery of the signal-

ing. Unlink uplink repetitions; the base station can make up to 2048 repetitions to the end 

device. 

 
Downlink Control Indicator Format 1: It has similar parameters that of format 0, but 

for downlink channels. The following Table 9 specifies the scheduled delay for the cor-

responding DCI value obtained. Table 10 specified the number of downlink subframes 

reserved for the given index value. 
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Table 9. Scheduling delay (Format N1) 

IDelay 
k0 

Rmax < 128 Rmax ≥ 128 

0 0 0 

1 4 16 

2 8 32 

3 12 64 

4 16 128 

5 32 256 

6 64 512 

7 128 1024 

Table 10. Subframe allocation for 
NPDSCH 

ISF NSF 

0 1 

1 2 

2 3 

3 4 

4 5 

5 6 

6 8 

7 10 

 

 

 
Uplink Scheduling 
 

The uplink scheduling is the same as the legacy LTE network. The NB-IoT has the 

different preamble structure which makes it more robust for the long distance communi-

cation. The NB-IoT has the following physical channels: De-modulated Reference Signal 

(DMRS), NB Physical Uplink Shared channel (NPUSCH), NB Physical Random Access 

Channel (NPRACH). 

 
Narrowband Physical Uplink Shared Control channel 

 

The NPUSCH composed of either 3.75 kHz or 15 kHz channels. As illustrated in Fig-

ure 8, the 15 kHz channels have 20 sub frames (each 0.5 ms) in time scale and each 

slotted resource carry seven symbols information using OFDMA. Similarly, the 3.75 kHz 

channels have five subframes in time scale with 48 bearers. 
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Figure 8.    NB-IoT Uplink frame format 
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In contrast to the legacy LTE, the uplink resources are divided into different resource 

units as shown in the following Table 11. It accommodates both single tone and multi-

tone based on the end device capability. The base station provides the starting index of 

frequency, and time position on the grid through DCI, which needs to be used by the end 

device. For example, if the resource unit (RU) 3 is selected (Format 1), the UE occupies 

three subcarriers and the transmission lasts for 8 slots (or 4 ms). The NPUSCH Format 

2 is mainly used for the uplink control information. 

 

Table 11. Uplink resource unit combinations 

NPUSCH Format ∆f Nsc
RU Nslots

UL Nsymb
UL 

1 

3.75 kHz 1 16 

7 
15 kHz 

1 16 

3 8 

6 4 

12 2 

2 
3.75 kHz 1 4 

15 kHz 1 4 

 

Narrowband Physical Random Access Channel 

 

The NPRACH is one of the critical and primary channels in the initial phase of trans-

mission. Before the end device gets time and frequency resources for transmission, 

firstly it listens to the broadcast information from the base station. The NPRACH re-

sources are allocated per CE group. The periodicity of the NPRACH resources will be 

from 40 ms to 2560 ms. The starting time and frequency for the Random access re-

sources are provided in the broadcast channel. The NPRACH resources occupy a group 

of 12, 24, 36 or 48 channels, this information is provided by the base station. 

 
The frequency resource can further differentiate either single tone (either 3.75 kHz or 

15 kHz) or multi-tone (both frequencies) depends on the requirement. End device de-

cides the initial time and frequency for the uplink transmission and the repetitions will be 

calculated based on the algorithm, which hops the frequency for every other subframe. 

The preamble sequence is derived based on the Zadoff-Chu sequence as described in 

the following section. In contrast to the legacy LTE, the preamble will be repeated for 

robust operation in NB-IoT. The base station provides the following parameters to the 

end device to assist the initial access. 
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Table 12. NPRACH parameters 

Parameter Description 

nprach-Periodicity 
The RACH resource periodicity 
{40, 80, 160, 240, 320, 640, 1280, 2560} 

nprach-StartTime 
The index on time scale for the resource 
grid for the RACH resource 
{8, 16, 32, 64, 128, 256, 512, 1024} 

nprach-SubcarrierOffset 
The index on frequency scale 
{n0, n12, n24, n36, n2, n18, n34, spare1} 

nprach-SubcarrierMSG3-RangeStart 
The value to estimate subcarrier index for 
UE support for multi-tone msg3 
{ zero, oneThird, twoThird, one } 

maxNumPreambleAttemptCE 
The maximum preamble re-attempt limit 
{n3, n4, n5, n6, n7, n8, n10, spare1} 

numRepetitionsPerPreambleAttempt 
The number of preamble repetitions permit-
ted per attempt. 
{ n1, n2, n4, n8, n16, n32, n64, n128} 

npdcch-StartSF-CSS-RA 

The first subframe for NPDCCH common 
search space: 
StartSF * MaxRepetitions ≥ 4. 
{v1dot5, v2, v4, v8, v16, v32, v48, v64} 

npdcch-Offset-RA 
It index of first subframe for NPDCCH com-
mon search space. 
{zero, oneEighth, oneFourth, threeEighth} 

 

In principle, the base station allocates the RACH resources based on the coverage 

level. There are three levels which are categorized based on the MCL value. However, 

the network operator can manually set the number of resources supporting the particular 

coverage level. The UE calibrates the received signal strength and decides the coverage 

level, based on which the number of re-transmissions shall take place. 

 

CP

TCP

Preamble

Symbol group

x 4

nprach_StartTime*30720Ts
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Radio frame
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C
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C
P

C
P

C
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TSEQ

 

Figure 9.    LTE NB Preamble format 
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LTE Narrowband Preamble: The LTE NB has two types of preamble formats. As il-

lustrated below, the preamble is made up of CP and the 5 sequence groups. Each pre-

amble comprises 4 repetitions of symbol groups. The CP length will be either 67 µs in 

format 0 or 267 µs in format 1. 

 
Table 13. LTE Narrowband Preamble types 

Preamble format TCP TSEQ 

0 2048Ts 5 * 8192Ts 

1 8192Ts 5 * 8192Ts 

 
Each preamble is repeated 4 times, however, every time the transmitting frequency 

hops as per the equation stated in 3GPP TS36.211 10.1.6.2. Only the starting subcarrier 

is allocated as per SIB information received from the base station, next hop is deduced 

from the same equation. This hopping is limited to the 12 subcarriers. 

 

Random Access procedure 

 

As illustrated in Figure 10, it starts with base station broadcasting the synchronization 

signals to the UEs. During NPSS, UE gets time and frequency synchronized to the base 

station. During the NSSS, UE detects the frame structure and physical cell identity. After 

synchronization, UE listens to the broadcast channel (NPBCH) for uplink scheduling in-

formation. Upon retrieving MIB information, UE knows the access barring status, opera-

tion mode, SFN, Hyper SFN, and SIB1 scheduling information. Upon searching through 

SIB1, UE gets to know the minimum receiver level, PLMN ID, TA code, cell status, and 

scheduling information. 

 

Base Station UE

NPSS, NSSS
Synchronization

MIB/ NPBCH

SIB1/ NPDSCH

SIB2/ NPDSCH

DCI/ NPDCCH

Broadcast info

NPRACH/ NPUSCH (msg1)

RAR/ NPDSCH + NPDCCH (msg2)

Sch. trasmission NPUSCH (msg3)

Contention resolution NPDSCH (msg4)

RACH procedure

 

Figure 10. NB-IoT Random Access Procedure 
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SIB2 contains the radio resource configuration, time advancement, NPRACH config-

uration, uplink/downlink scheduling information. The downlink control information (DCI) 

carries the resource allocation for random access procedure, also the scheduling delay. 

Upon reading the uplink resource allocation, for random access procedure, the UE ad-

justs the uplink timing as per the downlink control indicator information, and then start to 

transmit the preamble over randomly chosen frequency. As described in section 0, the 

preamble comprises five symbol groups transmitted over different frequencies. Depends 

on the scheduling information received in SIB, UE repeats the preamble at a maximum 

of 128 times. Figure 11 illustrates four repetitions on the uplink frame. 

 

TCP

CP

Repetition1 Rep2 Rep3 Rep4

Symbol group3.75 kHz

TSEQ

 
Figure 11. NPRACH Preamble Repetitions 

 

Contention mechanism: 

 
Random access preamble allocation: The base station broadcasts Random Access 

(RA) preamble information. The UE transmits the preamble during the random access 

resource provided. There could be a collision with other UEs which is detected at the 

base station. Random Access Response (RAR) allocation: The UE then listens to the 

RAR window for time/frequency resource information. Based on the information, the UE 

adjusts its uplink time and gets ready for radio resource request. 

 
Radio Resource Request: UE initiates a Radio Resource Control (RRC) re-quest to 

the base station to fulfill the number of bytes of information it wants to send. Contention 

resolution: The base station at this stage decodes the request and reverts an identifier 

that is uniquely assigned for the UE. Only the correct user can decode it and succeed 

with RACH procedure. 
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2.3 Coverage Assessment 

In this section, we estimate the link budget for both uplink and downlink NB-IoT chan-

nel. We consider that The minimum SNR required at -6 dBm and relatively high noise 

factor 6 dB. The NB-IoT PRB is 180 kHz that produces low noise floor compared to the 

high bandwidth. This assumption fits the requirement of the thesis, where the coverage 

for the sensors will be poor. 

 
Downlink power budget 

 
As per the 3GPP, the transmitting power at the base station is 43 dBm. In this esti-

mation, the transmitting antenna gain and the losses are assumed as zero. Apply the 

general link power budget equation to estimate the MCL: 

 

Table 14. Downlink power budget for NB-IoT 

Parameter Value 

PTX – Transmit Power 43 dBm 

GTX – Transmit antenna gain 0 dBi 

LTX – Transmission loss 0 dB 

SNRmin –SNR sensitivity -6 dBm 

B – Channel bandwidth 180 kHz 

NF – Noise factor 6 dB 

GRX – Receiver antenna gain 0 dBi 

LRX – Receiver losses 0 dB 

 

 L = PTX + GTX – LTX – SNRmin + 174 – 10*log10(B) – NF + GRX - LRX , (3) 

where L (dB) = 164.44 dB 

 
With the above assumptions, the MCL is estimated as 164.44 dB is 20 dB gain com-

pared to the GSM signal and the highest ever offered by any IoT technologies. This MCL 

ensures that the signal penetration is as deep as it can reach indoors and the basements. 

The coverage will be greatly improved based on the above estimation. Coverage dis-

tance for different frequency bands are estimated using free space path-loss model 

(FSL). 

 FSL(dB) = 32.44 + 20*log10(dkm) + 20*log(fMHz), (4) 

 
Figure 12 illustrates the downlink coverage distance for various frequency bands (LTE 

and GSM). In the urban area where the noise factor is quite high, the coverage will be 

very less in all bands, especially in 1900 MHz band it is just below 10 km. However, in 

this thesis, the assumption is that the coastal area will have less interference and can be 

considered a rural condition. At noise figure 5.0, the coverage distance will be about 22 
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km from the base station, which is quite efficient with the transmission power budget of 

43 dBm. 

 

Figure 12. NB-IoT Downlink coverage 

The lower bands provide extended coverage, but the data rates will be minimal. Uti-

lizing the LTE band will reduce the coverage compared to that of GSM. However, the 

interference from other ISM band signaling will be one of the factors that affect the per-

formance of the system. While the base station has no obstacles or the noise factor is 

less the NB-IoT downlink resources will support 40 km radius. The number of downlink 

resources will be over-utilized by the base station if more devices are located far away, 

which require many repetitions. If the coverage needs to be extended further, the trans-

mit power need to be increased, however, it is not standardized as per the 3GPP frame-

work. 

 
Uplink power budget 

 
In the uplink scheduling, NB-IoT supports two granularities, single tone (either 3.75 

kHz or 15 kHz) and multi-tone (3.75 kHz and 15 kHz). As per the 3GPP, the transmitting 

power at the end device is 23 dBm. In this estimation, the transmitting antenna gain and 

the losses are assumed as zero. Below assumptions are interpreted for this case study 

in uplink: 

Table 15. Uplink power budget for NB-IoT 

Parameter Value 

PTX – Transmit Power 23 dBm 

GTX – Transmit antenna gain 0 dBi 

LTX – Transmission loss 0 dB 

SNRmin –SNR sensitivity -6 dBm 

B – Channel bandwidth 3.75 kHz and 15 kHz 

NF – Noise factor 3 dB 

GRX – Receiver antenna gain 0 dBi 

LRX – Receiver losses 0 dB 
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For the carrier bandwidth 3.75 kHz, L (dB) = 164.25 dB and for 15 kHz subcarrier,      

L (dB) = 158.23 dB, which is improved compared to the other IoT technologies. The 

bandwidth of the IoT device is optional for the use cases. 

 
As the uplink bandwidth will be as less as 3.75 kHz, it provides improved coverage 

compared to that of 180 kHz uplink bandwidth. Since the IoT device uses battery power, 

the transmit power is limited to 23 dBm (Power class 3) to serve for a longer duration. 

Coverage distance for different frequency bands are estimated using FSL. 

 
From Figure 13, it is observed that for 1900 MHz band provides about 7 km in the 

urban environment where the interference, noise is quite high. In the rural condition, 

where the noise factor will be about 5.0, the coverage will be about 15 km from the base 

station. Despite the fact that the MCL remains 164.25 dB while transmitting using 3.75 

kHz bandwidth. 

 
  

Figure 13. NB-IoT Uplink coverage 

When the sensor uses multi-tone, the MCL will be reduced to 158.23 dB, which is still 

high for the indoor and basement scenarios. The only limiting factor for the greater cov-

erage is the sensor battery, which has to be efficient and durable. It is possible to use 

class 5 (20 dBm) or class 6 (14 dBm) devices based on the requirement, which offers 

extended sensor lifespan. 

2.4 Energy Consumption 

As per the 3GPP, the NB-IoT complaint sensor shall support 10-year battery life. In 

line with the requirement, it introduced two power saving features: i.e. PSM and eDRX. 

The notion of power saving is to turn off the end device for a certain duration and turn on 
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after a predefined cycle, that conserves the battery power. Although the both PSM and 

eDRX aimed to conserve energy, the purposes are a bit different. 

 
PSM mode suits for the application where the data transmission is less frequent, while 

eDRX mode suits for frequent data transmission. PSM mode provides longer battery life 

compared to that of eDRX due to long idle times as explained in the following. 

 
Power Saving Mode 

 
The 3GPP body has specified the PSM mode procedure in TS 23.682 (Release 12). 

It is mainly applicable where the end device static in nature which does not require con-

nection procedure frequently. PSM has no support in the circuit-switching domain on the 

network side [5]. PSM should only be used by the UEs using the packet-switching do-

main, SMS and mobile originating IMS or circuit-switching services. As illustrated in Fig-

ure 14, there are three stages in PSM. 
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Figure 14. Power Saving Mode [37] 

In Active cycle, UE transmits the data and then change the status to receive (idle) 

during which UE decodes the incoming messages. If no further action required, the de-

vice will enter into sleep mode. The end device will request active time value when con-

nects to the base station in order to activate PSM mode. The base station which supports 

the PSM mode will acknowledge the usage of PSM mode and provide the active time 

value to the end device. 

 
This mode is primarily suitable for static sensors connected to the legacy LTE network 

where no need of re-stablishing a connection. The paging window remains constant, but 

the value can be extended by the network provider accordingly. 

 
The LTE core network registers the active time value assigned to the end device, and 

it can be updated when the end device wants to modify. While the device is in sleep 

period, the base station will accumulate the incoming messages and pushed to the end 
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device once it is activated. The end device can sleep a maximum of 413 days and the 

maximum awake time is 186 minutes. 

 
extended Discontinuous Reception mode 

 
This implementation is an advancement in power conserving methods, the end device 

periodically enters into idle mode to listen to the incoming messages, instead of directly 

jumping to the active cycle. Hence, there will be a lag in listening to the paging messages, 

which is still tolerable for NB-IoT devices. It is beneficial if the incoming messages are 

frequent, as this mode simply increase the end device availability to receive. 
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Figure 15. extended Discontinuous Reception mode [37] 

 
This mode suits for the cases where the user moves frequently that requires estab-

lishing connection. The base station will still buffer the incoming data until the end device 

is connected. The following Table 16 shows the eDRX cycle length comparison between 

LTE M1 and NB-IoT. Due to the longer eDRX cycle, NB-IoT device lasts longer than LTE 

M1 device. It means the Cat M1 availability is higher that does not impose many delays, 

it suits for machine type communication. 

 

Table 16. eDRX cycle length comparison 

Cat M1 (seconds) NB-IoT (seconds) 

5.12 20.48 

10.24 40.96 

20.48 81.92 

40.96 163.84 

81.92 327.68 

163.84 655.36 

327.68 1310.72 

655.36 2621.44 

1310.72 5248.88 

2621.44 10485.76 



26 

 

3. NB-IOT FOR CARGO SHIPS 

In this chapter, the implementation methods, coverage analysis, their advantages, 

and shortcomings are described. In addition, the system model, connectivity assessment 

and simulation model are briefed. 

3.1 Deployment options 

In this section, the NB-IoT implementation scenarios are explained. It is worth noting 

that the Class 3 NB-IoT sensors suit best for the monitoring purpose as the transmitting 

power is limited to 23 dBm, which covers longer distances. 

3.1.1 Direct Access with Coastal LTE Network 
  

In this method, each container will be fitted with NB-IoT sensor and they directly in-

terface with the onshore LTE base station when it coverage. In general, the cargo ships 

sail in 15 km proximity to the shore most of the times, to be able to reach the shore in 

case of urgency. However, the distance to the coast varies timely and depends on vari-

ous factors. In this thesis, it is assumed that the NB-IoT will be deployed in 900 MHz 

band that provides enhanced coverage. The base station is assumed to be located within 

5 km distance from the coastal line. During the ideal scenario, the sensors on the ship 

will transmit the data directly.  

Coastal

Base station

Satellite

NB-IoT channels

Cargo ship
 

 

Figure 16. Direct interface with onshore LTE network 
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As detailed in section 2.2, the random access resources are allocated per CE as de-

fault. In this method, all the random access resources can be allocated for the CE2 where 

the coverage will be poor. It is important to note that, 3GPP introduced repetitions in NB-

IoT for improved diversity gain and the number of repetitions will be 2048 in downlink 

and 128 times in uplink for poor coverage. This causes a significant bottleneck for the 

uplink resources, also the downlink utilization is low as the information has to be repeated 

for all the sensors attempting to access the base station. In addition, the latency of the 

data packets can be up to 10 seconds due to the repetitions. 

 

As per the NB-IoT standard, the CP and preamble vary based on the service require-

ment. The preamble format 0 with CP length 66.67 µs, serves up to 10 km radius. The 

distance between the base station and the sensors is assumed to be greater than 20 km 

for the analysis. Therefore, the preamble format 1 with a CP length of 266.7 µs suits the 

purpose here, which could bear the delays. Even though the preamble and uplink data 

are repeated, the mean transmits delay will remains minimal in this method. 

Coastal Antenna
height: 30 m

Radio horizon: 
18.44 km

Radio horizon: 
22.58 km

Combined radio 
horizon: 41.02 km

LOS distance from 
BS: 19.55 km

Deck height: 
20 m

 

Figure 17. Radio LOS and horizon distances (option 1) 

As per the coverage assessment analysis in section 2.3 and Figure 17, the NB-IoT 

complaint sensor can transmit up to 22 km while the noise factor is 5.0. Likewise, the 

base station can transmit up to 30 km at the same level of the noise factor. The Line of 

sight (LOS) distance from the coastal base station, whose antenna is mounted at 30 m 

height, is about 20 km. Although the LOS is the key metric for successful transmission, 

we also need to consider the radio horizon distance from the transmitter to the receiver. 

In this method, the combined radio horizon is 41 km while the sensors are assumed to 

be mounted on the cargo ship whose deck is 20 m above the sea level. 

 
The coverage will be at least 19 km and a maximum of 40 km depending on the LOS 

and the frequency band used for the deployment. In this method, the sensors may expe-

rience longer outages, during that time the data packets will be sent to the Satellite gate-

way. Once the LTE network is discovered, all the sensors attempt to access the random 
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access channels. With the current state of the art technology, the devices will not get the 

channel due to the huge contention. This problem can be mitigated by randomly distrib-

uting the back-off value, this workaround may reduce the collision to some extent. The 

following are the advantages and shortcoming of this implementation. 

 
Advantages: Sensor information can be relayed via cheaper LTE network rather than 

expensive Satellite link to the cloud. Each container health reports can be flexibly re-

ported to the cloud, no dependency on other sensors onboard. Direct access deployment 

will reduce the failures in the communication chain. 

 
Shortcomings: The maximum LOS distance is approximately 19 km from the coastal 

base station, after which the sensors have to resort satellite link. If multiple jumbo cargo 

ships pass through the same base station, assuming 3 x 10 K sensors attempting to 

access the channel simultaneously leaves the base station no choice, but to bar the 

access for certain duration. Eventually, a tiny amount of data could be transmitted. Due 

to high volumes of access requests, NB-IoT resources are wasted for RACH, instead of 

actual uplink/downlink data traffic. 

3.1.2 Interface with Ship Base Station 
  

This implementation is an extension and optimization to the previous method. From 

the above scenario, when the sensors experience LTE network outage and discover the 

network, all of them tries to send data. The LTE access network will be overloaded with 

the random access mechanism and the resources are over-utilized for the repetitions. If 

the sensor reaches the maximum number of preamble attempts, it will drop the packet. 

The NB-IoT sensors are quite economical in hardware design, those can store limited 

information and do not have different radio modules to transmit the data via different 

LPWAN technology. From the previous scenario, it is observed that the sensor battery 

will be drained due to maximum repetitions and the poor coverage. 

 
In order to address the above-mentioned concerns, the base station needs to be lo-

cated within the coverage, which helps to cut down the battery consumption of the sen-

sors onboard. If the base station is always available for the sensors, the access network 

will have handful resources and no need for the retransmissions. Unlike the previous 

method (direct access), there will not be a sudden spike in the traffic load on the base 

station due to the evenly distributed load. Ideally, each cargo ship needs to be fitted with 

a base station that also compliments for other mobile services. 
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The base station will be installed and its antenna will be mounted at 30 m altitude. 

Note that the ship deck will be at least 20 m from the mean sea level, adding to the 

antenna height it will be 50 m. This will ensure the longer coverage distance from the 

ship base station to the onshore LTE base station. In this method, the base station ac-

cumulates the received data packets over a period (preferably, for the packet inter gen-

eration time). When it discovers onshore LTE network, it will establish a connection via 

NB-IoT interface. The NB-IoT uplink channel offers 250 kbps using multi-tone transmis-

sion, 20 kbps using single-tone. 

Coastal

Base station

NB-IoT channels

Cargo ship

Satellite

 

 

Figure 18. Interface with ship mounted base station 

If each sensor produces 200 bytes of payload per node for an hour, and the base 

station accumulates the data for two hours, all 2000 sensors produce 0.8 MB data. With 

multi-tone transmission, the data can be transmitted in 25.6 seconds. Hence, the coastal 

base station will only receive one request from the ship base station for the channel 

access. When multiple ships sail across the coast, the base station will only spend a few 

resources for the offshore communication. If no coverage until the predefined window, 

then the data will be forwarded to the satellite gateway onboard. 

Coastal Antenna 
height: 30 m

Deck + 
antenna height: 

50 m
Radio horizon 

25.24 km
Radio horizon 

22.58 km

Combined radio 
horizon: 47.82 km

LOS distance from 
BS: 19.55 km

 

Figure 19. Radio LOS and horizon distances (option 2) 
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As per the below estimate (Figure 19), with the given antennas heights the combined 

radio horizon will be 47 km where the LOS is about 20 km. With 43 dBm transmit power, 

good LOS and unobstructed path; the base station can transmit up to 40 km. In this 

method, the communication link is mainly between ship base station to the coastal base 

station. We consider this link will be NB-IoT interface that can suffice the requirement of 

sending sensor data. The legacy LTE signal cannot reach longer distance compared to 

the NB-IoT, provides 164 dB MCL, that is tailored for the sensor data and serve long 

distance as well. 

 

Therefore, to relay the aggregated data, the power consumption will be quite low and 

the base station can offer extended coverage since its transmitting power is 43 dBm, 

which is higher compared to that of the sensor. Due to the shorter communication dis-

tance, all the NPRACH resources can be configured to support CE level 0 that requires 

minimal repetitions. Hence, the congestion will be avoided on the ship base station. Alt-

hough the mean transmit delay from sensor to the ship base station will be minimal, the 

overall mean transmit delay to the onshore data center will be depended on the commu-

nication link from ship BS to the coastal BS, the interval over which the aggregated data 

will be relayed. 

 
It is imperative to dimension the number of sensors, amount of traffic and the sampling 

interval for installing the base station on ships, as some of the recent cargo ships capable 

of carrying 20 thousand containers (fitted with one sensor each) which is challenging. In 

light of offshore LTE network availability; this implementation will benefit the operators to 

relay the data even for the longer distances. 

 

Advantages: The packet loss will be reduced compared to the previous case, which 

uses direct access. The problem of excessive contention in the access network is mini-

mized. Sensors lifetime will be significantly improved since the base station is just a few 

tens of meters from the sensors and not necessary to retransmit all data all the time. The 

coastal base station will not face any congestion even in the peak traffic hours. Since 

NB-IoT interface is utilized and the antenna is mounted at high altitude on the ship, the 

coverage will be improved to 40 km. 

 
Shortcomings: The overall transmit delay will be higher compared to that of direct 

access implementation, due to packet accumulation at ship BS. The coverage distance 

is not significantly improved. It requires capital investment to install a base station on the 

ship and maintain it. The ship BS will be the single point of failure if no failsafe mechanism 

in place. 
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3.1.3 Interface with Unmanned Aerial Vehicle Base Station 
  

This implementation will be a combination and optimized version of the previous two 

methods. Firstly, there has to be a mechanism to avoid the access network overloading, 

secondly, the communication distance shall be significantly improved, and thirdly the 

sensor lifetime shall be longer. To increase the communication distance, the transmitting 

power of the sensors cannot be increased that will drain the battery. The ship base sta-

tion addresses the access congestion and the repetition problems, but it only offers 40 

km communication distance. To address this problem, an UAV mounted base station 

that acts as the IoT access point will be installed on the cargo ships. 

NB-IoT channelNB-IoT channel

Coastal

Base station

Cargo ship

Satellite

 

Figure 20. Using mobile IoT base station using UAV 

The UAV base station collects the sensor data and fly few a meters high and away 

from the ship. The maximum distance that UAV fly is same as the CE level 0. The UAV 

base station then aggregates the data for a predefined period and relays to the onshore 

coastal base station using NB-IoT interface. The UAV base stations maintain the queue 

which can hold the packets up to inter packet generation time. The coverage can be 

extended substantially from the sensors to onshore LTE network. 

 

While the UAV flies at an altitude of 100 m it provides the LOS distance 35.7 km. The 

radio horizon between the UAV to the sensors is 60 km, and 64 km to the coastal base 

station. Thus, the overall communication link can be 36 km to 123 km using UAV base 

station. The limiting factor is the transmitting power of LTE base station that allows a 

maximum of 40 km in good environmental conditions.  

 
The UAV in loop extends the coverage to 20-40 km without modifying the existing NB-

IoT interface. Multiple UAVs will be deployed on the cargo ship to ensure the longer LTE 

network availability. The packet loss at the sensors will be nullified in this method. If no 
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LTE coverage available to the UAV, it will relay the accumulated data to the Satellite link. 

The mean transmit time will be high compared to that of direct access implementation, 

as the local BS accumulates the data for some period. 

Coastal Antenna

height: 30 m

Deck height: 

20 m

Combined radio 

horizon: 123.5 km

LOS distance from

UAV: 35.7KM
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59.68 km
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63.82 km

 

Figure 21. Radio LOS and horizon distances (option 3) 

Advantages: Packet loss will be zero since the NB-IoT configuration is setup for the 

CE level 0. The coverage distance will be up to 80 km from the coastal base station. 

Sensor lifetime will be greatly improved than direct access implementation, as the UAV 

will be in close proximity to the ship. Due to multiple UAVs deployed on board, the com-

munication link will be resilient. 

 
Shortcomings: Interference and spectrum overlap among the multiple UAV base sta-

tions may through challenges in operation. The transmit delay will be higher in this 

method; it does not suit for the applications that require prompt action. Rough weather 

in the sea will be harmful to the UAV operation. Pirates and hackers are possible risks 

for UAV operation. 

3.1.4 Backup Plan during LTE Network Outage 
  

As detailed in the above sections, the coverage can be extended up to 80 km from 

the costal LTE base station to the cargo ship. Always, when the LTE coverage is not 

discovered, the accumulated packets will be redirected to the conventional satellite chan-

nel. For ship BS and UAV implementation there can a mechanism to detect the LTE 

coverage on the go and re-route the packets to Satellite channel in the absence of the 

LTE/ EGSM coverage for a long duration (eg: 4 hrs). 
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Figure 22. Backup network during LTE network Outage 

This failsafe mechanism is only to assure the reliability of the packet delivery. The 

mean transmit duration will be higher as the latency will be due to the summation of 

packet buffering on local BS and then relaying to the satellite link.  

3.2 System Model 

The system comprises LTE Narrowband complaint random access procedure, which 

features NB-IoT. The idea is to simulate the congestion scenario on NB-IoT access that 

occurs for the case study of cargo containers tracking using onshore LTE network. The 

system is designed to emulate the initial contention mechanism for different implemen-

tations mentioned in the above section. The random access mechanism is detailed in 

section 2.2. 

Table 17. System parameters 

Parameter Value 

N Number of sensors 

Λ Packet arrival intensity 

Y1 Mean connect duration 

Y2 Mean outage duration 

T_delay Excessive delay threshold 

C Max. RACH channels 

T_RACH RACH periodicity 

K Number of RACH repetitions 

M Max. preamble repetitions 

E Battery capacity 

F Message frequency/day 

S Packet size 

a Width of the coast that can be reached from the ship 

b distance between the ship and coastal line 

r NB-IoT BS coverage 

L RV_uniform var(0, a) 

Ʌ BS spatial intensity of 

v Velocity of the ship 
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Assumptions: It is assumed that the base stations will be located within 5 km range 

from the coastal line. Base station density has been assumed based on the ideal sce-

nario. The NB-IoT base station antennas are not tilted mechanically, to provide enhanced 

coverage into the sea. The Container ship sails approximately 18-60 km away from the 

coastal line most of the times. The velocity of the ship is 37 kmph on average. All RACH 

resources are capable of supporting CE level 3 with MCL of 164 dB. All the sensors are 

assumed to get channel allocated after successful RACH procedure. 

 

Metrics of interests 

 
In this thesis, we primarily focus on three metrics i.e, packet loss probability (end-to-

end), mean transmit delay and sensor lifespan. The packet loss probability for the given 

system parameters against the overall network load (intensity of packets generated) will 

provide the insights of the practical implementation challenges. The mean transmit delay 

is another metric to estimate how the system evolved over the given traffic load, and the 

availability of the LTE network, as well as the preamble retransmissions. Sensor lifespan 

is another metric that will be crucial to estimate the performance of the system, it will be 

assessed against the given traffic load, LTE network availability, and the preamble re-

transmissions. 

3.3 Connectivity Assessment 

The base station will be located within a km from the coastal line as illustrated in the 

following Figure 23. The cargo ship fitted with NB-IoT sensors assumed to be sailing 

across the coast in trajectory v. The connectivity with the coastal infrastructure for both 

direct access and Ship base station implementations is modeled as follows. 

 

  

Figure 23. Connectivity model for direct access 

In the above illustration, the cargo ship will be sailing within b kilometers away from 

the coastal line, which is the coverage distance of the base station. L is the distance from 

the base station to the seawaters. The base station coverage is r km radius, D is the 
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duration that a ship spends within a base station coverage and O is the duration during 

which there will not be coverage from the onshore LTE network. Mean duration that a 

ship spent within the coverage is represented as follows: 

 E[D] = ∫ 2(𝑏 + 𝑥) 𝑡𝑎𝑛𝑐𝑜𝑠−1 (
𝑏+𝑥

𝑟
)
1

𝑎
𝑑𝑥

𝑎

0
 (5) 

 

 
 

Figure 24. Connectivity model for UAV Base station 

The connectivity model for the UAV assisted NB-IoT is illustrated in Figure 24. In this 

illustration, the UAV can a fly few kilometers towards the coast using prior learned posi-

tioning knowledge, still reachable to the sensors on the ship. The maximum distance that 

UAV can fly is the radius of the UAV base station coverage r. The maximum distance 

between sensors to the onshore LTE base station can be 2r kilometers. The connectivity 

duration D1 will significantly improve using UAV based solution under the same condition 

that of direct access and Ship base station. 

 E[D] = 
𝑟

2𝑟−𝑏
∫

2√(𝑟2−𝑥2)

𝑟
𝑑𝑥

𝑟

0
 + 

𝑟−𝑏

2𝑟−𝑏
∫

2√(𝑟2−𝑥2)

𝑟−𝑏
𝑑𝑥

𝑟−𝑏

0
, (6) 

3.4 Simulation Model for RACH 

Pseudo random-number generator 

 
Two pseudo-random number generators are used to model the simulator. In order to 

emulate the RACH procedure, the simulator uses random.randit function which is an in-

built function in python, to choose an integer of the given range. Secondly, to simulate 

the Poisson arrival process, random.expovariate function is used, which generates ex-

ponentially distributed interarrival times. 

 
Event list 

 
The event list is a set of events, whose execution time stamp is prefixed and arranged 

in incremented time scale. Each simulation will have an event list that can be deleted, 
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rescheduled and a new event can be inserted to the list. The event activation and deac-

tivation can be done in the order of execution time. If the simulation time expires and the 

list is pending for execution, the residual events will not be simulated. It is possible to run 

single-thread or multi-thread simulations those share the event and prioritize the events 

that occur at same time. 

 
Discrete Event Simulation 

 
The system in the time domain evolves as a discrete sequence of event chronology. 

The system’s state changes are consistent at a given time. A list of completed events 

and pending event schedule are tracked. Event scheduler handles the event registry to 

perform in the correct order. Unlike continuous simulator, the discrete event simulation 

has the feature to jump the time frame for event execution. The execution is performed 

in equal time slots throughput the simulation, during which the corresponding event takes 

place, thus faster execution. 

 
Data collection techniques 

 
Detecting steady state: The initial results produced from the simulator may not be 

accurate. During the steady-state period, the simulator stabilizes and yields consistent 

results. The simulator needs to run for a long duration to nullify the effect of the transient. 

After the long run the output data to split into small pieces and observe the duration after 

which the output data remains consistent. The output data will be reliable only after the 

system reaches the steady state. 

 
Batch means: The simulation will be run once but for a long duration and then filter 

the desired variable. After removing the transient output, split the observations into 

batches of equal length. The last output value of the previous batch is likely to get corre-

lated to the initial output value of the next batch. The batch means are uncorrelated and 

normally distributed. For a long simulation run, where more than 30 batches whose mean 

is uncorrelated and normally distributed, the confidence intervals are estimated as fol-

lows: 

 (Ê[X] – 1.96
𝜎

√𝑘
, Ê[X] + 1.96

𝜎

√𝑘
), (7) 

where Ê[X] is mean of the samples, σ is the standard deviation and k is the number of 

batches. 
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Packet arrival modeling 

 
The packet arrival from the IoT sensors is characterized by Poisson process, inter-

arrival times are exponentially distributed. The arrivals are independent and non-over-

lapping in time scale. As illustrated in the following Figure 25, Ar1, Ar1+Ar2 are the times 

when a new packet arrives, those follow an exponential distribution. The first arrival oc-

curs after time t, while t is the mean time of the arrivals. The mean number of arrivals 

observed during a given time window is referred to arrival rate. 

Arrival 1 Arrival 2

t

Ar1 Ar2
 

Figure 25. Poisson Process 

The time interval can be parameterized as follows: 

 fX(t) = λ𝑒−𝜆𝑡, FX(t) = 1- 𝑒−𝜆𝑡, where λ is arrival rate, (8) 

In a given interval, the number of arrivals can be parameterized as: 

 P{N = k} =  
𝜆𝑘

𝑘!
𝑒−𝜆, where λ is arrival rate, (9) 

 
Poisson superposition process 

 
As per the Poisson superposition process, the superposition of non-overlapping inde-

pendent packet arrivals timeline of n nodes will result in an arrival rate which is the same 

as the summation of arrival rate. All the NB-IoT devices will transmit the packet at differ-

ent intervals when modeling the base station to receive the packets from n nodes, it 

follows the Poisson process with the following superposition rule. 

IoT node 1

2

n

Super 

position of 

arrivals

λ1

λ2

λn

λ1 + λ2+ ... + λn

Arrival rate

 

Figure 26. Poisson superposition process 
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Queuing mechanism 

 
The LTE coverage will not available for some time for the cargo ships or partially 

available during which the data need to be transmitted. To address this problem, there 

shall be a queuing mechanism for the ship base station and UAV implementations. All 

the sensor data will be accumulated and then relay to the onshore LTE base station if 

the network is discovered within a predefined interval. During the network outage, as 

illustrates in Figure 27, packets from the IoT sensors will be queued as First In First Out 

(FIFO) model for infinite size. The excessive delay for the queuing will be set for the ship 

mounted base station and UAV based base station, after which the packet will be 

dropped from the queue. Whenever the network is restored, the packets will be relayed 

over NB-IoT channel to the onshore LTE base station. 
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Figure 27. Queuing mechanism at relaying point 

 

Python implementation 

 
• Class Coverage: 

The coverage class is a helper function to generate outage window slots for the de-

sired case based on the input values provided. Firstly, the default constructor initials all 

the variables as zero. This function is called while the simulation is given the scenario. 

Input variables of this class: 

Table 18. class Coverage parameters 

Parameter Description 

bs_intensity Base station intensity (Ʌ) unit/km2 

sim_runtime Simulation length in hours 

a Width of the coast in km 

b Distance between ship and coast in km 

r Base station coverage in km 
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Parameter Description 

L1, L2 Distance from BS to UAV trajectory left in km 

v Velocity of the ship in km/h 

 

 Class Energy: 

The Energy class performs two tasks for the simulation, i.e. calculating the consump-

tion and lifespan of the sensor based on the input parameters. The consumption is de-

termined based on the average energy spent for packet transmission. The lifespan of 

the sensor is measured based on the mean energy spent for a given scenario and the 

available battery capacity. 

Table 19. class Energy parameters 

Parameter Description 

consumption 

retransmits Number of retransmissions in each CE 

idle_time It is the duration in sec over which the 

packet spends in sensor packet_size Packet size in Bytes 

lifespan 

mean_energy Mean energy spent per packet 

battery_capacity Battery capacity in Watt-hour 

interval The number of packets per day 

 
• Class Node: 

The Node class creates a node object and initiates the node parameters. The activate 

method inputs the parameters for the node to get activated. The get method will print the 

node details if want to check. The Node object captures the packet transmission dynam-

ics. The input parameters are described as following: 

Table 20. class Node parameters 

Parameter Description 

name The name of the sensor 

created_time The time stamp in s when the packet is created in the sensor 

transmit_time The time stamp in s when the packet is transmitted to the BS. 

tx_delay The transmit delay from the sensor to the base station in s 

tx_channel 
The transmit channel number 
98: fails to transmit due to excessive delay 
99: fails to transmit due to max preamble re-attempts finished 

tx_status 
F: Fails to transmit 
In-Progress: Either in outage or waiting for re-transmission 
Done: packet transmitted successfully. 

fail_attempt The number of preamble re-attempts 

failed_log The vector of timestamp with the failed transmission 

excess_delay The count of packet loss due to excess delay 

energy Energy consumed per each packet transmission 
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 Class Rach: 

The Rach class if the primary function that performs the contention procedure and 

simulates all three scenarios designed for this thesis. The contention_procedure method 

takes the number of nodes contending for the channel during the given time slot and 

returns the success nodes and failed nodes separately. The rach_direct, rach_ship_bs 

and rach_UAV_bs methods take the following inputs and return various statistical infor-

mation like the number of packet loss due to excess delay, packet loss due to maximum 

preamble reattempts, transmit delay, sensor lifetime, average energy spent. The code 

has been optimized to reuse ship BS scenario for UAV BS except for the outage inter-

vals. 

Table 21. class Rach parameters 

Parameter Description 

sim_runtime The overall simulation length 

lmbda The packet arrival intensity, packets/h 

Nodes The number of the sensor to be simulated 

bs_intensity The base station intensity, unit/km2 

re_attempt The maximum allowed preamble re-attempts in CE 

packet_size Packet size in Bytes 

battery_capacity Battery capacity in Watt-hour 

case 
2: for ship_bs scenario 
3: for UAV_bs scenario 

 

The following illustration provides a high-level implementation for all scenarios. The 

main difference is that in the ship BS and UAV implementation there exists a buffer that 

holds all the incoming packets from the sensors until the base station gets the opportunity 

to relay to the onshore LTE base station or the packet buffer time exceeds the packet 

intergeneration time. 

In the following implementation the contention at ship base station/ UAV base station 

will be a bit congested, however, the local base station will be always in the coverage. 

Hence, almost every packet will be transmitted to the local BS. Whenever the local base 

station discovers the costal LTE network, again the RACH procedure will be initiated. 

However, it requires only one NB-IoT channel to relay the buffered data from the ship 

which was aggregated from all sensors. The outage intervals are estimated based on 

some data points collected for The Republic of Africa coastal region, it may not be ideal 

around the globe, but just to provide an estimate. 
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Figure 28. Direct access implementation 

In this method, the ship base station and the UAV base stations are assumed to get 

the NB-IoT channel within least amount of uplink resources and the aggregated data will 

be transmitted with full data rate over a channel.  
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Figure 29. Ship BS and UAV implementation 
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4. NUMERICAL ASSESSMENT 

In this section, the system input parameters to perform the analysis are listed. And 

the simulation results for all three implementation models of NB-IoT are elaborated in 

detailed. Each of the system metric tested against the given traffic load, base station 

presence, the preamble reattempts and explained the system response. 

4.1 System input parameters 

The system will be tested with the realistic scenario where the packet arrival intensity 

varies on the scale of 1.0 to 5.0. The RACH periodicity tested for this thesis is assumed 

to be 2.56 sec to mimic the real scenario. The coastal base station dynamics are as-

sumed based on the information collected from The Republic of South Africa coastal 

region (source: http://www.cellmapper.net/). The following are the system input parame-

ters set for assessing the performance of NB-IoT deployment for cargo ships. 

 
Table 22. System input parameters summary 

Parameter Value 

Number of sensors (N) 2000 

Packet arrival intensity (λ) 
Default value: 1 packet/h/sensor 
Variable: [0.1,…,5.0] packets/h/sensor 

Mean connect duration (Y1) Ref, Eq. 5 & Eq. 6 

Mean outage duration (Y2) Ref, Eq. 5 & Eq. 6 

Excessive delay threshold (T_de-
lay) 

Packet inter generation time 

Max. RACH channels (C) 
Default: 48 
Options: {12, 24, 36, 48} 

RACH periodicity (T_RACH) 
Default: 2560 ms 
Options: {40, 80, 160, 240, 320, 640, 1280, 
2560} 

Number of RACH repetitions (K) 
Default: 128 
Options: {1, 2, 4, 8, 16, 32, 64, 128} 

Max. preamble repetitions (M) 
Default: 10 
[1,2,..,10] 

Battery capacity (E) 1388 mAh [3.6 V] 

Message frequency/day (F) 
Default: 8 
Variable: λ * 24 

Packet size (S) 
Default: 50 Bytes 
Variable: {50/ 100/ 200} 

Width of the coast that can be 
reached from ship (a) 

8 km 

http://www.cellmapper.net/map?MCC=655&MNC=10&type=UMTS
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Parameter Value 

Distance between ship and coastal 
line (b) 

10 km 

NB-IoT BS coverage (r) 18 km 

RV_uniform var(0, a) (L) 4 km 

BS spatial intensity of (Ʌ) 
Default: 0.1 
Variable: [0.1, ...., 10] 

Velocity of the ship (v) 37 km/h 

4.2 Packet loss performance analysis 

In this section, we assess the performance of the introduced and analyzed scenarios. 

As the considered service is not assumed to be of realtime nature and, in fact, heavily 

depends on the infrastructure availability on the coastal area in the most critical metric 

of interest is packet loss probability. We first start addressing the packet loss probability. 

We then proceed to investigate the mean packet delay at the air interface and finally 

study the mean sensor lifetime. The default system parameters are provided in Table 22. 

 

Figure 30. Packet losses over the offered load 

Recall that in all the considered connectivity schemes, packet losses could happen 

as a result of both reaching the maximum number of preamble retransmission attempts 

or reaching the maximum packet lifetime. We first investigate how these components 

add to form the overall packet loss probability illustrated in Figure 30 for a maximum 

number of preamble retransmission attempts set to M = 10 and onshore density of NB-

IoT BSs λB = 0.1 units/km2. Analyzing the presented data, one may observe that there 

is a principle difference between loss components corresponding to direct access and 

Ship BS/UAV BS connectivity schemes. 
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Particularly, for all considered connectivity schemes the losses induced excessive 

delay of a packet is significant starting from around λ = 0.1 packets/h/sensor. The rea-

sons are an irregularity in vessel coverage for a given choice of packet generation rate 

and density of onshore base stations. However, it is important to notice that although for 

direct access and ship base station scenarios the behavior of packet loss probability 

curves is quite close, the UAV-based connectivity scheme is characterized by milder 

losses. The underlying reason for this behavior is that UAV is positioned closer to the 

onshore improving the vessel coverage by increasing the temporal intensity of base sta-

tions that can be used for connectivity. 

 
Analyzing the second component of the packet loss process shown in Figure 30, one 

may notice that losses caused by exceeding the number of preamble retransmission 

attempts are only experienced in the case of direct access scheme. For both ship BS 

and UAV BS connectivity schemes, these losses are negligible. This behavior is ex-

plained by two positive effects of Ship BS/ UAV BS schemes: (i) temporal spreading of 

packets transmission attempts at the sensor-Ship BS/ UAV BS NB-IoT interfaces, and 

(ii) multiplexing at the UAV/ Ship BS-Coastal BS NB-IoT interfaces. 

 
Indeed, recalling that connectivity periods are interchanged with long outage periods 

for all three schemes, we observe that in the direct access scheme sensor become syn-

chronized, that is, once vessel enters the coverage of a new onshore BS all the sensors 

start attempting to access the shared NB-IoT channel. Contrarily, in Ship BS/ UAV BS 

schemes sensors remain desynchronized while accessing NB-IoT channel drastically 

reducing the probability of exceeding the number of retransmission attempts.  

 
Furthermore, once the data are transferred to the UAV BS/ Ship BS the joint the 

shared queue and transferred sequentially experiencing no competition for resources. 

Logically for direct access scheme, as losses caused by excessive delay increases we 

observe a decrease in losses caused by exceeding the number of preamble retransmis-

sion attempts. For small values of packet arrival intensity, we see that losses caused by 

a maximum number of retransmission attempts dominate. However, when intensity in-

creases and becomes higher than approximately 1.5 packet/h/sensor the regime 

changes and more losses are experienced due to excessive delay. 

 
As an intermediate conclusion, we may state that Ship BS/ UAV BS connectivity 

schemes efficiently deal with the problem of synchronization at the air interfaces leaving 

delay as the main factor affecting the packet loss probability. For direct access, scheme 

both factors play significant role. 
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Figure 31. Packet loss probability as a function of offered traffic load 

Aggregated packet loss is a key metric to analyze the system performance. Figure 31 

shows aggregated packet loss probability as a function of system parameters. Analyzing 

the effect of the packet generation intensity, λ, we see that for direct access scheme it 

remains constant at approximately 0.7 for M = 10 and λB = 0.1. Note that extremely high 

packet loss probability in light load conditions is explained by the fact that sensors access 

the medium in a synchronized way.  When the arrival intensity increases, the mean du-

ration between packet generation and, thus, the packet lifetime both decrease leading 

the system to excessive delay dominated regime. 

 

 
 

Figure 32.  Packet loss probability as a function of BS intensity 

For Ship BS/ UAV BS connectivity schemes, loss probability is negligibly low for small 

values of packet generation intensity and then drastically increases and λ becomes 

higher. In fact, the behavior of packet losses resembles that of the component induced 

by excessive delay shown in Figure 30. The effect of BS intensity on the packet loss 

probability is shown in Figure 32 for M = 10, λ = 1. Recall that the increase in the spatial 

density of BS increases the duration of connectivity intervals and reduces the outage 
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time. As a result, we see that for all considered connectivity strategies, the packet loss 

probability decreases. 

 

 

Figure 33. Packet loss probability as a function of preamble attempts 

Observe that the trend is strictly linear. For direct access regime, even for extremely high 

BS densities on the order of 0.5 units/km2, the packet loss probability is unacceptable for 

practical systems. At the same, time using both UAV BS and Ship BS allows building an 

efficient service from the packet loss probability perspective for realistic ranges of BS 

intensities, i.e., smaller than 0.2 units/km2. The use of UBS further improves performance 

as it allows to increase the duration of connectivity periods by allowing for more potential 

candidate base stations for connectivity. 

4.3 Mean transmit delay analysis 

The effect of preamble retransmission attempts is shown in Figure 33. Observe that 

for all schemes, a very limited performance improvement is observed when switching 

from M = 1 to M = 2. However, a further increase in M does not produce any substantial 

effect. The main reason is that packet losses in all considered schemes are mainly dom-

inated by the connectivity process with onshore base stations. 

 

Figure 32 and Figure 33 shows the effects of system parameters on the mean delay 

between the sensor and onshore BS. Analyzing the data illustrated in Figure 34, one 

may observe that the best performance is observed for direct access connectivity 

scheme. This interesting behavior is explained by the fact that in this scheme most of 

the packets arriving during the outage period are eventually lost as a result of two factors: 

relatively long outage periods and high contention at the beginning of the connectivity 

period. 
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Figure 34. Mean delay as a function of offered traffic load 

Since the presented delay is the mean delay conditioned on the successful packet 

delivery, the direct access scheme data on Figure 34 reflect only those situation when a 

packet arrives in the middle or close to the end of the connectivity interval. In these time 

periods, the system is underloaded and arriving packets are in most cases successfully 

delivered to the onshore BS experiencing small delays. Note that this is dominating factor 

for all considered dependencies for direct access scheme in Figure 34 and Figure 35. 

 

 

Figure 35. Mean delay as a function of BS intensity 

 
Addressing Ship BS /UAV BS schemes, one may observe very specific behavior of 

the mean delay as a function on the packet arrival intensity in Figure 34. Particularly, for 

both schemes the mean delay first increases and then, starting from a certain value of λ, 

starts to decreases. The underlying reason for this complex behavior is that, up to the 

turning point, the system experiences relatively low loss probability tolerating outage in-

tervals. Increasing the arrival intensity in these intervals will lead to conventional behavior 

of the stable system – the mean delays increases. However, when a certain limit of the 

packet arrival intensity is reached, losses start to accumulate, see Figure 31, and the 

mean delay starts to drastically decrease. 
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The effect of the density of onshore BS on the mean delay is illustrated in Figure 34. 

Analyzing the presented data, one may observe that for Ship BS/ UAV BS schemes the 

mean delay behavior is specific. Particularly, it remains almost constant for a certain 

density of BSs and then starts to decrease significantly. This is explained by the fact that 

up to this turning point the most of the outage intervals are large enough to induced 

losses as a result of the limited packet lifetime of 1/λ s. 

 

 

Figure 36. Mean delay as a function of preamble attempts 

 

Once BS intensity is such that the mean outage interval becomes smaller than 1/λ not 

only packet loss probability reduces but also mean delay. Finally, similarly to packet loss 

probability, no noticeable effect of the number of preamble retransmission attempts on 

the mean delay is observed. 

4.4 Mean sensor lifespan analysis 

We finally proceed analyzing the effect of system parameters on the sensor lifetime, 

see Figure 37 and Figure 38. Recall that to calculate these values we have assumed a 

typical coin cell battery of 20 mAh. First, we note that the sensor lifetime for Ship BS and 

UAV BS schemes coincides as they rely on the relaying approach. Secondly, Ship BS/ 

UAV BS schemes are much efficient in terms of sensor lifetime compared to simple direct 

access scheme. 
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Figure 37. Mean sensor lifetime as a function of offered traffic load 

The underlying reason is that for these schemes transmissions at the sensor-to-Ship 

BS/ UAV BS interfaces are desynchronized implying that less preamble retransmission 

attempts are required for packet delivery. Analyzing the dependence on the packet arri-

val rate, illustrated in Figure 37 one may deduce that the for all three considered con-

nectivity schemes the sensor lifetime decreases. Nevertheless, even for significantly 

high arrival intensity, for example 2 - 3 packets per hours per sensor, the mean sensor 

lifetime is approximately 200 days. When at most 1 packet is generated per hour Ship 

BS and UAV BS schemes may lead to lifetimes of high than a year. 

 

 

Figure 38. Mean sensor lifetime as a function of BS intensity 

It is important to observe that the density of onshore BSs and a maximum number of 

re-transmission attempts do not produce any noticeable effects on the sensor lifetime of 

Ship BS/ UAV BS connectivity schemes. The underlying reason for this behavior is that 

due to relatively long outage intervals in the considered connectivity schemes, for prac-

tical system parameters, sensors spend most of the time in the active regime. Particu-

larly, the increase in lifetime is only observed for non-practical intensities of BSs. This is 

also the reason why the lifetime is insensitive to retransmission attempts, i.e., in spite 
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the energy spent for actual transmission is significantly higher compared to that needed 

in the ready state, the fraction of time sensor actually transmit is insignificant. 

 
The behavior of sensor lifetime is more complex, see Figure 38 and Figure 39. Par-

ticularly, when BS density increases the lifetime first decreases then reaches a turning 

point when a further increase in λB leads to higher lifetime. The reason is that the in-

crease in λB decrease the duration of outage intervals and more sensors get opportuni-

ties for data transmission. However, due to synchronization effect, it these transmissions 

in most cases are unsuccessful consuming maximum possible amount of power in a 

sensor duty cycle. However, when the density of BS becomes greater than a certain 

value the longer connectivity intervals start to positively affect sensor lifetime. 

 

 

Figure 39. Mean sensor lifetime as a function of preamble attempts 

Particularly, the packet loss probability and mean delay both decrease as seen in 

Figure 33 and Figure 36, implying less energy is spent on average for single packet 

transmission. Finally, the reason for decreasing sensor lifetime in response to increasing 

the maximum number of preamble retransmission attempts is that in this scheme most 

of the packets are unsuccessfully delivered irrespective of the number of attempts thus 

requiring the maximum amount of energy during a single sensor duty cycle. 
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5. CONCLUSION 

In this section, the overall findings are described with reasoning. How the packet loss, 

sensor lifetime, mean packet delay get affected in each implementation is summarized 

to draw the conclusions. Also, the future scope of work for this thesis is briefed. 

 
After performing the simulations based on realistic base station density information 

from the Republic of South Africa (RSA) region as a sample, the following conclusions 

are drawn: 

 
• The packet loss will be too high with the given coverage and intensity of packet 

arrival for the direct access implementation. Except the least mean transmit delay 

during the onshore LTE coverage, as a system direct access implementation has 

yielded poor performance. The relay base station implementation has the edge 

due to the buffer mechanism and high availability to the sensors at all time. 

• Base station density is the key parameter for the system’s finest performance. 

While the density of base stations is quite low, the radio resource bottleneck re-

sults in packet loss and increased delay in transmission of data. The mean packet 

transmit delay at sensor would be nominal when the base station is always avail-

able to the sensor, thus long life to the IoT sensor. The mean sensor battery life 

will yield high while the sampling is 2 or 3 packets per day. While a local base 

station is onboard, the IoT sensor may last for 10+ years, as there is no need for 

repetitions and retransmissions. 

• The max number of preamble attempt in CE level does not affect the overall suc-

cessful transmission, but only a measure to limit the unnecessary battery draining. 

The maximum number of preamble re-attempts would show an effect on the sen-

sor lifetime. Since the transmission of a packet requires high energy compared to 

that of reception or idle state, the battery gets drained with an increase in the 

number of preamble reattempts. Contention at the access network is inversely 

proportional to the system resource utilization. 

• The coverage area will be increased to 80 km using UAV base station in the sea, 

considering the antenna height at a minimum of 30 m. It can further be increased 

if the sensor transmit power is increased. The data transmission rate also im-

proved in this method, as it forms clustered network architecture to avoid conges-

tion. 

 



52 

 

Future scope of work for the system 

 

The following research work will be the roadmap for this thesis. 

• Clustering the vessels with the available long distance communication proto-

cols to relay the sensor information to coastal LTE network up to few hundreds 

of kilometers in the sea. 

• In the context of increased maritime trade, buoy-based access points can be 

deployed in the sea across the coast where most of the vessels sail. A com-

prehensive study has to be performed to extend the IoT services in the sea. 

• Although there are ongoing trials for balloon-based internet services in lands, 

it is also an area where the offshore ships can make use of such solution for 

the future use cases. 
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