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Augmented Reality (AR) applications have constantly evolved during the past few
years in the mobile technology field. The potential of Mobile Augmented Reality (MAR)
permits to enrich the reality with digital information by integrating the physical context
of the user, localization-based data, mobile embedded sensors and Internet connectivity
makes out of MAR a promising technology to be used in a wide range of real use cases.
Nowadays the AR communities are growing and more companies are investing in Virtual
Reality (VR) and MAR technologies. Lots of applications have been developed for med-
ical, military, entertainment, manufacturing and industrial environments. Besides this,
with the exponential grow up of the mobile market, this type of applications are becom-
ing closer to final users.

This work not only details the fundaments and concepts of AR but also describes the
design and implementation of a MAR application within the area of industrial systems,
specifically for the domain of discrete manufacturing. The application is designed to be
used in mobile devices and special attention was taken, by using the latest technological
trends in this area. The developed MAR application is intended to be used by people
working with Manufacturing Systems (MS), allowing an intuitive and better visualization
of huge amounts of data which are generated in the industrial system. An industrial
testbed was used for testing this diploma work. Several tracking patterns were deployed
along the production line to create points where the user can experience an AR interaction.
The MAR application displays 3D objects in front of the user view by tracking the AR
markers using different visualization gadgets, mobile devices or smart wearable devices
(AR glasses).

The developed application is designed based on the requirements and specifications of
aproject named: Pro-active decision support for data-intensive environments (ASTUTE),
supported by the European Union (EU). The final results of the implemented application
is included as a part of ASTUTE, in the demonstrator of virtual control room for building

and manufacturing process management.
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1. INTRODUCTION

The objective of this chapter is to describe the base of this thesis work. Section 1.1 is
dedicated to the background of MAR and its applications. Based on the background, Sec-
tion 1.2 presents the problem and justification needed to solve it. Section 1.3 establishes
the objectives and methodology used along this document while Section 1.4 outlines the

thesis.

1.1 Background

The emergence of Augmented Reality (AR) occurs after the implementation and develop-
ment of the concept of Virtual Reality (VR). VR is a technology that immerses the user in
a computer-generated world whereas AR combines the real world with computer graph-
ics, mixing the physical reality with the virtual content [Mad11]. On the other hand, the
term of AR was introduced in 1992 by Caudell and Miizell implementing an AR applica-
tion overlaying computer-presented material on top of the real world, with the objective
of helping aircraft assembly tasks [CM92]. The AR concept is led in different layers con-
taining the attributes and functionalities that characterized AR technologies. These layers
are: the Capture, the Register and the Augment, which represent the general principle of
AR [BKLPO04]. The Capture layer is the beginning of any AR application and input signal
from the real world. Afterwards, the Register layer is in charge of the alignment of the vir-
tual representation to the real world. Finally, the Augment layer creates an augmentation
of the virtual objects by replacing the real with the virtual objects.

The description of MAR begins to be used and referring due to the fact that MAR is
a special instance of AR. So far, the technologies behind MAR are basically the same
in comparison with AR. Currently, these applications reached great expectations due
to the exponentially growing of the market in mobile devices, accordingly to the main
concept of MAR. The main functionalities of MAR applications are supported by the
mobility of this technology, used for localization and positioning of the device when the
application is running, in fact, the mobility in MAR applications is considered as the
principal advantage. As a result, due to the changes in manufacturing, marketing and
development, new hardware and software emerge making MAR a wide open solution,

allowing the creation of new devices and applications based on MAR.
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In 1999, the first demonstration arrived at the market a Computer Tracking Library
of Augmented Reality (ARToolKit) displaying basic 3D elements over images (patterns)
now known as AR markers, also giving support for different operating systems including
open source license for free use [Kat99]. Then, after some years of development with
AR many other applications appears to integrate AR using additional technologies. For
instance, the Web Browser (WB) is now a clear example of technology adopting AR as
an option to display information to the user. However, the WB has also been changed
during the past few years. Now a WB is a huge influence in the software market also used
as an instance of AR [vdKBLF09, Wik08, Jun09]. The value of the mentioned integra-
tion of AR technologies into a WB is the capability of data fusion based on information
taken from the real environment, for instance, the mobile devices with information taken
from the user localization-based data (Global Positioning System (GPS)) and embedded
sensors including the compass, gyroscope and accelerometers. The data fusion is pro-
cessed through the application in order to have a precise information about the position-
ing of the device. Meanwhile, many other applications have been developed by different
approaches, some creating from scratch their own solution of AR [Qual2, Met03] and
others still including ARToolKit as a base of their system [ARTO04].

Currently, the trend of technology is changing to the use of wearable devices in com-
bination with other developments such as cloud computing, Internet of things and mobile
phones. This tendency causes the difference in the actual IT market modifying the scope
of investment. For that reason, companies like Apple, Google, Microsoft and others, have
begun the competition in this domain, creating better hardware and software applications
including new features merging design, accuracy and social aspects. In particular, the ac-
tual status of AR is divided by different the companies that produce the components, and
others that implement the platforms strongly influenced for mobile devices and wearable

devices.

1.2 Problem Definition

Nowadays, visualization systems are everywhere and AR it is not the exception. The
current research found AR as a potential technology trend, showing an exponential ap-
plied growth in different domains. For this reason, the manufacturing domain has been
influenced by the development in AR, creating new applications to control and monitor
the production lines. Until now, the applications used with AR in manufacturing systems
only show basic information to accomplish simple tasks of maintenance, performance,

issues, malfunctions, process and operations.



1. Introduction 3

On the other hand, the industrial domain still is developing new applications including
many technologies like touch screen panels or personal computers, that can also be re-
placed with other solutions as is the migration to mobile devices (smartphones and tablets)
providing different perspectives when the user is working in the system and suddenly an
event occurs. The use of mobile devices is becoming a huge opportunity to develop new
applications in the domain of Factory Automation (FA). This research aims to propose
and integrate a new development approach in MAR for monitoring industrial systems,
merging new trends of technologies with mobile devices and wearable devices improving

the interaction between the users and the manufacturing systems.

1.2.1 Justification of the Work

In the past few years, many technologies have emerged using VR, due to the fast growing
of technologies in different domains, for example, entertainment, military, medical and
industrial. For this reason, new trends of technologies are starting to lead the I'T market
and mobile market. In fact, AR is one of those potential trends for the future integration
with smart devices and wearable devices and not only for a small market this idea covers
different purposes and domains where AR can be applied, starting for the reality nowadays
where most of the AR applications are developed for mobile devices.

On the other hand, MAR emerges due to the exponential growth in the mobile market.
In addition, to the fact that millions of mobile devices are sold every day around the world
and the increase of investment in this technology due to the large number of applications
developed for these platforms, for this reason, MAR was considered as an instance of AR.
In conclusion, the AR market is wide open and is reaching great potential to be improved
in different ways. Meanwhile, Manufacturing Systems (MS) have improved at the same
time with new trends of technologies related with VR and AR including technologies such
as mobile, smart, embedded and wearable devices. As a result, new applications emerge
giving more and new solutions for MS. For example, a control application that improves
the performance of the factory floor, retrieving and delivering the current information
around the production line. However, some of the proposed solutions are statics and
others are integrated with more intelligent systems capable to create or generate adaptable
solutions to the users in MS [NLLC13].

The implementation of AR can be useful to complete daily tasks in the factory floor
saving time and resources, sending and retrieving information based on the position and
the actual status of the user. These applications can solve some issues related with the fac-
tory automation domain such as the mobility, positioning and acquisition of information

based on the context of the user.
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The mobility will be one of the main advantages inside the factory floor and will save
time using only one device to complete many tasks allowing also to send reports of alarms
of the current events in the production line. In addition, the proposed solution will make
more comfortable the use of monitoring and controlling systems due the handy use of
mobile and wearable in real scenarios for MS. In conclusion, taking the results of the
process of development and implementation the application can be adapted for different

simple or complex scenarios inside the factory floor.

1.2.2 Problem Statement

As previously explained, there are many types of applications in MS using VR and AR,
that integrate features such as localization-based data and embedded sensors. Thus, the
adaptation of these technologies in a complex scenario becomes a difficult task to be faced
by developers. Note that most of these applications are used with simple content designs
without integration to other modules in the system. As a result, there is a wide oppor-
tunity to design and develop new applications based on the complexity of the MS and
the constant increase of the industrial or mobile market. For this reason, it is required to
integrate more intelligent systems merging industrial systems and more powerful graphic
software to cover the lack of design and performance. The MAR should be very specific
using real scenarios based on industrial environments or current manufacturing systems,
allowing the users to have more precise visual information to solve new problems in the
factory. In addition, the system should be able to establish communication with the actual

manufacturing process at all levels. These statements prompt the following questions:

e How to integrate different technologies to create a AR application?

e How to generate a MAR application capable of deliver different experiences to the
user showing better quality visual information about the current state of the system,
the layout of the industrial equipment, the production and events around the user in
a MS?

e How to provide a mechanism to establish a connection between low level layers
and high layers?

e Hence, how to integrate the MS thought industrial testbed scenarios with a MAR

application?
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1.3

1.3.1

Work Description

Objectives

The main objective of this research work is the creation of a solution based on AR for

visualization and integration with Monitoring Manufacturing Systems (MMS) including

technologies as mobile and wearable devices like Vuzix Smart Glasses M100 and Google

Glasses. These smart devices would enhance the perspective of the reality overlapping

virtual objects on images from the real world. Finally, the MAR application should merge

AR technologies with smartphones, tablet and smart glasses to the proposed solution in

order to deliver a visual monitoring application for industrial use cases. In other words, the

MAR application must start overlapping 3D objects over images generated by the camera

in a mobile device or smart glasses, that display 3D content over images generated by the

human eye. The following list describes the objectives proposed during this thesis work.

1.

Thoroughly planning and analyze existing AR applications in the domain of MMS

with positive and negative aspects in their design and implementation.

Planning and Analysis the MAR application based on the testbed description and

current research.

Design of a MAR application based on results of the sequential methodology im-
proving the processes containing elements like requirement diagrams, use case di-
agrams, sequential diagrams and block definition diagrams to define and illustrate

the description of the testbed.

Create an AR application integrating their basic elements, deploying the results
in mobile devices and wearable devices, making different adaptations for mobile

devices including smartphones, tablet and smart glasses.

Establish a connection with other modules of the MMS, retrieving and sending
information through the modules of the system, showing the current state of the

system at runtime.

Implementation of a dynamic and attractive MAR application used for testing pur-
poses. Based on results of the usability test the data will be analyzes and compiled

for future work.

Create a stable MAR version based on the usability test results including previous

feedbacks and comments given by the team of project ASTUTE.
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1.3.2 Methodology

Literature review and analysis of the state-of-the-art related with Virtual Reality (VR),
Augmented Reality (AR) and Mobile Augmented Reality (MAR).

The most important trends of technologies related VR are studied and reviewed from
the basic concept of VR. In addition, this review describes the evolution of VR including
references of AR and their instances.

The VR system structure is described with more details and their elements are intro-
duced by sections including inputs, outputs, engine, software and databases. In addition,
each subsection shows and analyzes the new trends of technologies applied in different
domains. Finally, some examples of virtual programming environments are described in
order to conclude with the process of development of VR systems.

The history and elements of AR are also studied and reviewed from the first application
prototype based on AR until the first AR web browser application. As a result, a detailed
list of solutions are described within different AR libraries options that currently are used

in the market.

Application of software development methodology to integrate a MAR solution.
Based on a sequential development process to generate requirements, visual diagrams,

designs of user interfaces and workflows.

Based on the initial testbed description the functional and nonfunctional requirements
should be identified. As a result, the requirements are integrated into tables generating
SysML diagrams, in order to create initial interactions between the MAR application and
the users.

Furthermore, the design phase incorporates sequential diagrams in order to describe
the data flow between the modules described in previous processes. As a result, the user
interface is designed. In addition, other components of the system are defined such as
the elements of the interface, the AR marker, type of users, type of devices and user
interactions.

Finally, a general block definition diagram is generated based on the entire information
flow, describing the elements in a general view. The blocks represent the entire solution
of integration of a MAR application. The block definition diagram is also improved ac-
cordingly in the interaction of the selected sequential methodology.

Note that the selection of the AR library is essential to achieve the objectives of this
work. The selected library needs to fulfill different requirements to be integrated into a
mobile device also in a suitable programming environment to establish communication

with the generated virtual objects.
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The selection of a programming environment is also a main priority, the selected
Integrated Development Environment (IDE) must be able to import the libraries of AR
and it should be capable of establishing communication between the created 3D objects

in the scene and the algorithms that contain the layers of AR.

Implementation of the Mobile Augmented Reality (MAR) application in Manufac-
turing Systems (MS)

The list of selected hardware for testing is provided in this section in order to explain
the installation and the configuration of the selected hardware, including additional soft-
ware such as the libraries of external sources, Software Development Kit (SDK) and con-
figuration manuals. Based on the system design, the MAR application is integrated within
the list of technologies mentioned along this work, including external systems which are
described in the testbed.

Empirical study

The application is developed for mobile devices and wearable devices. The MAR ap-
plication in their initial state is integrated specially for smartphones and tables including
Android Operating Systems (AOS). In addition, the application contains few functionali-
ties for monitoring manufacturing systems. After, several interactions with the sequential
development methodology, a stable version is created to be tested in an usability test. On
the other hand, empirical studies are performed over a manufacturing system in particular
a production line that performs assemblies of components and is composed by worksta-
tions, robots, conveyors, buffers and pallets. Note that the initial testbed is formed by the
previous cited production line elements. In addition, a third-party application simulates
some behaviors of the production line in order to prove and display some result during the
tests with the connection module. Finally, the user is free to interact with the application
and see the responses of the MAR application. Then. the data is analyzed and compiled

for future work and categorized by priority.

1.3.3 Assumptions and Limitations

The focus of the work is aimed to monitor the production in MS. The implementation
of the MAR application is described as well the installation with other communication
modules with external and internal systems. For this reason, some of these sources out of
this document are described in the same way, in order to see the integration with the other

modules.
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Assumption 1: The production line is always on, with a continuous production of
products, at the same time the pallets are following the desire flow of the production line

in a controlled environment.

Assumption 2: The manufacturing system is always retrieving and sending data through

the applications in the factory floor.

Assumption 3: The MAR application at the same time is always receiving and sending
data.

Assumption 4: The connections with external information sources such as databases

are always updated.

Assumption 5: The manufacturing is always generating current information given by

the the factory floor.

Assumption 6: The users have experience with smartphones, tables and smart glasses.

Assumption 7: The users knows and have experience with VR, AR and MAR appli-

cations.

Assumption 8: The user is always using one of the proposed devices in this document

including the corresponding version of the MAR application.

1.4 Thesis Outline

The thesis work is structured as follows; Chapter 2 presents an introduction of the used
technologies, their state-of-the-art related VR, AR, MAR including instances and applica-
tions in different domains. Chapter 3 describes the sequential development methodology
that is proposed for planning, analyze, design, implement and test the MAR application
including some references to the testbed for performing the study. Chapter 4 contains the
recipe to implement a MAR application. In addition, the description of the main func-
tionalities of the application is added in this Chapter in order to explain the communica-
tion between the MAR application and the components of the users interface. Chapter 5
presents the results of the study based on the usability test. Finally, Chapter 6 presents the
analysis of the obtained results, conclusion and further work in the area of VR, focusing

on the development of MAR applications.



2. LITERATURE AND TECHNOLOGY REVIEW

2.1 Virtual Reality

The scientific community has been working in the field of VR for decades and nowadays
there are a large number of publications and applications related VR and their instances
such as AR and MAR. Moreover, there are still some confusions even in the technical
literature about what it is VR. In terms of functionality, VR can be seen as a simulation
in which computer graphics is used to create a realistic-looking world [BCO3]. However,
the definition can vary based on the time where is defined and implemented, for instance,
Steve Bryson (NASA Ames) define VR as the use of computer technology to create the
effect of an interactive three-dimensional world in which the objects have a sense of spa-
tial presence [Bry]. On the contrary, seeing this from another angle, John Briggs define
VR as a three dimensional, computer generated simulation in which can navigate around,
interact with, and be immersed in another environment [Bri96]. In addition, other ref-
erences introduce a proper definition of VR as a high-end user-computer interface that
involves real time simulation and interaction trough multiple sensorial channels. These
sensorial modalities are visual, auditory, tactile, smell, and taste [BCO03].

Thus, the definition has been changed due to the new trends of technology involving
VR an their instances such as AR and MAR defining VR as a complementary artificial
digital environment that uses computer hardware and software to create the appearance of
the real environment to the user [KR13]. Nowadays, VR definition is not needed anymore,
due to the market influence in movies, commercials, publicity campaigns and applications
that involves the user in a complete or partial virtual reality.

The evolution of VR lies in more that 40 years of references including articles and
books, that describe the concept of the immersion to a virtual environment. An idea started
in 1962 U.S. issued to Morton Heilig for his invention entitled Sensorama Simulator,
which was the first VR video arcade [BC03]. Further on, due the actual exponential
change in different domains applying VR technologies other technologies rises also as
instances derived from VR. In fact, adopted from fields like entertainment, medical and
military. For example, the TV series and movies showing their perspective of what is the
immersion of the user in virtual environment, ideas that are more close everyday and in

some cases a reality.
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In the mean time, after the first tests of VR, other developments show up in the re-
search field, integrating new interfaces to manipulate the virtual environment such as the
sensing gloves (see Figure 2.1(a)) was the first commercial VR technology integrating a
new interface in comparison with the standard interfaces of the time (and still today) the
keyboard and the mouse. On the other hand, The VPL DataGlove introduces gestures
to the system based on the measuring of the finger and thump bending using fiber-optics
sensors. After, the release of the VPL DataGlove companies started the development
of cheaper technologies to be introduced in the market, for instance, Nintendo creating
new alternatives to interact with the virtual environment as a derivation of sensing gloves
called PowerGlove (see Figure 2.1(b)) by using ultrasonic sensors to measure the wrist
position relative to the position of the screen and conductive ink flex sensors to measure
the finger bending.

The sales of the Power Glove exceeded the expectation of the market, but as the history
defines this device and the others no mentioned in this text after the release of another in-
novation product integrating better design and better functionalities, the previous device is
considered as a piece of history, where one day everybody will remember it as an old fash-
ion tool. As an illustration, the PowerGlove due the lack of games, other platforms start
to pop up such as the beginning of the console games era (Sony Play Station). Thus, the
history of VR can be reflected in the given examples taking the sensing gloves, now with
technologies as is the P5Glove (see Figure 2.1(c)) also share with the previous devices
some features, the main deference lies in the design and accuracy integrating tracking
system with 6 degrees of freedom. Finally, the need of using external devices (wearable
devices) to communicate and send operation to the machine is now written in books of
the history of VR with trends of technology using optical trackers like Infrared Light (IR)
cameras capturing the gestures of the user creating an interaction with the VR system like
Microsoft with MotionSensing Input Device (KINECT).

sensors
Fiber guide
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Lycra glove keypad
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Figure 2.1: Sensing Glove technologies, a comparison with new trends of technologies: (a) the
VPL DataGlove [BCO03]. (b) the PowerGlove [BCO03]. (c) Essential Reality P5 Glove. (d) LEAP
motion controller [Mot12].
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As a matter of fact, due the new necessities of the users, new requirements emerge and
now companies started filling this gap developing new devices even faster and smaller, for
example, the Leap motion controller (Figure 2.1(d)) designed to create an easy interaction
between the human and the machines, using it as an input device to the computer, taking
into account previous examples in Section 2.1. The Leap motion controller is a small
Universal Serial Bus (USB) peripheral device designed to be placed on a physical desktop,
facing upwards, using the IR cameras to observe a roughly hemispherical area to track the
movements of the user, designed to track small items such as a pen and chopsticks. The
Figure 2.2 shows how the user interacting with the computer based on the Leap motion

controller.

Figure 2.2: LEAP Motion Controller: User-Machine Interaction.

VR is an industry, and is reflected by the actual market and is still involved in new
trends of technologies derived from VR. Technologies with VR are overwhelming the
market even more with the tendency of mobile devices to create a big network of users and
applications based on virtual environments nowadays called MAR. Moreover, these ap-
plications are not the only emerging innovation, technologies defined as wearable devices
are returning as new trends of smart devices with huge expectatives to be implemented in

different domains like entertainment, social and work (Project Glass [Gog12]).



2. Literature and Technology Review 12

2.1.1 Structure of Virtual Reality Systems

VR is composed by many elements some of them mentioned in previous sections 2.1.
Now, is possible to describe VR with more details integrating more elements between the
architecture and the concept of VR connecting the real world using inputs and outputs.
The following Figure 2.3 shows the general elements of a VR system and their interaction

with other devices and systems.

Virtual Reality System
Input
- Devices |
IW Task
9°$ “--\

Figure 2.3: Virtual Reality (VR) System Architecture [BCO03].

In order to allow the interaction between the human-computer it is needed the use
of special interfaces to send information to the VR engine. Then, after the inputs have
reached the VR engine. Moreover, after the VR engine processes that information, the VR
engine starts providing feedback for the output devices in different forms such as sounds,
haptics or images. Thus, input and output devices merge the integration of Virtual Reality
(VR). The following subsections analyze some the input and output devices describing
how the interaction is created by the VR engine.

In different ways the communication between human-computer can be defined, an in-
terface is a means of communication between users (or users) and system. The user
communicates commands, request, questions, intents and goals. The system in turn must
provide feedback for those actions sent by the user. For example, a request input searching
for information related with the system state [BKLP04]. However, the user and the system
do not speak the same language and they required a series of translations to establish a
communication. Thus, that is why the interface is the media that serve as an intermediary
translator between the user and the VR system. In addition, there are multiple translations

steps involved in a human-computer interaction.
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In other words, Figure 2.4 describes those interfaces starting from the user and the
action performed. Then, the input device transform those physical actions to electronic
signals to the system. Finally, the system deciphers the signal from the input device and
delivers based on the actual state of the system more information (System goals) to the
output device. In the end, the information is displayed by the output device, information

that the user can perceive such as the light and sound.

Human transfer function
Percepts— User goals

7 "\

User goals —>Actions Display > perceptual
[ information
Input Output
Device Device
Actions™>Signals System goals™> Display

System

System transfer function
Signals —> System goals

Figure 2.4: Human-computer Communication Through Devices [BKLP04].

2.1.2 Virtual Reality Input Devices

The Virtual Reality (VR) inputs are devices that interact with the system capturing ges-
tures from the user. The device itself transforms these movements, sending the infor-
mation to the VR system. Historically, there are different types of inputs devices some

currently used in research fields others used for commercial purposes.

Three-Dimensional Position Trackers

Many computer application domains such as navigation, ballistic missile tracking, ubiq-
uitous computing, robotics, biomechanics, architecture, Computer-aided design (CAD),
education, and VR, require knowledge of the real-time position and orientation of the
moving objects within the frame of reference [BC03]. These applications are different
and vary depending on the requirements of the application and some of them need more
precision and accuracy than others, in the same way they work with the same principle.

For instance, using the example of a 3D objects moving along of a 3D space.
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These objects have six degrees of freedom, three for translations and three for rotations.
As is illustrated in the following Figure 2.5, if a Cartesian coordinate system is attached
to the moving object, the translations refer along the X,Y and Z and the rotations about
the axes are rolled yaw, pitch and roll, respectively. The data taken from this model need
to be measured sufficiently rapidly, as the object is moving. For definition, a special-
purpose hardware used in VR to measure the real-time change in a 3D object position and

orientation is called a tracker [BCO03].

V4
Roll

v Pitch

Figure 2.5: VR System of Coordinates, Moving 3D objects [BCO3].

The Three-dimensional position trackers are divided into different categories starting
from the first VR trackers. For instance, the Mechanical Trackers, Magnetic Trackers,
Ultrasonic Trackers, Optical Trackers, Hybrid Inertial Trackers. Due to the purpose of
this section, some elements of VR trackers are mentioned and described with more de-
tails to understand the meaning of the different types of the three-dimensional position
trackers. After analyze the different types of tracker also is taken into consideration the
performance of each type of elements, as a result of the principle of each of them.

The performance of the tracker is one of the most important element needed in order
to see if the selected tracker covers the requirements of the VR system. In addition, the
accuracy of the tracker in definition can be seen as the representation of the difference
between the object’s actual 3D position and the report by the tracker measures [BCO03]. In
the end, to achieve a better tracker performance it is also needed the integration of other
elements merging the accuracy and performance such as the jitter, drift and latency.

Further on, going back to the new trends of technologies related with the main subject
of this section (input devices for VR systems), only some cases are taken into this section,
as an example of input devices defined as Three-dimensional position tracker, continuing

with information related with the general subject of this document.
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The optical trackers are becoming more attractive due to the low cost and high res-
olution, additionally to the fact that can be used as an input device in most of the VR
systems. Currently, some applications in different domains are referencing some imple-
mented technologies in this document such as the tracking algorithms in real-time. As a
result, in comparison with other applications the 3D low-cost optical position trackers are
analyzed with more details, starting from the definition of the technology and their ele-
ments where are involved. In addition, some scientific documents are described including
the demonstration of this technology and their applications.

The optical tracker is defined as a non contact position measurement device that uses
optical sensing to determine the real-time position/orientation of an object [BC03]. The
most famous example is a technology developed in 2010 by Microsoft (KINECT), some
implementations have been made integrating this device in systems to track objects in
real-time, for example, using Simulink, in the example given in [FYJ10] the selection of
the hardware is described in Figure 2.6 also other examples such as [NDI*11] and [FP11]
using the same equipment KINECT for hand tracking and rendering in wearable haptic
devices, making a KINECT Fusion for real-time dense surface mapping and tracking.
These applications have common functionalities, as is the acquisition of images from the
real world based on the IR cameras. However, the difference lies in how they process that

information to their VR system.

@ Infrared optics @ RGB camera @ Motorized tilt @ Multi-array microphone

Figure 2.6: Element Description MotionSensing Input Device (KINECT).

As a result, this device can be used for everyone, is cheap and can be applied for
different purposes, the most basic common element is the tracking and mapping. As is
illustrated in Figure 2.7(a) a image that can be proceeded by the VR system, the image is
taken from the RGB camera and is useful to be compared with the image Figure 2.7(b)
where the image is taken from the IR camera and ready to be analyzed by the VR system,
in this example the images are acquired and analyzed in Simulink to track objects in real-
time. The pictures are taken by a standard KINECT device and implemented in a research
field [FYJ10].
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(a) KINECT RGB camera. (b) KINECT Infrared Light (IR) camera.

Figure 2.7: Images Taken from Microsoft MotionSensing Input Device (KINECT). (a) KINECT
RGB camera [FYJ10]. (b) KINECT Infrared Light (IR) camera [FYJ10].

Gesture Interfaces

A gesture interface is defined as a device that measure the real-time position of the user’s
finger as is mentioned in the history of VR systems (see Figure 2.1), in order to allow
natural, gesture-recognition based interaction with virtual environments. Sensing Gloves
(Figure 2.1) are the best known gesture interface in the market, these devices have em-
bedded sensors which measure the position of each finger versus the palm.

There are different types of Sensing Gloves and differ from the type of sensors that
they use, the number of sensors in each finger and glove and in the resolution of type of
connectivity (wireless, bluetooth, Infrared Light (IR)). So far, there are different types
of Sensing Gloves devices, for instance, the Pinch Glove was one of the first devices in
the market acquiring gestures from the user, after some testing one of the drawbacks of
this technology was the calibration of the device each time the gloves change of user.
However, as is mentioned in Section 2.1 these devices are deprecated at some point. As a
result, new devices emerge into the market with great proposals such as the LEAP motion
controller, Figure 2.8 shows the controller seeing from a technical perspective, describing
the elements inside this device. The LEAP controller contains two cameras that allow the
acquisition of different objects including finger, the hand even a pen can be detected in

order to have more precision in more advance applications.
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Figure 2.8: LEAP Motion Controller Device.

2.1.3 Virtual Reality Output Devices

The output devices in Virtual Reality (VR) systems are designed to provide feedback in
response to the action taken by the user or generate data based on calculations from the
VR engine. The sensorial channels are taken into account by these interfaces. These
channels are included by categories including the sight (graphics displays), sounds (3D
sound displays), and touch (haptic displays). The section describes some of the common
devices on the market, taking into consideration the graphics displays mentioned along
this document.

Visual displays present information to the user through the human visual system and
can be considered as a 3D user interface [BKLP04]. In addition the visual displays have
a number of important characteristics from the 3D interactive perspective, in this subject
it is needed to considered some important concept such as the field of regard, field of
view, spatial resolution, screen geometry, light transfer mechanism, refresh rate and er-
gonomics. A graphic display is characterized according to the type of the image produced
(stereoscopic or monochromatic), their image resolution (number of pixels in the scene),
the field of view (field of vision) and display technology(LCD- or CTR-based).

The graphic displays use the more powerful human sensor channel, with an extremely
large processing bandwidth, some of the VR systems may not incorporate sound or haptic
feedback, but all will have some type of graphic display. In addition, the graphic displays
can be categorized by personal graphic displays which is destined to be viewed by a single
user [BCO3]. Thus, between the personal graphic display there are categories and are di-
vided as HMDs, hand-supported displays, floor-supported displays, and autostereoscopic
monitors.

As is mentioned along this document the technologies with more common functional-
ities to create VR systems, precisely the instance of VR such as AR and MAR are taken

as a priority.
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Thus, in this section will be taken into consideration different categories of graphic
displays as HMD, describing the basic principle of this technology, as well the present
research related with these devices like Google with Project Glass [Gogl2] and Vuzix
with Smart Glasses M100 [Vuz12]. The HMD projects an image in front of the user
this can change depending on the device and the technology as is discussed in previous
sections referring the historical background of VR systems. So far, in this scenario the
old HMD devices have very low resolution and incorporate a diffuser sheet overlaid on
the input to their optics. Modern HMDs have resolutions up to extend video graphics
array (XVGA; 1024 x 768) [BC03]. Moreover, the characteristics of HMD such as the
display technology, weight, comfort and cost are additional criteria to be considered in
the implementation and development of these devices.

The principle of HMD is that use two small displays embedded in a helmet, using head
tracking improving the immersion. Then, the user can look around by moving its head.
As an Illustration, the following Figure 2.9 describes a high resolution AMLCD displays
located in the user forehead, each display has three separate LCD panels, the price on the
ProView XL35 comes at a price of terms of much higher costs and weight compared with

other technologies.
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Figure 2.9: Stereoscopic HMDs, ProViewXL35. Adapted from KaiserElectro-Optics[2001].

In the last decade, the research related graphic displays increased, due to the neces-
sity of the user to acquire these devices for making their life more comfortable in home,
work even traveling. Vuzix Corporation is a company formed in 1997 manufacturing and
sells computer displays devices and software. For example, Figure 2.10(a) shows a pro-
totype product, presented by Vuzix in a press release on CES2012. The Smart Helmet
device integrates a High Resolution display and can be used in workstations for industrial

environments or military applications.
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The Smart Helmet covers only a portion of the market that the company wants, but that
does not mean that the device cannot be improved and integrated with more functionali-
ties. However, this device for a normal customer can be an unnecessary device only with
the simple idea of wearing a helmet all day long. Figure 2.10(b) shows another version
of the product development in Vuzix, this device integrates the same capabilities of the
Smart Helmet also with brightness and contrast good enough for outside use. The output
pass through a 1.4 mm thick plastic waveguide lens and the image is extended in 2D into

the user’s eyes.

Sensors

(a) Vuzix Corporation Smart Helmet press(b) Vuzix Corporation Smart
release prototype Glasses prototype.

Figure 2.10: Images from press release on Consumer Electronics Show 2012 [Cor12a]. (a) Smart
Helmet prototype. (b) Smart Glasses device prototype.

Vuzix M2000AR is the first Augmented Reality (AR) system designed specially for
end-user use in industrial applications. This rugged monocular AR system is designed
for use in the field, as an example, Figure 2.11(a) shows the components of the first AR
industrial device. The Vuzix M2000AR is constructed by analogized aluminum and its
water proof for real work conditions. Also, contains a monochrome display and is the
first use Vuzix SMART Glasses technology. The Vuzix M2000AR allows the mainte-
nance to training personnel to access important information without interrupting their
view of the world around them (Figure 2.11(b)). Adding a hi-resolution camera and mo-
tion sensors, built into aluminum alloys housings, makes the M2000AR the latest fully
AR capable personal display system in a tough industrial duty package. The two models,
green monochrome and full color, are available and can be connected to an assortment of
High-Definition Multimedia Interface (HDMI) and USB equipped host devices, including
mobile phones, tablets, portable laptop and desktop computers.
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(a) Vuzix M2000AR (b) Vuzix M2000AR in a real
scenario.

Figure 2.11: Images taken from Vuzix Corporation web page, product’s brochure [Corl12b]. (a)
Vuzix M2000AR image prototype. (b) Vuzix M2000AR device in real scenario.

The usage of this device includes the Hands-free viewing of technical data and full
color multi-media content provided by a variety of host devices, the viewing video or in-
strument displays without a dangerous loss of spatial awareness, access AR systems for
interactive assistance with maintenance and repair procedures and record and playback
maintenance and repair procedures. Figure 2.12 shows the main element of the Vuzix
M2000AR. The display of this device has a resolution of 1280 x 720 (720p) HD colors
with a field of view of 30 degrees (diagonal), this is equivalent to 13" laptop at 24" or 64".
In addition, it is mentioned in the data sheet description, the device is suitable for outdoor
use with >400 nits-full color and >1200 nits-monochrome green including a HDMI 1.2
video interface with 2-3 hour battery life, rechargeable lithium power back and a connec-
tion for auxiliary power back. Finally, this single piece includes a 5 megapixel camera

with high speed (up to 83 fps, VGA) video capture.
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Figure 2.12: Vuzix M2000AR Smart Glasses Main Components [Cor12b].
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On another hand, the wearable technology is evolving to target the consumer market.
Now wearable computers are likely to replace smartphones and enhance communication
and technology in daily life. However, today there is a great expectation of these de-
vices to show up. The first example is the laser projector technology, developed by Fijitsu
creating the Laser Head Set (LHS) device only available in exhibitions. The LHS is an
audio-visual headphone, enable to create a fantastic audio-visual experience and is a pro-
totype for future miniature equipment. This device was shown in Mobile Wold Congress
2013 with the objective to get more customers and investors. The technology delivers a
wide viewing angle of 40 degrees with a large-size resolution view, also operated by PC
or smartphone and could be a next generation IT eyewear. Unfortunately, this device is
under development without a date of release and the prototype is not very comfortable.
Finally, Figure 2.13(a) shows the headphones and the retractile screen. In contrast, Figure

2.13(b) shows the retractable screen in position.
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Figure 2.13: Images taken from pamphlet given in Mobile World Congress 2013. (a) Laser Head
Set (LHS) giving a perspective of the device [QDL13]. (b) Small screen adjustable in device Laser
Head Set (LHS) [QDL13].

In comparison the LHS with the new era of mobile technologies is transforming the
development and acquisition of HMDs, creating devices even more smaller, thin and more
or less cheaper than before, making more interesting the competition related to the mar-
keting and development strategics between the companies. So far, the companies as Bril-
liant Service Corporation also present in Mobile World Congress 2013 started developing
the same type of devices as is QDLaser [QDL13]. This device is more ergonomic and

adjustable to the user.



2. Literature and Technology Review 22

The following Figure 2.14 shows the elements that integrate this prototype also some
screenshots of the general idea of the device putting in practice real scenarios. The
VIKING is an wearable device with some differences with the LHS [QDL13] and Gog-
gle Glasses [Gogl2]. The main difference is the position of the components such as
the camera, sensor, GPS and battery, the only difference is the integration of two small
screens. However, this device has no publications about the component inside the device

or a deadline for of delivering developers Kkits.
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Figure 2.14: VIKING Smart Glasses Brilliant Service Corporation [Bril2].

The basic idea with VIKING smart glasses [Bril2] is the integration of AR in any ac-
tivity of the user. The programming language used for the software side is Objective-C,
this means that the basic interface development will be distributed for Macintosh Op-
erating Systems (MacOS) especially for mobile devices with Apple Mobile Operating
System (i0S). The Figure 2.15(a) shows the interaction with the user and the interface, in
this example, the integration of a "Luncher" interface, after the user selects the WB appli-
cation. Then, the information is displayed in the device, showing the relevant information

to the user in that moment (see Figure 2.15(b)).

Figure 2.15: Images taken from pamphlet given in Mobile World Congress 2013. (a) View using
VIKING Smart Glasses lunching an application. (b) Information displayed by the application after
lunching the Web Browser (WB).
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Meanwhile, in comparison with the last two prototypes mentioned, there is other option
available for developers in the United States and Europe. In fact, will be a strong partici-
pant in the market of wearable devices against Project Glass [Gog12]. Vizux Corporation
also has their own product and is a considerable option for competing with Project Glass.
The Vuzix Smart Glasses M100 is the wold’s first "Hand Free" smartphone display for
on-the-go data access from and your Smartphone and internet.

The same principle of AR is applied for this device including for the rest of the product
in the catalogue of AR systems from Vuzix Corporation. The next Figure 2.16 describes
the concept application of the Smart Glasses M100. The integration of this technology
includes hardware and software, ready to use for common applications such as the mail
or social networks, containing a small screen with display resolution of WQVGA color
16x9 displays and High-Definition (HD) camera with 1080p to capture videos and images.
The Vuzix Smart Glasses will be described with more details in Chapter 4 in order to
describe the main component of this device and how was implemented in real scenarios

for industrial environments.

Video

Social

News

Figure 2.16: Vuzix Smart Glasses M100: first "Hand Free" smartphone display for on-the-go data
access from and your Smartphone and internet [Vuz12].

Finally, a project that chance the direction of the new trends of technology of wearable
smart systems. Project Glass [Gogl2] starts in 2012 with a press release in the annual
conference for developers, Google I/O 2012. This development combines hardware and
software, that delivers a different experience with AR including more functions integrat-
ing sounds, voice recognition, video calls, GPS and sensors added to deliver a better
experience with AR and the real world. In addition, to the entire package of services that
Google offers. For this and more reasons, this device is the most known in the market and

only few developers have the opportunity to start developing in this device.
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The relevance on this technology is demonstrated since articles, magazines and news
around the world are describing the huge change that this technology can cause in the
future. However, some of them start making their own solution and showing how to
create your own smart glasses with cheaper elements (see[Fur13] ), using the hardware
from different sources of manufacturing vendors giving another options to create your
own wearable device. Figure 2.17 shows the initial prototype of Project Glass including
its components in the first stage of development. In contrast, the difference between the

initial prototype to the prototype released in 2012 is obvious.

ANNN

Sensors Bus

HD Camera
Figure 2.17: Project Glass Initial Prototype.

In comparison with the initial prototype of Google, the newest device shows a different
frame, smaller than the first one also the components are compacted in some way that is
making the device lighter and more comfortable to use as a regular glasses also the main
frame can be removed in order to adjust other type of frames of your choice. Figure 2.18

shows the internal components of the mentioned device.

Logic Board

Touchpad ——

Figure 2.18: Project Glass Internal Components Description [TS13].
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Finally, Project Glass was integrated by different elements included software provided
by Google in order to deliver better experience to the final users. Figure 2.19(a) shows
frontal view of the new design of the Google glasses making a huge difference in size
in comparison with the prototype mentioned. On the other hand, Figure 2.19(b) shows

another view of the Goggle Glasses in order to see the rear elements.

B 2
attey/”' . e

Touchpad / ( /
HD Camera .

(a) Project Glass First Stage Prototype

’ Display

Adjustable Frame

W \ Proxirhity Sensor

(b) Project Glass Prototype press release Google 1/0 2012

Figure 2.19: Pictures taken Project Glass web [Gog12]. (a) one of the first prototypes from Google
(b) Prototype press release Google I/O 2012.

2.1.4 \Virtual Reality Programming

In order to create VR systems, is needed the integration of programming components, or
authoring, a virtual environment. The definition of VR programming changes depending
on the point of view of the application. For VR system is an application programming
interface Application programming Interface (API)-based method of creating a virtual
world [BCO3]. This section describes briefly the compilation of technologies working
with APIs for VR systems.

To generate environments for VR systems is used flexible programming environments,
it is also possible use low-level tools graphic languages (such as OpenGL). OpenGL is
a trial-error iterative process that currently with the effort of the VR industry could be

replaced by another software tool, nowadays called VR toolKkits.
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A toolkit is an extensible library with signed for creating VR environments, including
the simulation of the parts and objects classifying attributes and classes, that simplified
the programming tasks.These libraries exist since the first VR system developed in the
early 1990 [BCO3] until then these toolkits have been developed with different purposes.

WorldToolKit is one the oldest toolkit for VR programming introduced in 1990, sup-
porting most commercial I/O devices such as trackers and Sensing Gloves. Then, tech-
nologies as WTK Scene Graph appears to give different options to create virtual environ-
ments in VR systems allowing multiple displays and windows to coexist.

On the other hand, is possible find in different scenarios the modalities of these VR
toolkits. For example, the case of Java 3D which is similar to WTK, Java 3D uses OpenGL
and Direct3D as a low-level graphic library functions and after years of research the pre-
vious toolkits were used in many applications and devices to represent the experience of
VR systems.

Currently, toolkits such as Vizard VR integrates a solution to creating environments in
VR. The toolkit is created by WorldViz and is a multipurpose VR development platform
for building, rendering, and deploying 3D visualizations. In addition, this toolkit can be
integrated into environments integrating different elements in one single platform. So far,
the development of these platforms is huge as a customer product or as an integrator with
new trends of technology.

Meanwhile, many technologies have been started to integrate different solutions to gen-
erate 3D objects and interactions between them, with the virtual environment including
animations and effects pre-defined in the platform. At the same time, these tools started
moving towards to different domains. For example, the 3D VirtualComponent factory
Visualization tool that simulates manufacturing production lines in run-time. The basic
principle of this visualization tool is the generation of 3D environments for industrial
environments including humans, robots, conveyors, storages, materials and products.

The purpose of these visualization tools is to prevent accidents, save time and money at
the moment of the real construction of the production line. The main costumers of these
products are companies that build huge production lines around the world, these tools can
help to predict future problems and integration with new manufacturing layouts. Figure
2.20 shows a picture taken from the main brochure of the company and is an example of

the elements created by the 3D factory visualization tool.
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Figure 2.20: Visual Component 3D Software Visualization Tool [Com99].

In the end, the creation of a comparison between the tools described before is required,
taking under consideration new options available in order to compare and select the cor-
rect toolkit for the creation of the VR system. The toolkits can vary depending on the
internal and external capabilities. For example, the programming languages used and the
operating system where can be installed.

To select the right 3D engine for the creation of a VR system is needed a detail list
of the requirements of the system also a description of the scenario where will be imple-
mented including hardware and software available. For example, UNITY3D is a game
engine software developed with different purposes including the generation of 3D envi-
ronments for different platforms using different programming languages. UNITY3D can
be installed in different Operating Systems (OS) and is also considered as an IDE.

In conclusion, UNITY3D has many capabilities, is multi-platform and multi-language
engine that can create rich content applications for different platforms such as Linux-
based Operation Systems for Mobile Devices (Android), 10S, PC and Mac. in addi-
tion, can be compatible with other formats from different vendors like CATIA or Open-
Source 3D Computer Graphics Software (Blender). Figure 2.21 shows an example of
a UNITY3D design for a futuristic workshop including the physics of the scenario. The
complete example can be downloaded from the main page of the Asset Store in UNITY3D
[TecO5].



2. Literature and Technology Review 28

Y7y
j ;l‘kﬂﬂﬁ! 3"

N

Physics - Environment
Futuristic Workshop / Robot Lab

Qunity

Figure 2.21: Futuristic workshop/Robot Laboratory created in UNITY3D [Tec05].

2.1.5 Human Factor in Virtual reality

Until this point the architecture of the VR systems is described also each module of the
architectures was introducing their own trends of technologies and explaining the basic
functionalities and how the market is accepting it. Finally, the user is one of the main
elements of the VR architecture described at the beginning of this Chapter. For this reason,
this section describes how the user response based on the outputs of the VR systems.

The VR system starts measuring the user’s performance when the simulation starts.
Furthermore, it is necessary to understand why some user’s responses lead to simulation
sickness identifying which are the causes and factor that originate this effects. Finally, is
studied and reviewed what kind of tasks could be done for minimizing its effects including
the negative and positive effects that VR systems can have with regard to the society at
large. The most current example is the expected release of Project Glass that based on the
capabilities of this device in some places this device is forbidden to use.

The human factors for VR systems consist in a series of experiments, performed under
very rigorous conditions, aimed at determining user’s response to the technology usabil-
ity, user safety, and the related societal impact of VR [BKLP04]. The studies related
with human factors in VR can be added in a documented experimental protocol, these
structured can consist of several session and periods. Moreover, the participants of these
tests can be divided by gender, age, studies and factors that can affect the test in order to

acquire better results.
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Finally, as is predicted the acceleration of development in new trends of technologies
change our everyday life and the sociological impact will be felt in three areas: the profes-
sional life, private life, and public life. In contrast, the users wonder what are the effects
that the VR simulation can have in short or long periods of time, in short the effects of
VR simulations on users can be divided in indirect effects and direct effects. The indirect
effects are the neurological, phycological, sociological, or cybersickness (most known as
the exposure to virtual environment). For example, a virtual game environment can cause
an addiction or lack of real human relationships. The direct effect is mainly caused in the

user’s visual system also the user’s auditory, skin, and musculoskeletal systems.

2.2 Augmented Reality

The domain of AR is intertwined with different technologies and emerging concepts. AR
is multifaceted topic in different terms as a technology or group of technologies. The
AR interfaces have been defined as a superimpose virtual information on the real world
combining physical objects in the same interaction space, used in real time and are spatial
[BKLPO4]. Moreover, due to the development acceleration in VR systems, now AR is
considered as an instance of VR involving the computer graphics overlaying the vision of
the user, this immersion of VR is now applied for different applications.

This section described the result of the large development of AR systems. Thus, fal-
lowed by the description of MAR considered as a new special instance of AR. Various
elements are behind MAR and application areas in which MAR is applied and described.
Finally, an overview of the user experience and human factors is conducted in specific

areas of industrial systems especially in the domain of manufacturing systems.

2.2.1 Introduction to Augmented Reality

The emergence of AR occurs with the growing implementation and development of the
concept of VR. Since, VR immerses the user in a computer-generated world whereas
AR combines the real world with computer graphics, mixing the physical reality with the
virtual content [Mad11]. The AR general principal lead in some layers such as the capture,
the register and the Augment [BKLP04]. In other words, is the acquisition of signals from
the real world, the transformation of those signals to display virtual content in front of the
user without losing the context of the real environment, melding or replacing the real with
the virtual objects. The basic description of AR and three elements mentioned are always

present in AR systems.
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Currently, AR applications reached great expectations about the advantages of this
technology. In particular, taking into consideration the principal advantages of the AR
applications which is the mobility and the fact that almost everybody has a mobile device.
Moreover, the fast growing up of development in mobile devices has been changing the
methods of programming applications, now the creation of a mobile application is easier
with more friendly APIs.

The fast development of new Hardware and software allows the companies and devel-
opers the creation of projects integrating new trends of technologies applying the concepts
of VR, AR or MAR. As a result, Figure 2.22 describes these trends of technologies in
a prediction of couple of year. The chart shows a study of more than 1,900 technolo-
gies predicting and expectation in domains including Hybrid Cloud Computing, HTMLS,

wireless Power and NFC payments are moving towards.
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Figure 2.22: Study of Overhyped: Hybrid Cloud Computing, HTMLS5, Wireless Power, NFC, AR,
Mobile devices and Wearable devices [Gar12].

For this reason, the competition had started with the development of smaller and faster
devices with an integration of awesome software including voice recognition, eyes track-
ing and AR.

In 1999, the first demonstration with AR arrives at the market using components as
the camera position, tracking codes and the ability to use any square marker pattern.
The library ARToolKit was originally developed by Dr. Hirokazu Kato starting given
support only for windows PCs [Kat99] and its ongoing development is being supported

by Universities and companies.
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Now, after couple of years of development, different companies start developing in
this platform integrating more elements and creating private software for different ap-
plications. For instance, companies like Apple, Google and Microsoft compete in this
and others fields of VR to create better applications based on AR, Internet TV and cloud
computing. In particular, AR, applications are implemented in many fields and strongly
influenced in mobile devices. The aim of the AR applications is to show objects that help
to the user to have a better perception of the reality helping the user with extra information
that can be useful to have in that precise moment. The AR applications use images from

the real world and 3D objects to interact with the user.

2.2.2 Mobile Augmented reality

As a result of the acceleration of development and market sales related mobile devices,
AR was also incorporated into the mobile device domain. In the beginning, applications
were developed for desktop computers using USB web cameras to create the experience
of AR based on the same principles of AR using cheap hardware and open source libraries
this technology starts moving towards. Figure 2.23 shows the application based on AR
using a desktop web camera and ATOMIC Augmented reality and Mapping [Lib09].
ATOMIC was created based on libraries from ARToolKit the application has the ob-
jective of create basic examples in AR without knowledge of programming or expertise
in VR systems. In comparison with ARToolKit, this software is also open source and
is a good start to test basic examples of AR. In addition, the latest update of ATOMIC
is included the integration of web development, in other words, the deployment of the

examples used in this software for WB.
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Figure 2.23: ATOMIC Authoring Tool for Augmented Reality (AR) and Mapping.
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Therefore, was a matter of time that applications based on libraries of ARToolKit start
the emigration to other platforms. Thus, the first AR application appears for mobile de-
vices, as an illustration, the first demonstrator using MAR was an indoor guidance system,
using low-cost mobile devices, the application is able to read several targets displaying
3D object element in the screen of the mobile phone [Wag07]. Meanwhile, the new era of
the smartphones starts equipping new devices with sensors, GPS and better quality cam-
eras. Moreover, regarding to integration of sensors in mobile devices such as compass,
accelerometer and gyroscope, these combined in a single chip the user can experiment
different sensations now called Sensor Fusion. In brief, Sensor Fusion incorporates the
elements of the sensors increasing the accuracy and response, making the application
more precise when a user action is performed. For example, Micro-Electro-Mechanical
Systems (MEMS) technologies created by InvenSence that are supported and integrated
into products of companies such as Nintendo and Samsung. In addition, InvenSense is
one of the biggest distributors of MEMS technologies, working in collaboration with sev-
eral companies to deliver a better experience using this micro-sensors with 6-axis and
9-axis also developing software applications integrating Sensor Fusion, in order to deliver
more faster application. The following Figure 2.24 shows the Motion Processing Library
into MEMS using in applications such as smart TV, VR, AR and MAR. The library sim-
plifies the integration and linking of the application processor, making the access to the
motion data in the form of quaternios, rotations, matrices including the measures as the
linear acceleration and gravity. The library, basic examples and manuals are available for

developers and companies interested in build application based on MEMS.
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Figure 2.24: InvenSense: Motion Processor Library [Inc11].
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Finally, it is a fact that the user is involved in an environment of technologies. However,
sometimes the user does not know the real use of some devices and they only cares about
the results of the actions performed by the device, which is basically the time that the user
will expend using the device. For this reason, the user expects better devices with new
services including the performance of new applications mixing software and hardware to
deliver a quality product. For example, the integration with the new internet services and
the developments of cloud services in order to process and share information with other
computers without affecting the performance of the device. For this purpose, the WB
development starts moving forward to the era of cloud computing including sensors such
as MEMS and GPS delivering more options to create new applications integrating other
technologies. Currently, companies such as Layar, Wikitude, and Junao are making easier
the development of AR applications, in particular for mobile devices. The integration of
WB in applications for AR changes in some way the traditional acquisition of images
from the real world.

In order to achieve better results in AR, is important to remember the main elements of
AR. For this reason, the following modules are described with more details. The capture
is the acquisition of images from the real world, for the first demonstrator with AR they
start using simple patterns in order to make easier the registration of the image. The AR
markers are considered as one of the main elements in AR applications. However, in order
to have a better performance in the AR applications it is needed a high quality marker
(unique and robust), the properties of the AR markers lead in the Table 2.1 describing

some of the main properties of the markers for AR.

Table 2.1: Augmented Reality (AR) Markers properties.

Properties Description

Easy to IDENTIFY Can be recognized in scene of real object.
Multiple AR markers can be used simultaneously.

Easy to TRACK Works with noisy camera image.
Not effected by external factor as the light.

Easy to PROCESS Determine camera distance.
Determine camera angle.
Determine camera rotation.
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On another hand, these patterns have been changed in different forms from simple
black and white images to different types of RGB images. The tracking algorithms are
also linked to the patterns and have been improved creating more complicated the tracking
of elements, increasing the detection of edges and special features inside the image. In
addition, there is a long way to improve the mentioned elements in AR. Currently, the
algorithms are more stables in such way the present libraries in the market can detect
features from images taken from the real environment such as books covers, CD covers
and buildings.

The evolution related to the tracking algorithms is called Natural-Feature tracking.
The Natural tracking expands the concept of a AR markers. In contrast to the traditional
markers the Natural tracking works in different ways and can be applied for any image
as long the image is complex enough. In comparison with the Table 2.1 the Natural
Tracking is also leaded by these three rules. However, these solutions are classified in
two branches. The marked-based AR are applications based on patterns defined by the
system, Figure 2.23 described in previous section is a graphic example of a marked-based
AR application. Then, the Figure 2.25(a) shows the classic marker-based image from the
first library developed by Dr. Hirokazu Kato. On the other hand, Figure 2.25(b) shows
and example of a marker-less AR application using the box of a product to display the

content of the box before the purchase.

(a) Marker-based AR application. (b) Marker-less AR application from LEGO
stores.

Figure 2.25: Pictures taken from web sources of traditional applications using Marker-based and
Marker-less tracking objects. (a) Computer Tracking Library of Augmented Reality (ARToolKit)
Marked-based application. (b) LEGO stores, customer using AR before the purchase using the
cover of the box.
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In addition, due to the integration of AR in mobile device also composition of WB ap-
plications with AR, is making easier the acquisition of applications with AR. As a result,
AR technologies are changing the mobile device market sharing with many other trends
of hardware and software technologies creating more attractive applications. Nowadays,
the web AR applications are emerging delivering different views of what the user can do
with MAR applications. Figure 2.26(a) shows the application after scan the environment
around the user. The application used web technologies including the elements of AR
such as the capture, registration and augmentation.

The images are taken from the real world and analyzed by Metaio engine, then display-
ing relevant information that the user probably could use. In comparison, Figure 2.26(b)
shows an example of a GPS driver assistant based on AR, using the camera and sensors of
the mobile device, this application can deliver different experiences using the integrated
smartphone with GPS and Sensor Fusion technologies, now the user can see within real
images which street needs to take to turn right or left.

10:23:47am

(a) Metaio application using Natural tracking to detect near
buildings around the user [Met03].

(b) Wikitude Augmented Reality (AR) application Driver assis-
tant [WikO8].

Figure 2.26: (a) Metaio engine. Augmented Reality (AR) application for Tracking environment.
(b) Wikitude Augmented Reality (AR) application Driver Assistant.
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2.2.3 Building Augmented Reality

The support for developing applications in AR is huge comparing to others APIs in the
market and there are more options that can be selected based on the requirement system
including the users and environment. The AR applications are supported in different OS
such as Android, iOS and nowadays WB. In addition, the references related AR are huge
enough to make decision and comparison between the APIs implemented, taking exam-
ples from different perspectives (see Table 2.2). For instance, complete manuals in books
as [Mad11], that make a brief comparison between the history of AR and the technology
nowadays implemented using the integration of applications for Web Browser (WB) with
AR. The author makes an easy guide of development starting a basic application with AR
using different APIs for example Layar, Wikitude or Junaio, introducing a detail descrip-
tion of each API with theirs components, how they work and how it is possible generate
new applications no matter which OS is used in the mobile devices.

However, in comparison with Tony Mullen [Mull1] the book describes the steps to
how create your AR application from the basic concept of AR. In simple terms, using
source libraries from AR, the user can generate a marker-based AR application from
the source code. In fact, it is needed the advance knowledge of Image processing and
programming. In contrast, in [Mull1] the entire concept of AR is explained, guiding the
creation of 3D objects in open source software tools for creating a full open source AR
application project. As a result, the path to build an AR application could lead to many
factors, but it is impossible denied the existent of different options to create awesome AR
applications. This section at the same time includes some of the options available to build

rich content application based on the concept of AR.

1. Computer Tracking Library of Augmented Reality (ARToolKit): Is a software
library for building Augmented Reality (AR) applications. These are applications
that involve the overlay of virtual imagery on the real world [Kat99]. ARToolKit
uses computer vision algorithms to solve the problem of tracking a viewpoint, cal-
culating the real camera position and orientation relative to physical markers in
real time. Ideal if the project application starts from the source code. Some of the
features of ARToolKit are:

e Single camera position/orientation tracking.

Tracking code that uses simple black squares.

The enable to use any square marker pattern.

e Easy camera calibration code.

Fast enough for real time AR applications.
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e Multiplatform Unix Operating Systems (Linux), MacOS and Windows OS

distributions.

e Distributed with complete source code.

2. Qualcomm Vuforia Augmented Reality (VAR): Is a software platform that uses
top-notch, consistent, and technically resourceful computer vision-based image recog-
nition and offers the widest set of features and capabilities, giving developers the
freedom to extend their visions without technical limitations. With support for iOS,
Android, and UNITY3D. The VAR platform allows you to write a single native ap-
plications that can reach most users across the widest range of platforms including
smart devices and wearable devices [Qual2]. Figure 2.27 shows an image example
of the integration between VAR with UNITY3D.

Figure 2.27: Using Vuforia Augmented Reality (VAR) library to integrate UNITY3D. Image taken
from Vuforia developer web page [Qual2].

3. ALVAR: Is a software library for creating virtual and augmented reality applica-
tions. ALVAR has been developed by the VTT technical Research Center in Fin-
land. The library includes a high-level API and several tools for creating Aug-
mented Reality applications with just a few lines of code [0F12]. At the same time,
this library can render 3D and 2D Images from the images captured by the device.
Figure 2.28 shows an example using ALVAR library. The following list contains
the main features of ALVAR based on the type of AR application.

e Marker Based Tracking

Accurate marker pose estimation.

Two types of square matrix markers.

New marker types easy to add.

Recovering from occlusions.

Multiple markers for pose detection.
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e Marker Less Tracking

— Feature-based (tracking features from environment).

— Template-based (matching against predefined images or objects).

Figure 2.28: Using ALVAR Augmented Reality library. Image taken from ALVAR brochure
[oF12].

4. AR Web Browsers: The development of AR application starts moving to the di-
rection of Web Development. For instance, Layar, Junaio and Wikitude. However,
these technologies have their own advantages and drawbacks and the following list

describes the elements needed to be taken into consideration:

Benefits of using AR browser platform:

e Build content with little or no programming knowledge required (data bases

providing XML to reference the content).

e The content appears to an audience already interested in AR and actively seek-

ing the content.
e You do not have to worry about the camera input, screen layout, or GPS APIs.

e The same content work for Android, iPhone, and Symbian/Windows. Phone/bada,
OS/MeeGo when the client are released.

e Common for AR browsers to be preinstalled on mobile devices. [Mull1].
Drawbacks include:

e User must launch another application before finding the content.
e The content can lay undiscovered in the platform provider’s client.

e You don’t have full control over the user interface. [Mull1]
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AR Web Browsers

Each AR browser offers unique functionality. As a matter of fact, the following list inte-

grates the three most used AR browsers into the market.

e Wikitude: The first Augmented Reality browser appearing for Android devices in
2008 [Jun09]. The Wikitude World Browser displays information about the user’s
surroundings in a mobile camera view. The position of the objects on the screen
of the mobile device is calculated using the user’s position (GPS or Wi-fi), the

direction in which the user is facing (by using compass) and accelerometer [Wik08].

e Layar: Specializes in mobile augmented reality - the most popular medium through
which the average person interacts with AR content. The mobile AR world con-
sists largely of two different types of experiences: geolocation- and vision-based
Augmented Reality (AR) [vdKBLF09].

e Junaio: Is the easiest entry point to developing and publishing augmented reality
and location-based experience. The Junaio framework works for Android and 10S
devices, Junaio have several million users and a thriving international and profes-

sional developer community [Jun(09].

Finally, note that current AR applications are more commonly used and the market
and have a great repertory of applications including open libraries and code that could be
used for testing purposes or integration into other application. In conclusion, this Section
was described the relevant content of the different platforms and libraries to create AR
application making a comparison with the different technologies and applications in the
market. Thus, Table 2.2 describes the technologies mentioned in this section, compiling
the information making easy the selection of a technology, platform or library for future

developments.
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Table 2.2: Technologies Building Augmented Reality.

Software Library Application Type AR Type
ARToolKit PC Marker Based Tracking
Mobile
ALVAR PC
Mobile Marker Based & Marker Less
Web Browser
Vuforia PC Multiplatform library
Mobile Graphical interface
Cloud Tracking Marker based &Marker less.
String Mobile Only for i0S
Marker Based
Web AR Web Browser Used only for web browsers
Sensors position and localization
GPS Marker Based & Marker less

2.2.4 Approaches of Mobile Augmented Reality

This section integrates the mentioned concepts along Chapter 2 related with Augmented
Reality (AR), theirs instances and applications. Currently, the AR is present in many
domains and this section contains examples of integration with AR in the different do-
mains, describing the areas where MAR is implemented taking some references and the

conclusion with the integration in manufacturing systems.

Medical

In the current Medical domain, it is not surprising that this domain is viewed as one of
the more important for Augmented Reality (AR) systems. Most of the medical applica-
tions deal with image-guided surgery. Pre-operative imaging studies, such as CT or MRI
scans, of the patient provide the surgeon with the necessary view of the internal anatomy
[SVH*02]. From these images, the surgery is planned and is possible to have a visual-
ization of the path through the anatomy to the affected area where, for example, a tumour
must be removed is done by first creating a 3D model from the multiple views and slices

in the preoperative study [SVH*02].
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Manufacturing, Maintenance and Repair

When the maintenance technician approaches a new or unfamiliar piece of equipment in-
stead of opening several repair manuals they could put on an AR display. In this display
the image of the equipment would be augmented with annotations and pertinent informa-
tion to the repair [SOGO03].

Boeing researchers are developing an augmented reality display to replace the large
work frames used for making wiring harnesses for their aircraft. Using this experimental
system, the technicians are guided by the augmented display that shows the routing of the
cables on a generic frame used for all harnesses. The augmented display allows a single

fixture to be used for making the multiple harnesses [SOGO03].

Robotics and Telerobotics

In the domain of robotics and telerobotics an augmented display can assist the user of the
system. A telerobotic operator uses a visual image of the remote workspace to guide the
robot. Annotation of the view would still be useful just as it is when the scene is in front
of the operator. If the operator is attempting a motion it could be practiced on a virtual
robot that is visualized as an augmentation to the real scene. The operator can decide to

proceed with the motion after seeing the results [SOGO3].

In conclusion, the implementation of AR can vary depending on the used technology
and the scenario where is applied. The mentioned examples clarify just the concept of
AR applications and theirs implementation in different domains. The following Chapters

describe with more details the AR integration in a specific domain in particular cases.
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3. APPROACH AND METHODOLOGY

This Chapter describes the methodology and techniques to analyze, design and implement
an application in AR. Due to the continuous quality improvements, in this section, the
life cycle of the application change in order to develop a high level software solution.
The selected methodology takes into consideration factors such as the environment and
the user. However, to achieve the objectives presented in this document is needed the
organization and planning of each task starting from the acquisition of the requirements
until the test of the first stable version of the AR application. Augmented VIsualization
for Transparent Factory (AVITA) is created based on the analysis, design, implementation
and testing phases described in the present Chapter 3. In addition, the use case applied in
industrial systems is mentioned, in order to acquire the necessary information to create a
relationship with the first version until the last version of AVITA explained in Co-summit
2012 as a part of ASTUTE project. In general, the methodology used to control the
versions of this software is the Iterative/Spiral development methodology (see Figure 3.1).

Design Coding
Test Case Design Test Development
(DO) (DO)

@)
TV

Test Planning Test Execution/Evaluation
(Plan) (DO/Check/Act)
Planning/Analysis Test/Deliver

Figure 3.1: Iterative/Spiral Software Development Methodology [Lew09].
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In contrast to other methodology techniques, the Spiral methodology is a reaction to
the traditional waterfall methodology of systems development. However, the waterfall
methodology is used at the beginning of development of AVITA, as a sequential solution
development approach to integrate the first version. Moreover, due the results of the first
version of the application, the workflow continues changing to the Spiral methodology
reaching more objectives described in the initial state of AVITA.

In the initial state of ASTUTE project were defined some main modules in order to
design the system. In particular, the modules of 3D and AR are integrated into the main
solution of ASTUTE in the side of the visualization part to the creation of HMIs. On
another hand, it is shown in the Figure 3.1 the application starts from the Planning and
Analysis of the system requirements, then designing the system, implementing translating
the design models into code and finally the test and deliver of the application.

One of the advantages applying the Spiral process is that the clients receive at least
some functionality quickly. Another benefit is that the product can be shaped by iterative
feedback, for example, users do not have to define every feature correctly and in full de-
tail at the beginning of the development cycle, but can react to each iteration [Lew(09].The
following list describes with more detail the phases of development of AVITA, describing
the Spiral development. In conclusion, the Spiral sequential development expedites prod-
uct delivery. A small but functional initial system is built and quickly delivered, and then

enhanced in a series of iterations.

1. Planning&Analysis: The spiral process starts in this phase, including the use case
with the objectives of delivery and contains a set of functionalities of the software.
The result after the interaction of the Spiral process is shown in Figure 3.4 describ-
ing the functional and non-functional requirements. Thus, Figure 3.5 shows the

final results of the iteration with the Planning & Analysis process.

2. Design: The design process in the sequential Spiral methodology is created based
on the components of the system and delivered functionalities by the Planning &
Analysis process. As a result, more diagrams are created in System Modeling Lan-
guage (SysML) in order to model the system. The Figure 3.7 shows the Use Case
diagram based from the general abstraction of the system. In the same way, Figure
3.8 shows another use case diagram, created based on the final interaction with the

sequential development process.

3. Coding: In this phase the functionalities of the application are created based on the
System Modeling Language (SysML) diagrams mentioned above. This particular
phase is described with more details in the Chapter 4.

4. Test/Deliver: This phase is described with more details is Chapter 5. containing
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the iteration that the software had with the user along the spiral process. Also the
different versions of AVITA are mentioned in this phase including the current state

of development.

Afterwards, in order to start with the Spiral process a scenario description is needed.
In Section 3.1, the scenario is described and a text description is taken as a reference to

retrieve functional and non-functional requirements.

3.1 Scenario Description

The industrial domain has been changing the methods of manufacturing and in the same
way, new trends of technology are integrating hardware and software in the industrial
domain with the objective to help the users to make tasks easier in a normal situation of
event occurrence. Moreover, this scenario describes an industrial manufacturing produc-
tion line continuously producing parts, the production line contains several elements such
as robots, sensors, motors, conveyors and pallets. In addition, there are different users
involved in the system in charge of different daily tasks.

The operator user has a role important in the layout of the manufacturing controlling
and checking the production line all the time, taking into account elements such as the
performance and quality inspection. The maintenance user is called when an event occurs
related to malfunction in the production line or an error that the operator cannot fix and
needs special attention. Finally, the management user can handle the material and human
resources including the complete access to the system and visualization of the general
information about the production. For instance, the status of the production, KPIs and
general information.

On the other hand, Figure 3.2 shows the physical implementation of production line
and some of the elements that integrate the manufacturing layout. The real location of the
manufacturing system is in Tampere University of Technology, Factory Automation &
Technology Laboratory. The same scenario is applied to some projects in the department
and is the current physical layout for different demonstrations, included the manufacturing
use case for ASTUTE project.

The scenario is composed by physical and logical modules. The physical scenario is
composed by ten cells and each cell contains a robot with a PLC, several motors, sen-
sors and actuators. The pallets are transported by several conveyors including a bypass
conveyors if a station is busy or in maintenance mode, the entire layout have tempera-
ture sensors, proximity sensors, emergency switches and devices with Radio-Frequency
Identification (RFID)s to detect the position of the pallets.



3. Approach and Methodology 45

The logical model is represented by logical inputs and outputs generated by the PLCs,
signals that are processed by the PLC and sent to the system. In the end, the information
is gathered, stored and processed by the system in order to have the current status of the
system. As a result, different assumptions are made in order to define the requirements of
the systems and how AVITA will fulfill those tasks.

Figure 3.2: Scenario Description FASTory.

3.2 AVITA: Sequential Development Architecture

This section describes with more details the sequential proposed process in the develop-
ment of the application after and before the first stable version of AVITA. In the begin-
ning, a software engineering tool was selected in order to create a visual representation of
the structure of AVITA. Currently, there are different options to create a visual represen-
tation of the project such as Visual Paradigm for UML [Int12] or IBM Rational Software
[IBM&1]. In contrast to mentioned tools IBM Rational Rhapsody provides a collaborative
design, development and test environments for system engineers and software engineers,
with rapid prototyping and execution to address errors earlier when they are least costly
to fix.

In conclusion, IBM Rational Rhapsody is used in the sequential process of the develop-
ment of AVITA, initially for modeling the Analysis and Design process. The IBM Ratio-
nal Rhapsody is a modeling environment based on Unified Modeling Language (UML),
is a visual development environment for system engineers and software developers. The
purpose of the modeling environment in this application was the creation of diagrams in
SysML as a derivation of UML.
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The diagrams have been changing across the sequential process (Spiral development
Figure 3.1). However, the main objective of this section is the detailed description of some
mentioned process such as planning and analysis Section 3.2.1 and application design
Section 3.2.2. As a result, the different versions of the logical architecture of the system
were created including the different tests of AR in an initial and final stage. Figure 3.3
shows the initial view of the system integration with the main objectives of this document.

The creation of an application applying the concept of AR in industrial systems.

Modeling Application

Figure 3.3: Layout System Integration.

3.2.1 Planning and Analysis

This subsection describes the method that was used to retrieve information from the sce-
nario description including the main functionalities of the application based on functional
and non-functional requirements. The method starts the Planning and Analysis process.
The process begins in the analysis of the principles of Augmented Reality (AR). The con-
cept of AR and the description of the scenario are translated into a modeling language. In
this example, SysML models, in order to generate the initial requirement diagram. On the
other hand, as was mentioned in the sequential development approach used in this MAR
application, the first delivery version of the requirement diagram was improved in a short
period of time based on new incoming requirements. Then, different versions of diagrams
were created and some of them are described in this document in order to briefly describe

the Planning and Analysis process.
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Requirement Diagrams

The initial requirement diagram created in SysML contains the most general elements
from AR and their integration with MAR. For instance, the Capture, Registration and
Augmentation. The general elements are taken from the analysis process containing some
technologies with their functionalities. Then, the scenario was included in the process
taking into account the general functionalities that the system should be achieve. Figure
3.4 shows the third version of the requirement diagram modeled in SysML with IBM
Rational Rhapsody, Including the general requirements of the application also with the
experience acquired along the implementation some new elements are integrated as the
AR library and the 3D object requirements.
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Figure 3.4: Requirements Diagram SysML Third Version.

After several interactions with the Spiral process, some of the diagrams have been
changed and the requirement diagram was not an exception, due to the new improvements
of the application some new requirements emerge and are added to the model itself. As a
result, the final requirement diagram shown in Figure 3.5 includes the elements that inte-
grate AVITA as an initial stable released including the hardware and software integration

in different modalities of the user.
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Figure 3.5: Requirements Diagram SysML Stable Release Version.

On the other hand, the planning process also creates the comparison based on the
testing of several technologies (see Chapter 2). For example, Figure 3.6 shows the compi-
lation of a basic example of an AR application using ATOMIC libraries. This application
was installed with the objective of a close inspection of the primary elements of AR, com-

piling the results in the planning process for future development, in this case, the creation
of AVITA.

Figure 3.6: ATOMIC Authoring Tool for AR and Mapping.
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In conclusion, the requirement diagram illustrated in Figure 3.5 helps to the integration
of the MAR application into other systems also if a developer team work on the same
application it is possible see the integration of the internal and external functionalities in

the application making easier the interaction with new modules.

Use Case Diagram

The use case diagrams were created based on the requirement diagrams shown in the
Subsection 3.2.1. The use case represents the connection between the users and the main
functionalities of the system. In this example, the interaction between the different users
and AVITA. However, as it is mentioned in the introduction of Chapter 3 the Spiral
process is a fast delivery and the interaction between layers change continuously. Figure

3.7 shows the first version of the use case modeled in IBM Rational Rhapsody.

uc [Package] Analysis [PrimaryUseDiagramApplication]

AVITA

Start
Application

Capture

\

Registration /

\ Augmentation
User N

N\ Animation

N Interface

Figure 3.7: Use Case Diagram General Scenario.

In order to specify the actions in the use case diagram, the following list was created,
describing the operations and interactions performed by the actors in the Use Case dia-

gram.

o Start Application: The user selects the initial icon of the MAR application. Then,
the AR engine launches the application based the features of the mobile OS.
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o Capture: After, the application is lunched the AR engine calls the library for cap-

turing images from the embedded camera in the device.

o Registration: The Registration starts when the Capture method sent the first set
of images to the registration module. This method track the pattern previously

designed in order to get the coordinates and position of the pattern.

e Augmentation: This operation is performed when the tracking algorithm sends the
position and coordinates of the pattern, displaying 3D and 2D information overlay-

ing the camera inputs.

e Animation: In comparison with other steps, this operation is not performed in
the AR library. The animation is created based on the actions of the user. These

operations are described with more details in the Section 3.2.2 & Section 4.

e Interface: This operation represents the interaction between the user and the appli-
cation. The interface will be described with more details in Section 3.2.2 & Section
4.
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In addition, as it was mentioned in Section 3.2 about following the life cycle of the
application applying the Spiral process, Figure 3.8 creates the connectivity between the
interaction user-action and action-requirements, using the «trace» in the modeling lan-
guage (SysML) the operations are linked with the requirements. This means that the

operation fulfills the functionality of the requirements connected in the Figure 3.5.

Visualization Draft

This subsection describes some of the elements that integrate the visualization part in the
MAR application. At the beginning of the application, some elements were defined in
order to decide what kind of elements are needed in the HMI. As a result, Figure 3.9
describes the first generation of elements that integrate the application and represent the

elements from the Planning and Analysis process.

GUI element : The element is represented by a 3D button element and
e | — o s

displays possible options to the user. For example: start, exit, return, next.

W=y 3D Text: The 3D element is created based on the part or displayed element.

2D Text: The text is displayed in AR showing the basic elements and extra
information to the user.

Text —

3D object: Is the elements displayed in the screen in the Augmentation
action. For example: Robot, the base of the robot, pallet or product.

—
——y

Figure 3.9: Planning and Analysis AR elements.

On the other hand, these elements were improved adding more operations and values to
the system. For example, the reusing elements for other scenarios like the video element
used for maintenance or operational purposes. Figure 3.10 describes new elements after
the design process mentioned in Section 3.3. Then, the elements designed in this section

are integrated into the interaction flow of the interfaces.

ﬁ Pop-up element: The element is created as a complement of additional
information to the actual visual stage.
Video element: The element is displayed when the user select the option of
VIDEO video and contains information related the user and the actual state of the
system.

E 3D & 2D KPIs: The charts are created in 3D or 2D, the user can select the

type of visualization, displaying the actual state of the system.

PDF element: The elements is generated when the user what to change to a
PDF —

document visualization. For example, manuals and datasheets.

Figure 3.10: Planning and Analysis Integration after Design process (AR elements).
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3.2.2 Design

This subsection describes the elements that integrate the design process from the logical
point of view until the delivery of some graphical drafts to create the final graphic inter-
action with the user and the application. As a result of previous processes, the interaction
flows continue after the first version of the Use Case (Figure 3.7). Based on the initial
iteration with the design phase sequential diagrams were created in order to see in more
detail the interaction user-application (see Appendix E). Figure 3.11 shows the general
sequential diagram with the interaction between the user and the application including
reference blocks that represent the connection with the other sequential diagrams describ-
ing with more details the data interaction between the user and AVITA (see Appendix
E).

User AVITA
opt. [APPstart]
Ref
Historian
Ref
Components
Ref
KPr
Ref,
Video
Ref
PDF
Ref
NEXT

Figure 3.11: Sequential Diagram Interaction Description User-AVITA.

Furthermore, based on the logical described interactions from previous Section 3.2.1
and Section 3.2.2, several improvements are added to the architecture in Figures 3.4 and
Figure 3.7 integrating more complex elements in the scenario based on the results of the
testing process. Table 3.1 shows the new requirements added to the system, such as the
user interaction with the Animation module. For example, the Maintenance user should
be capable to seeing the current state of the robot including the components of the robot,
also the manuals of each component can be displayed and videos explaining how to fix the
component. In comparison, the operator should be able to see the simulation of the robot

with historical information, videos about the behavior of the robots and safety manuals.
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Table 3.1: Integration of complex user’s scenarios

Scenario Requirements

Management Historian
Performance
KPIs

Maintenance Robot current status
Components
PDF manuals
Videos

Operator Simulation
Videos
Operation Manuals
Determine camera rotation.

On the other hand, based on the different user’s scenarios, new hardware was included
in the design process. Then, Table 3.2 was integrated with new device requirements in
order to give more options to the user, no matter the type of used device in the manufactur-
ing floor, for example, the integration of wearable devices such as the smart glasses. This
action change the structure of the application because the design of AVITA is required for
the different sizes of screens and the position of the interface will be adapted for the type
of device. Thus, this action was taken in order to integrate AVITA for wearable devices
such as Vuzix smart Glasses M100 and Goggle glasses. As a result, the Spiral process

takes the new requirements of design and development.

Table 3.2: Integration of complex scenarios with new devices

Device Requirements

Smarthphone Screen
OS version
Hardware capabilities
Interface

Tablets Screen
OS version
Hardware capabilities
Interface

Smart Glasses Screen
OS version
Hardware capabilities
Interface




3. Approach and Methodology 54

Patterns Design

Further on, more elements of the AR application are required to be defined. In this part of
design are integrated the AR markers starting with the creation process based on the new
requirements shown in Table 3.2. As mentioned in previous sections the AR markers are
one of the main elements that integrate AR. Then, to create an AR application is needed
the design and test several patterns to find the appropriate pattern to be used for tracking.

The patterns are defined by the rules mentioned in Table 2.1 and Figure 3.12(a) shows
the results of this process of design creating a marker for smartphones. On the other hand,
Figure 3.12(b) shows a different marker based on virtual action taken for the camera and
the algorithm. The initial test with this pattern was the acquisition of actions based on
the response of the user selecting the action in the physical pattern (see Figure 4.23). The
general purpose of this pattern is for the integration of wearable devices in the application.

“XY FACTORY AUTOMATION SYSTEMS
. & TECHNOLOGIES LABORATORY

R o b o t 1 § v

o

Marker 5 Marker ID.1
ID:1 & AN Control Panel
FACTORY AUTOMATION SYSTEMS b e AR Glasses

& TECHNOLOGIES LABORATORY

(a) MAR application Pattern Smart- (b) MAR application Pattern Smart Glasses.
phones.

Figure 3.12: Design based on examples from Vuforia Augmented Reality (VAR). (a) Design based
of features for Smartphones. (b) Design based on features Smart Glasses Vuzix M100.

Finally, the creation of different patterns is made in order to be recognized by the
system as different entities, these are placed around the factory floor. The position of
the patterns is according to the general idea of the implementation of AVITA making a

relationship between the markers and the position of the patterns around the ten cells.
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Block Definition Diagram

The BDD defines a high-level structure of Augmented VIsualization for Transparent Fac-
tory (AVITA), the use of this diagram was the acquisition of the properties, operations and
references of the definition of the internal components of the system. In simple terms, the
BDD shows the system classification tree in the initial state of the design process. Figure
3.13 describes the first BDD with the main blocks of the system, integrating in two main
blocks Hardware and Software. At the same time, these blocks define the structure of the
systems and the reference of each element. The created diagram could help for future

development and integration of more elements to the system.
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Figure 3.13: Block Definition Diagram (BDD) System Description of AVITA.

Summing up the mentioned creation of the BDD starts from the subdivision of the
hardware and software. Then, the hardware block contains the different elements used
to the development of AVITA, for example, in this version of the BDD general elements
as Smartphones, Tablets and wearable devices. On the other hand, the software block
contains elements to integrate the application such as the OS and third-party applications
as UNITY3D described with more detail in Chapter 4.
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After the integration of the BDD and finished the design process in the Spiral develop-
ment process, new elements are found after more tests of AVITA, Figure 3.14 describes
in detail the interface design and information flows within the system. In other words,
the system is designed with in detail for future updates of new developers that would like
to improve AVITA from the basic versions, containing new representative operation and
values. For example, basic elements in the user interface, defined with more details in
Section 3.3.
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Figure 3.14: Block Definition Diagram (BDD) System Description integrations information flow
and the interaction with interfaces.

The final BDD describes the connectivity within the elements, making easier the analy-
sis of the system in order to implement the application (see Chapter 4). In this case, many
devices are integrated by different interface elements, the clear example is the difference
between the interface for Smartphones and wearable devices. In addition, the main inter-
face integrates the information and variables that change according to the responses of the

USCT.
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3.3 User Interface Analysis and Design

Until now, the design process compiles information from SysML diagrams, in order to
create the interfaces and the basic interaction with the users. This section describes in
detail the results of using the created Sequential Diagrams that describe the interaction
with the user and the application (see Appendix E). The final results in this section is
the creation of the user interface for AVITA including the development of more friendly
interfaces to the user. The first test of the interface was created based on the objectives
mentioned in Chapter 1 and basic concepts of AR.

In this process, the main achievements were the set-up of the tools for creating the
MAR application, including the display of a simple object. Thus, Figure 3.15 shows
the design of the initial idea of the application before the technical process start and the

following list describes the achievements in the initial stage.

e Technologies Integration (see Chapter 4).
e Augmented Robot (see Appendix A and Appendix B).
¢ Implementation of Tracking algorithms (see Chapter 4).

e Testing the AR marker design (see Chapter 4).

Figure 3.15: Interface Design AVITA V1.0.

Furthermore, the interaction continues with the implementation process. Then, after
the successful integration of the mentioned elements in this section, the second interface
was created containing more details in design, starting with the integration with program-
able actions. Figure 3.16 shows the new elements integration, in comparison with Figure
3.15.
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Figure 3.16: Interface Design AVITA V1.1.

The following list describes the new elements integrated into the described interface.
Also, is included the integration of more elements in the list of improvements based on

the elements defined in the Section 3.2.1.

e Augmented Robot (3D models include more details and quality resolution).

— 2D text (Adding text in instructions for the user).

— 3D text (The name and status of the robot is created in 3D).
e Basic Animations.

— Kinematics (Interaction with 3D environment in UNITY3D).
e User Experience.

— Animation (Interaction with the basic GUI).

Finally, after testing the first versions of the interface, the main menu is created in
order to have a better user experience using AVITA in a real scenario. In addition, more
elements as animations and user interaction are included based on the compilation of
information taken for previous sections as the created SysML diagrams in the design
process (see Appendix E).

As a result, Figure 3.17(a) shows the general interface for AVITA after the different
interactions of design with the connection to other modules of the MS. The main interface
contains the elements described in Section 3.2.1 and each element has an action that the
user can activate. Figure 3.17(b) shows the flow when the user performs and action. Note
that in this example, the animation is activated moving the robot to the corner of the AR

marker. Figure 3.17(c) shows the animation moving the KPI to the region of interest.
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Finally, the user selects another action activating the animation of two elements, one
for display a new element, another to move out of the region of interest of the user. Figure
3.17(d) shows the new interface integrating more complex elements, in this case, the video
element in selected to be displayed. In addition all the responses of the user are animated
showing the interactivity in AVITA.

Robot ||‘r
Status

(b) Animation activated based on the user
action (KPI).

Robot
Status

Robot
Status

(c) Selection of multiple options in the interface. (d) Displaying new elements of interest.

Figure 3.17: User interaction with AVITA: (a) AVITA main interface. (b) Animation activated
after an user action. (c) Selection of multiple options. (d) Displaying new elements of interest.

The following list includes the new elements mentioned in the design process.
e Augmented environment.

— Robot (Textures added).
— Components (Each component of the robot is added).

— Lights (Illumination of the 3D environment).

— 3D and 2D Key Performance Indicator (KPI)s, 3D Videos, PDF sheets.
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3.3.1 AVITA Architecture for Manufacturing Systems

This section describes with more details the logical integration of AVITA for MS. The
application was developed as a standalone application for ASTUTE project, at the first
stage of the planning process the idea was simple for proving the concept of MAR for
manufacturing systems, based on the current market of applications with AR and MS.
Then, after several design tests with different technologies the base of AVITA was created.
In a short period of time, the application was tested in mobile devices with huge success.
Figure 3.18 shows the module interactions in an initial state of AVITA, the module start
from the capturing of the AR marker, then the selection of the AR library with the tracking
algorithms, then UNITY3D engine process the data and create the augmentation of the
objects in 3D and finally the project is exported for Android devices.

u “ STANDALONE APPLICATION
Augmented Visualization for Trassparest Factary

AR library s—— Marker

3 Mobile
Programming R Operating
Environment system) t

unity ;

Figure 3.18: Modular Description of AVITA.

Finally, AVITA contains the main concepts of MAR including the compilation in a
mobile operating systems. In addition, at this point of design some tools were tested in

order to select the correct library and programming environment for the AR application.

Integration with other Platforms

After the first implementation of AVITA, some modules were included in order to estab-
lish the communication with the factory floor. As was mentioned along this Chapter 3
based on many requirements and SysML diagrams, the system was designed to achieve
the objectives mentioned in Chapter 1. Figure 3.19 describes the logical communication

with the other external modules. For example, the integration with ASTUTE project.
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Figure 3.19: Modular Interaction Description.

The document [NLLC13] describes in detail the integration with AOS and web tech-

nologies. This example is taken into account to integrate the described solution (AVITA)

with other applications. After the last implementation of AVITA, this integration was con-

sidered as an option to connect and integrate AVITA as a complementary application of

the main architecture of ASTUTE. As aresult, Figure 3.20 in created, describing the main

architecture of the technical implementation of the creation of a builder for Adaptable

HMI for Mobile Devices. This document includes the general concept of the integration

of AOS with web applications in order to generate adaptive interfaces. At the same time,

an industrial environment in taken as a use case for this implementation. In conclusion,

the technical implementation and results of this work can be adapted to AVITA in order

to receive and send information through the MS.
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4. IMPLEMENTATION

The application was developed in Tampere University of Technology with the objective of
integrating a MAR application into a real scenario for FA. The proposed scenario is taking
place inside a factory floor applied for monitoring MS taking care of possible events and
situations in the production line. The users with the role of monitoring and controlling
the production line are able to open and install the MAR application (AVITA).

The patterns are collected and placed in each cell of the factory floor. Each cell has dif-
ferent purposes and every cell is continuously working. The users can in anytime see the
process using the MAR application just placing the device in front of the target. After the
user has the device in position different animations start running taking information from
the MS, for example, the user is able to see the 3D robot kinematics in the main page of
the MAR application. On the other hand, the MAR application integrates a HMI in order
to interact with the user displaying basic action to the different users across the factory
floor. In addition, the user can switch between elements in the application delivering a real
experience with AR showing information related the production line. The objective of the
implementation of the MAR application is safe time and resources using the application,
showing in runtime information concerning the users involved in the factory floor.

This section describes in detail the creation and compilation of a MAR application.
After, reading this section is easy to see some gaps in the implementation part. For this
reason, is recommended to follow the guide described in the Appendix sections A, B,
C and D. The current implementation in contrast with the mentioned sections covers the
installation of the VAR library with the compilation of a simple project example, the
creation of the AR camera, the integration of the trackable image, and testing mode.
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4.1 Application Description

The MAR application was developed for mobile devices and wearable devices, in particu-
lar, for AOS. The UNITY3D is used to generate 3D elements and integrate the application
with Android devices. Also, the MAR application is adapted to an IDE for communication
and integration purposes with other applications [NLLC13]. The library VAR [Qual2] is
implemented as an extension of UNITY3D, containing the concept elements of AR, such
as capturing and register based on tacking algorithms.

AVITA displays 3D information for a factory production line, where the user can have
a better perception of the current events during the production (control, management or
maintenance). AS it has been previously mentioned, the MAR application is developed
in three different versions. As a result, Table 4.1 shows the main functionalities of each
version including the design elements presented in Chapter 3, the render quality of the
3D objects, the communication module implemented and the tracking algorithm imple-
mented. The application shows the 3D objects overlapping the trackable objects detected
by the camera, displaying information related with layout of the factory. Then, based on
the analysis and design of the user interface presented in Chapter 3, the user can navi-
gate through the elements of the application selecting in the interface which elements are
relevant to the current task of the user.

The elements displayed by AVITA are generated based on the distance and orientation
of the user’s device also in the position of the target (Trackable Object or AR marker).
The device can move along the target to inspect in detail the displayed 3D information.
The animation is created based on the user’s actions also in the system current events.

Moreover, the user can switch the visualization using the interface (Chapter 3).

Table 4.1: Augmented VIsualization for Transparent Factory (AVITA) Application Versions

Version Render Quality Communication Module Virtual Tracking
Smartphones Medium Included Not Implemented
Tablets High Included Not Implemented

SmartDevices Medium Not Included Implemented
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4.2 Equipment and Material

The elements that integrate the MAR application are described in the following section,
dividing the section into two main blocks, this two subsections follow the structure given
by the requirement diagrams and the Block Definition Diagram (BDD) described in Chap-
ter 3.

4.2.1 Software

Graphic Engine and AR Library

The selected graphic engine is UNITY3D. Cross-Platform Game Engine (UNITY3D) is
the software tool where the 3D objects and the factory 3D layout is created and the AR
library is integrated in order to use the tracking algorithms for AR. The Qualcomm VAR
is integrated as an extension of UNITY3D to prove the basic concept of AR. However, is
was mentioned in Chapter 2 this is not the only option on the market to develop a Mobile
Augmented Reality (MAR) application, but based on the requirements of the system this
set of technologies satisfy the list of requirements mentioned in Chapter 3 especially in the
SysML requirement diagrams. On the other hand, the VAR is a flexible solution, which
integrates external sources of applications to create, animate, integrate, deploy and testing
applications to mobile devices including Android OS and iOS. For this reason, UNITY3D
will be used as an IDE integrating the AR library with the layout of the factory in order
to build AVITA.

Operation System and Requirements

The MAR application contains a specific set up of technologies. Firstly, to start the inte-
gration of technologies is required the selection of an OS, for this implementation the base
of the programming environment is Windows Operating Systems (WOS). As it is men-
tioned in previous chapters, the application is developed for mobile devices targeting in
the first test phase the implemented and integration for AOS. On the other side, UNITY3D
and the complementary elements of the MAR application such as VAR and Eclipse IDE
are also available for MacOS and Linux including the deployment and development of
the entire application for i0OS. Figure 4.1 shows a general graphic representation of the
elements that integrate AVITA. In addition, the following list represents the entire set up
of the elements mentioned including a description of the requirements to complete the

installation and to development on the MAR application.
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Figure 4.1: Technologies Integration for MAR applications

1. Windows PC: The operating system minimum requirement is Windows XP or

higher.

2. Java Development Kit: Java SE Development Kit SE 7ul, available in the oracle
main web page [Corl3].

3. Cygwin Environment: UNIX environment command line interface for WOS. This
interface compiles files created in C and C++, for this implementation libraries for
AR. The minimum requirement is the version 1.7.9-1 and it is not needed using
MacOS or Linux [Sol95].

4. Eclipse IDE: Eclipse Indigo or higher [Funl12]. The IDE is needed in order to
integrate the entire solution [NLLCI13]. On the other hand, the plugins for AOS
should be implemented following instructions from the Android web page [All108]
or from Eclipse market place. The following list describes the installed versions in

the environment, currently this can be avoided from other easier sources [All08].

e Android SDK Downloader: version Tools revision 16 [AllI08].
e Android Developer Tools (ADT): version SDK revision 16 [Al108].
e Android SDK: Platform support [Al108].

5. Android Native Developer Kit (ANDK): is a toolset that allows the implementa-
tion of native code languages such as C and C++. The minimum version is ANDK

7 available in the main Android web page [AII09].
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6. CAD/CAM tools: The CAD/CAM tools are used to design and create basic 3D
elements. This 3D elements define the Layout of the environments . For instance,
Computer Aided Three-dimentional Interactive Application (CATIA) was used to

design some elements of the factory such as the robot and theirs components (see
Appendix A).

7. Vuforia Augmented Reality: The Vuforia platform enables Augmented Reality
application experiences. Vuforia is a software platform that uses top-notch, consis-
tent, and technically resourceful computer vision-based image recognition and of-
fers the widest set of features and capabilities. The platform integrates a UNITY3D
extension adaptable to any project created in UNITY3D [TecO5]. The following
Figure 4.2 shows the VAR platform describing the elements containing inside the
VAR SDK [Qual2].

Target
Resources
Converted I
Frame
Application

Query
State Object T Tracker

Camera Pixel Format
Frame Conversion

Camera

Image Frame Multi Image Virtual
Target Marker Target Buttons

Render Converted
Camera Frame Detect New Objects
Preview
Target Track Detected Objects
Snapshot
St Evaluate Virtual Buttons

Vuforia AR SDK

Figure 4.2: Vuforia Augmented Reality SDK [Qual2].

8. 3D Computer Graphics Tools: These tools are described in the following list.
Appendix A describes with more details the use of these tools in order to create or

generate 3D environments. In more specific cases the integration of VAR.

e Blender: This tool is free and has open source community support. This
3D modeling tool was used to export 3D elements to UNITY3D. The use of
this tool is not described in detail in this document. In addition, Appendix A

makes a reference to this tool.
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e UNITY3D: It is a graphic engine able to compile and import the generated
3D objects from other sources such as Blender or CATIA. In addition, in-
tegrates an easy creation of animations and plugins with other tools making
easier the development of the applications. The main advantage of this tool
in the implementation of a MAR application is the capability of integration
with third-party applications such as VAR combining the source code from C
and C++ libraries. Finally, UNITY3D includes more solutions to deploy the
developed application to different platforms including WOS, MacOS, Linux,
10S and AOS. Thus, the current development can be easily emigrated to other

platform without any problem.

Software Integration

The integration of the software is one of the main objectives of this document. In order
to create a MAR application a set of requirements are needed also mentioned across this
document. At this point of the implementation phase, several technologies are chosen.
Figure 4.3 shows the set of layers used in order to create an AR application in UNITY3D.
The Unity Engine is the heart of the application and is the component used in to render
the 3D environment and is the connector with the real hardware. Then, the Vuforia SDK
contains callbacks for events when a new camera image is available, a high-level access
to hardware units and multiple trackables (tracking types). For example, Image target,

Multi-Target, Frame Markers and the real-world interactions (Virtual buttons).

Virtual Multi Image !
Button Target Target B:‘::ii:" Un_lty
Behaviour Behaviour Behaviour PFOJ ect
Tracker
QCARBehaviour
Vuforia SDK Unity Engine 1

Figure 4.3: Vuforia Augmented Reality Integration with UNITY3D [Qual2].

Along the implementation phase, several interaction are made with the Spiral method-
ology described in Chapter 3, since the initial version of AVITA until the development
based on a Unity project example including the creation of some of the 3D elements, the

programed interaction between user-application and the design of the AR patterns.
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4.2.2 Hardware

This section contains the list of the used hardware to integrate and test the MAR appli-
cation. The list was created based on results from Chapter 3 especially using the BDD
diagrams.

Smartphones

The smartphone was included in the list of devices due to their portability and the fact
that nowadays everyone has one mobile device all the time. In several interactions of

implementation of AVITA was used Nexux S.
1. Processor: 1 GHz Cortex-AS.

2. Display: Super AMOLED capacitive touchscreen, 480 x 800 pixels, 4.0 inches
(233 ppi pixel density).

3. Network: HSDPA 900/ 1700 / 2100.
4. Camera: Main (rear) 5 Megapixel, 2560 x 1920 pixels,.

5. AOS: Android 2.4 upgradable to v4.2 (Jelly Bean)

Figure 4.4: Nexus S model GT-19020.

AVITA is adapted to the size of the screen automatically based on the instructions to
deploy an application for mobile devices in UNITY3D (see Appendix D). The interface
change according to the size of the screen. In other word, this version includes a small
interface and medium resolution 3D image. The advantage using this device is that the

user can carry the device all the time due the size of the smartphone.
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Tablets

The tablet used to implement one of the initial approaches was the Galaxy Tab 2 with
Android 4.1. This tablet is one of the first tablets with a wide screen and dual processor
with grand acceptance in the mobile device market. The following list describes the main

features of the device.

1. Processor: 1GHz Dual-Core Processor.

2. Display: 10.1” WXGA (1280x800) PLS TFT.
3. Network: HSPA+21Mbps 8850/900/1900/2100.
4. Camera: Main (rear) 3 Megapixel.

5. AOS: Android 4.0 (Ice Cream Sandwich)

SAMSUNG

Figure 4.5: Galaxy Tab 2 10.1".

AVITA in the initial state of development was tested in the Galaxy Tab, in order to
see the elements with more details and resolution. The application installed in this device
contains full functionalities including resolution and animation due to the specification
of the device, AVITA was successfully unpacked and tested in this device. On the other
hand, the drawback of this device is the size and for some user could be uncomfortable to
use when a bad situation occurs and is taken into consideration for future usability tests.

In general, the final version of AVITA is tested for tablet devices and included in the
initial usability test. In the same way, the documentation and implementation related the
device is also included in ASTUTE documentation. Currently, the development is moving

towards to new challenges implementing AVITA for wearable technologies.
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Smart Glasses

The smart glasses are a new branch of wearable smart devices containing similar ele-
ments containing into a smartphone. This type of devices will be taken into account in
the requirements of design to test the different component proving how hard is the imple-
mentation and adaptation of AVITA in these devices.

This hardware is now available in some markets and other are still in process of de-
velopment. The example used in this scenario is the smart glasses developed by Vuzix
a company with huge experience in the domain of AR and hardware development in
particular for smart glasses technologies. The device is selected based on a prototype de-
velopment by Vuzix (Smart Glass Device M-100 Hands free Smartphone Display). The
following list describes in detail the main specifications and features of the smart glasses

used in this implementation.

[

. Optics Engine: Display resolution WQVGA 16x9 displays.

2. Processor: OMAP 4 Processor (Fully optimized Android 4.01).

3. Display: 10.1” WXGA (1280x800) PLS TFT.

4. Camera: HD 1080p.

S. Head tracker and GPS: 3-degree of freedom head tracking, Compass and GPS
6. Integrated Battery: Up to 8 hours

7. Operating Systems (OS): Android /iOS.

Figure 4.6: Vuzix Smart Glasses M100 [Vuz12].
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At the same time, AVITA was developed for this device integrating new functional
and non-functional requirements to the system (see Chapter 3). Based on the features of
the device different option to implement AVITA in wearable devices appears. Figure 4.7
shows the different modes of operation. This means that the application development for
this type of devices can lead to the complete installation of the application using the Native
compilation running the application on the M100, using the device as a HMD installing
the application full in the mobile phone using bluetooth to communicate both devices or
install the application in both sides. The Smart Glasses Vuzix M100 has a huge impact
on the mobile market due to the innovation and development by high standards and the

adaptability with more technologies.

3 Modes of Operation

Native

Apps run on MAD0
HND Cloud
Apps run on Smartphone Oplinal, el modes

Cooperative
Relatad Apps run on
Smartphone and M100

Figure 4.7: Vuzix Smart Glasses M100 Types of Modalities [Vuz12].

The Vuzix Smart Glasses M100 contains a dedicated processor running the Android
v4.0 operating system as its core OS (otherwise known as Ice Cream Sandwich version
14 of the API). The M100 is designed to operate independently or work in concert with a
smart phone, using wireless connections between the devices to manage everything from
the user interface to applications. Over the course of the next few months, physical and
functional refinements to the M100 will become available and will be reflected in the
subsequent releases within the SDK. Below is a brief description of the physical features

of the M100. Please refer to the specifications of the M100 for more detailed information.

D J I A E

Figure 4.8: Vuzix Smart Glasses M100 Detail Description.
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(A) Select "Soft Key": Physical button whose function changes depending upon the ap-
plication context. It is typically used as the button to select and start applications or

when selecting functions within a running application.

(B) Power Button (On/Oft/Sleep): Physical button tied to the power management func-
tion of the device. Press and hold for 5 seconds to turn the device on. Press and
release the button to place the device in and out of sleep mode. Press and hold for
5 seconds to display Power menu (Off/Cancel). Press and hold for 10 seconds to

force power off.
(C) LED Lights (Blue and white): dependent control of Blue and White LEDs.

(D) Micro USB: Connector for charging, controlling, and providing system upgrades.

Also used for extended use battery option.

(E) Navigation "Soft Keys": 2 Physical buttons whose functions change depending upon
the application context. Typically used for volume control (up/down). Can be se-

lected together and used for alternative purposes when applications are running.
(F) Microphone: 2 noise cancelling microphones.

(G) Display: WQVGA color display with 428x240 resolution, 16:9 aspect ratio. The
Virtual Screen Size is equivalent to a 4 inch screen 14 inches away from the eye.

(H) Camera: 1080P, QSXGA resolution, 16:9 aspect ratio. Video recording capable.
(I) MicroSD Slot: MicroSD card provides user accessible memory.

(J) Earpad: Noise suppression audio speaker with interchangeable headset accessories.
Earhook, over the head, behind the head.

(K) Connectivity: Wifi802.11,BT

(L) Head Tracker/IMU: Integrated sensors, 3 axis gyros, 3 axis accelerometer, 3 axis

magnetic field.

(M) GPS: Built in GPS.

The implementation of AVITA for wearable devices is added in Section 4.4 describing

the user interaction with AVITA in the different versions of development.



4. Implementation 73

4.3 Architecture Implementation for Manufacturing Systems

This section describes the physical connection in order to test AVITA’s compatibility with
other MS. Figure 4.9 shows the general view of connections between AVITA and the MS.
Based on information provided by the Spiral methodology and theirs interactions (see
Chapter 3), the coding and debugging process starts. In general, this phase can be also
called implementation and debugging process. This section describes in technical detail
issues with the creation of AVITA including references to implementations used in order

to establish communication with the different models of the entire solution.

Figure 4.9: General Connection Physical View.

Finally, the different developments of AVITA tare followed based on the description of
the different mentioned modules that integrate the MAR application including the com-

munication module and integration with third-party applications.

4.3.1 Communication Modules

This section was created after the first delivery of the implementation of AVITA. After,
new requirements are included in order to integrate the communication with third-party
applications based on the results of design of Chapter 3, in particular Section 3.3.1 de-
scribing the integration with other platforms [NLLC13]. As a result, taking this approach
to communicate AVITA with the MS.

Server Communication

The server communication channel was one of the first challenges to achieve in this pro-
cess of implementation. As a result, a physical connection was created with several mod-

ules.
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The communication with the server was created in order to simulate events from the
MS (see Chapter 3). In addition, to this implementation phase some layers of AVITA are
included in modules from the architecture [NLLC13]. Figure 4.10 is created based on the
architecture mentioned in Chapter 3 supporting the new elements. The general module of

AVITA 1is integrated in this architecture to receive the information from the MS.
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Creator | Raicc AL Bridge Base

J; ‘ Media |« ) Mobile Device

| v d
Requestor * Web
Service Browser
Static HMI Definer (Simulator Version) \ntegration UNm Piject
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Figure 4.10: General Module of AVITA Integration with third-party Applications, Image Modified
from [NLLC13].

The server is a PC capable of providing information for any application inside the
factory floor. Firstly, the server is able to provide information receiving and sending java
objects to the applications subscribed or connected to the server. The server simulates
the behavior of a manufacturing line. Thus, the application is capable of receiving the
messages from the server and react based on the events in the MS.

To achieve the communication, the application should be able to establish communica-
tion with the server, in order to display real information in runtime. Figure 4.11 shows the
elements programmed in the server and the client side [NLLC13]. These methods are cre-
ated to receive information from the server using android devices and web technologies

especially asynchronous connectivity to receive the information at any time.

Server Web Application
HTML file
Java Servlets
SR AR Lo g
Dispatching — — ® 3 T — I |
A ¥ 1
| g ¢ JavaScript
2 '¢— — Requestor & — — 1
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HMI v

s Fem" | UNITY Project

Figure 4.11: Communication Modules to Connect AVITA [NLLC13].
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UNITY3D-Eclipse Integration

After the development of the MAR application, one of the biggest challenges is the cre-
ation of a communication channel to the server, as mentioned in Section 4.3.1 of devel-
opment. The integration with UNITY3D is essential due that the entire MAR application
is developed in UNITY3D.

Currently, UNITY3D is supported by different programming languages and many
companies developing additional plugins for the development of UNITY3D, but still it
is not capable for establishing a connection with a server using asynchronous communi-
cation. In fact, the set up of the project created in UNITY3D inside other environment
in order to achieve the mentioned communication channel it is required. Now, with the
experience achieved during the design and implementation process, it is easier the iden-
tification of the correct IDE that will be helping the emigration of the created project
in UNITY3D. Then, recalling Section 4.2.1 that includes the technology integration,
combining Eclipse IDE and Android libraries, this task can be completed straight for-
ward with following different manuals from the main developer web page of Android and
UNITY3D.

UNITY3D is capable of building and compiling projects inside different platforms,
deploying and testing the packages installed (see Appendix D. The integration starts with
the extraction of the files created in UNITY3D engine and restoring those files into Eclipse
IDE. The purpose of import the files into Eclipse is to acquire more control and give more
functionality to the MAR application. For example, the communication with the sever
and devices. As is illustrated in the Figures 4.10 and 4.11, UNITY3D generates some
files especially for the operating system compiled. Thus, those files can be exported as a
library also as a project in Eclipse allowing to see the source code of the application in
Android. In the end, the application can be running inside Eclipse, showing the UNITY3D
application inside the Android engine.

4.4 Application User’s Interactions

The results of the architecture and design of the user interactions, pre-defined in Chapter
3 are taken and implemented in this section. The result of the design process was the
detail generation and integration of the user interfaces, from basic form until complicated
interactions with the HMI. The initial user interaction in AVITA is shown in Figure 4.12.
The user hold the device before the application is activated. In addition, the user starts
the MAR application showed in the device main screen, for this case AVITA icon. Then,
the MAR application loads some elements such as the AR library and camera algorithms.
Finally, the user can hold the device and track the pattern until the application detects the
pattern and the 3D object is displayed.
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Figure 4.12: Initial User Interactions with Mobile Augmented Reality (MAR).

Afterwards, the application starts and the user is able to interact with the virtual con-
tent displayed. The interactions are created based on the use case diagrams in detail with
the sequential diagrams described in Chapter 3. Figure 4.13 shows the 3D created envi-
ronment after the design process, these interactions are made based on new requirements
of the systems, basically are created in the same scene to avoid problems of delays when

the user interacts with the MAR application.
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Figure 4.13: Interactions with Virtual Content in UNITY3D.

The interactions are defined by the user interface and the action of the user, as is defined
in the design process. In the beginning, the animation is created based on the possible ac-
tions of the user. For example, if the user starts the application and after a while decides to
change the visualization of the application, changing from the main view to a component
of the robot.
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Figure 4.14(a) is the main screen of the animation mode in UNITY3D after the user
selects the interface the option, in this example, the component element activates the
animation in UNITY3D moving the robot and information to the corner of the AR pattern.
Then, one of the components is displayed in front of the user region of interest, making

easy the inspection of that particular component. Figure 4.14(b) shows the transitions

between the action of the user and the animation.
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(a) Main View Interac- (b) Component Switching View Interaction.
tion.

Figure 4.14: Images Taken from Implementation Process in UNITY3D (IDE). (a) UNITY3D Main
View Interaction. (b) UNITY3D Component Switching View Interaction.

Summing up, this section is used to translate the result of the design process to real
implementation in the selected platform. The rest of the interactions are described in
detail in Chapter 3 describing the design of the HMI.

4.4.1 User Interface Development

The created user interfaces for AVITA are divided in by type of the version and device
used in the process. This section describes the development process of the created HMI
along the development of AVITA. The interfaces are defined in detail based on the results
of previous interaction with the Spiral development methodology presented in Chapter 3.
As aresult, the following subsection describes the issues found after each interaction with

the development process.

User Interface AVITA V1.0

The initial version of the interface in the implement process starts with the prove of con-
cept of AVITA, this means the integration of basic elements integrating AR in the process.
The user experience is basically none due to absence of the interface and interaction in
the application. However, following the guide included in this document it is possible to

reach this point of implementation reading carefully the attached appendixes A, B, C, D.
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Until now, UNITY3D compile the Android libraries including the project containing
the AR libraries. As a result, UNITY3D creates and icon ready to be executed and tested.
Then, the pattern is in position and the tablet is targeting the marker. Thus, the application
is ready to start tracking. Figure 4.15 illustrates how the application is running showing
the initial version of the MAR application.

Figure 4.15: Initial development Testing MAR applications.

User Interface AVITA V1.1

After some improvements the application look different including more 3D elements. Fig-
ure 4.16 shows the MAR application with the new requirements of information related the
object displayed. However, this change in a short period of time due the internal interac-
tion of the Spiral development methodology. In addition to this interface the application
has animation included based on the kinematics of the robot, creating a simulation of real
functionality of the robot in the production line, also a simple button is created to interact
with the user switching the between scenes in the MAR.

=%
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Figure 4.16: AVITA Robot Kinematics.
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The AVITA development process starts with the selection of the distribution of scenes
in UNITY3D with the general idea of the integration of more modules and scenes based
on future developments. However, the result of that process was the delivery of a slow
application, due to the loading of several scenes and animations that integrate the user
interactions with the virtual content. After, the run-time of the scene in UNITY3D the
application starts generating delays in the navigation, waiting 3 or 5 seconds to see the
next animation.

Meanwhile, this test integrates basic user experience and interaction with the user.
Afterwards, new 3D elements are integrated into this version containing rotations and
translation of the object around the region of interest in this case, the origin of the AR
pattern. The robot kinematics was improved, the animation is included and programmed
in JavaScript and C-sharp. In conclusion, based on the design process more scenes are
generated containing the different robot components in order to achieve the requirements
of the system. The following list describes in detail the elements included in this process
especially in Figure 4.17.

1. Main scene: This scene contains the robot kinematics displaying the robot. The
main scene is a basic HMI that starts the animation and displays the information re-
trieved from the MS (Kinematics), also creates the connection between the different

scenes.

2. Robot Base: This scene is activated once the user presses the action button, display-
ing the base component of the robot. In addition, the animation of this component

n_n

is a simple rotation along the "z" axis.

3. Joint 2 and 3: These components are attached to the robot base, in order to create
the robot’s kinematic. As is defined, in the step 2, this two components are also

animated along "z" axis.

4. Gripper: This is the last scene where the gripper can be inspected, including the

same animation and the link to the main interface.

The user starts with the sequential actions given by the provided interface. In this
version of the user interface, the objective was the creation of a basic user interaction
based on a loop selection, displaying the different parts of the robots. these interactions

are described in detail in Chapter 3.
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Robot Cell

Figure 4.17: User experience in AVITA Version 1.0.

At the same, more features are collected from the AR library. The library includes
functionalities based on the device position, this means that the device can be moved
across the pattern and can be used in different positions, distances and angles. Figure 4.18
represents the robot seen in another angle until the camera can see the trackable image
the robot is still in the screen and is possible to zoom in and zoom out depending on
the user position. The application has controllers where the users can switch between
components of the robot. After, the user selects the action the scene change showing the
base of the robot as a first component in the list. This animation was made in order to
provide different views to the users when they want to inspect a specific component of the

production line.
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Figure 4.18: AVITA HMI Interaction with the User.
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User Interface AVITA V1.2

The development for the interface version 1.2 is based on the design process results (see
Chapter 3). The interface is programmed and created in UNITY3D with the objective of
improve previous versions and trying to avoid founded issues in initial tests. For example,
the generated delay between the user command and the application response.

The solution of many problems in the initial test of AVITA was the development of the
main scene containing a complete set of content, in order to turn on/off the 3D components
based on the current state of the system, avoiding performance issues, as a matter of
fact, this main scene solves the performance issue in AVITA. In addition, to the current
solution, a connection with the VAR is made in order to create the different animations
when the user selects one option on the interface. Figure 4.19 shows the interfaces from
the main screen until the transition between two elements is made.

The user starts the selection of the component option on the interface, animating the
robot to the corner of the pattern and displaying the first 3D component as is defined
in Chapter 3, this animation is predefined, smooth and fast. Then, the user selects the
video option interface, displaying a video about the current production and functionalities
of the robot. Finally, the user can change the selection at any time, last screen shows
the transition to the KPI option, moving the video elements to the original position and
displaying the new graph component in the region of interest including the current state
of the system.
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Figure 4.19: AVITA new Interface Interaction.
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The user has different interface options to inspects in detail the information related the
MS. First, the user can move the device along the pattern watching the 3D content in
different angles. Then, UNITY3D has the capability to render the elements based on the
position of the user with a huge quality resolution. This means, that basically the zoom in
AVITA is programmed based on the distance between the pattern and the camera. Figure
4.20 shows the application working in closer look targeting the AR marker, the KPI is
selected and displayed showing the information provided by the MS . This example is
clear showing how the user can see in detail the actual values of that specific cell in
the production line. In addition to the different option provided in AVITA, Figure 4.20
shows an example based on the scenario, if there is a problem with the robot and the
reparation is required, the user can select the manual option that displays the data sheet of
the equipment making easier the installation of the new part using the zoom based on the

position of the device this information can be inspected in deep detail.
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Figure 4.20: Virtual Content Closer Inspection.

Wearable Devices Interface

This interface is created based on the same methodology described in Chapter 3. Thus,
the planning and analysis start again based on the new hardware requirements. Also,
new parameters in the design process are required in order to create the interfaces for
wearables devices. First, the interfaces are created based on the concept of wearable
devices where the interface is not present or non contact with the user to an interaction.
However, AVITA in this version integrates the position of created virtual objects at the
bottom of the AR pattern. At the same time, the pattern is designed based on the rules
mentioned in the design process (see Figure 3.12(b)). This pattern has the same elements
of the other type of AR patterns using the algorithms for tracking and position. The main
difference lies in the detection of the user action in the real pattern, in other words, if
there is an obstruction on the image the action is triggered. Figure 4.21 shows AVITA

main interface in the version for wearable devices.
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Figure 4.21: AVITA Main Interface for Wearable Devices.

To develop an application for this type of devices it is needed the specific SDK version
in order to test the functionalities of the software after the installation in real devices. The
Vuzix smart glasses M100 contains their own SDK and compiled libraries for Android
devices. This software can be installed to emulate the device in the IDE and test the
application as an Android application. Figure 4.22 shows the emulation running in Eclipse
IDE. Then, AVITA can be exported in this platform to test if the MAR application will

run without any problem in the platform after be installed in the real device.

3354:Nuzix_M100

Figure 4.22: Smart Glasses Emulation Device with Hardware Vuzix Smart Glasses.

Finally, the wearable interface has the same functionalities of AVITA described in
previous versions. In addition, the virtual buttons are added in order to create a different
interaction with the user, in this example, the user can select the same elements based on
the position of the user finger and the obstruction of the virtual object over the AR pattern.

Figure 4.23 shows the same transition after the selection using the virtual interface.
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Figure 4.23: Smart Glasses Interfaces based on Vuzix Smart Glasses Hardware.

4.4.2 Version Control

The initial stage test of AVITA does not includes the scenario for MS, the principal ob-
jective designed in order to prove of the concept integration with mobile devices. So far,
different solutions are found to implement the application with many technologies de-
scribed with more details in Chapter 2. After several tests implementing and analyzing
many technologies a solution was found, taking the requirements for the scenario descrip-
tion. The selection includes the combination with UNITY3D and Vuforia AR. Table 4.2
shows the results of the first test of the MAR application.

Table 4.2: Initial Test AR application

Achievements Description Results
Tech. Selection Comparison between UNITY3D
different frameworks using &
AR engine. Vuforia AR

Tech. Integration  Install compatible software ~ Creation of simple
in order to integrate the 3D content.
technologies selected.

Tracking Algorithm  Selection of the Tracking  TrackingAR Library
algorithm and AR marker. using default markers

AR marker Personalize AR marker Using design tools
based on examples. the AR was created.

After the initial test, more elements were included in order to achieve the objectives of
the scenario description and ASTUTE project. However, not all the results were positives,
some drawbacks are found in the integration of the basic elements others are found in

other stages when the application was becoming more complex.
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The second test includes more elements and integration of more technologies, some
inside the architecture of the MAR others as external sources creating and exporting ele-
ments to the UNITY3D engine. Table 4.3 shows the new achievements and improvements

of the application, including the results of these tasks.

Table 4.3: Additional Requirements Test AR application

Achievements Description Results
Augmented Robot Importing 3D content The 3D components
to the AR engine. are assembled.

Scripting in UNITY3D Adding programmable A loop containing the
actions to the 3D content. Robot’s kinematics.

Augmented Information  Integration of 2D & 3D Basic demo integrating
content in main screen. 3D content.

3D Environment Design  Personalize 3D content  Enviroment quality added
in UNITY3D. lights and textures.

The drawback in the second test was the lack of design rendered in Blender. The user
does not have elements to interact such as the interface. For this reason, the application
includes a programmable loop creation the simulation of these actions. So far, the inter-
actions are incorporated in this version for testing purposes such as animations, text and
components.

Finally, before the general usability test the second version is improved, integrating
more elements and functionalities into the AR application. In fact, one of the main
elements integrated was full interaction with the user after fixing some problems with
UNITY3D engine and the interaction between scenes.

As aresult, the solution proposed was the creation of the application in only one scene
creating the programmable interaction with all the elements at the same time turning off
and on the elements displayed in order to avoid the delays created in previous versions in

the application using many scenes. Table 4.4 shows the results before the usability test.
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Table 4.4: Final Requirements Before Usability Test

Achievements Description Results
Augmented Robot  Importing new 3D content 3D environment
into the AR engine. completed based on specification.
GUI elements Generation of user interface User Interface created.
based on the new elements.
Video Display relevant information The 3D element containing
of the status of the system. video of current status.
KPIs 3D & 2D content generated Graphs are integrated,
based on actual status. dashboard of current status.
Manuals Generation of manuals Display PDF sheets,

based on the current status.

equipment sheets.

User experience Programmable content
animations creating friendly

interaction with the user.

The script contains
intersection to modify
3D content in the scene.

In this final stage, the application starts in a programmable instruction, waiting for the

user response based on the GUI created specially for the elements integrated in AVITA.

The application contains a dashboard of the status of the robot, additional to elements such

as video, KPIs and manuals. At the end of the test process different problems discussed

in previous versions are solved including the interaction with the user, the lack of 3D

environment design and the delays using the application in run-time.
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5. RESULTS

In Chapter 3 is described the sequential process used into the development of a MAR
application. Also, within these tasks is included the analysis and the design of the ap-
plication in order to achieve better results. After many interactions with the sequential
development process (Spiral development) some values can be retrieved from the imple-
mentation part, feedback given in meetings related with project ASTUTE and the usability
test. Summing up, this Chapter will describe general and particular information about the
results of each testing stage during the sequential process, until the creation of a stable
version of the MAR application called AVITA.

As is mentioned in previous Chapter 3 and 4 the application is created based on basic
concepts of AR after the design and analysis new requirements were integrated into the
application, including the version control of AVITA and the different schemes of develop-
ment. Meanwhile, the scenario was defined with few functional requirements in order to
active real objectives at the beginning of the project. On the other hand, after the imple-
mentation and interaction with several processes in the sequential method, the version of
AVITA was improved, due the fast feedback and the integration of the SysML diagrams.
This Section describes the results of the test phase during the integration of the sequential

methodology in particular the results displayed by these tests.

5.1 Test Results

5.1.1 Usability Test

The Usability Test was implemented in order to evaluate the product created along the
process of development of ASTUTE project. The version presented in this usability test
integrates the entire ASTUTE solution for the manufacturing domain which is described
in detail inside the deliverables of the project. The test was divided into different sections
one of those including the Mobile Augmented Reality (MAR) application in different
stages. The test starts from the internal feedback with staff of the FAST. After some
improvement, the version was ready to be applied in the real usability test. Figure 5.1

shows the user in the usability test using the MAR application.
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Figure 5.1: AVITA Usability Test: Image taken from the real test at FAST.

The information retrieved by the usability test can be used to improve new versions
of AVITA. During the session test, the application with augmented reality was accepted
by the user, receiving positive feedback about the application. The data in general was
divided into different sections. The information included in this document only takes the
information related the usability test with the MAR application. Figure 5.2 shows AVITAs

main screen used in the usability test process.
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Figure 5.2: AVITA Interface for Usability test.
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5.1.2 Monitoring Usability Test

The usability test was integrated by an experimental design. The methodology of forma-

tive testing is described in the following list.

e Thinking aloud method: participants think aloud while performing the tasks. The
post-test questionnaire consists of:
— Open questions
— Standard SUS questionnaire

— Satisfaction questionnaire

This methodology was used for the entire application for ASTUTE project. Also only
the relevant information in the section of AR is taken into account to improve the ap-
plication. The following format is described based on the real usability test task named
"Augmented Reality".

Please point the device to the QR code. You can move the device to change the angle

of the view.

1. Explain me what you see.

2. What information do you expect behind the following menus (do not touch yet):

Historian

e Components

Video

e KPI

Manuals

Next

3. You would like to see how the different parts of the robot look like, please look at

them.

4. What is the value of Overall Equipment Effectiveness (OEE) in the Key Perfor-

mance Indicator (KPI)?.

5. Please press next. Which chart do you prefer? Why? Test between 2D and 3D

charts
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6. You would like to see how the robot does its normal cycle, please watch a video
about it. If the video isn’t short it can be stopped after a moment so this task won’t

take too long.

7. Name three things you would change in this view.
5.2 System Evaluation

This document will describe the evaluation after the usability test including positive and
negative feedback about the implementation of AVITA using the MS. As is mentioned in

this Chapter only some recommendations are found during the test.

Summary statistics

As a result, Table 5.1 shows the compilation of information taken the results from the

usability test.

Table 5.1: Usability Test AR Summary Statistics

Task T3 T4 T6
Completion 8 11 11
Assists 1 1 0
Errors 3 0 0

Average time on task 82 sec 56sec 22 sec

The following list contains the observation during the test with AVITA.

e Few of the participants did not know what historian means. Otherwise the terms in

the menu were understood correctly.

e Many of the participants did not realize to move closer or change the angle of the

device to see the things in the screen better.

e The errors came from the participants not realizing to push the next button. How-
ever, note that is possible that the users did not see the button. In fact, some of them

mentioned that the next button should be positioned near the other buttons.

e It should be noted here that the scenarios chosen for the AR part were not repre-
senting AR it in the best possible way. These scenarios should be rethought for the

next test.

Finally, Table 5.2 shows the most common answers to the question "Name three thing

you would change" in the section of AR.
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Table 5.2: Most common user’s answers in usability test

Answer

Improved graphics (2 participants)

Zoom functionality (3 participants)

Keep the information on the screen when pointing away from the QR code (3 participants)

Changing the background colour (2 participants)

Graphs not fit for 3D environment (1 participants)

Next button not easy to find (1 participants)

Design recommendations

The subsection was created in order to organize the priority in the design process. In
other words, based on the feedback of the users the information is collected and analyzed.
Taking the data from AVITA usability test, the following list was created describing the

design recommendations based on the results of the usability test.

¢ AR QR code should be covered with one colour.

AR buttons should be grouped together (next-button should be next to the other
buttons).

It should be considered which elements need to be shown in 3D format and others

should be shown in a normal screen.

Keep information on screen when pointing away from QR code.

AR zoom functionality.
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6. CONCLUSIONS

The MAR application is applied successfully in manufacturing domains. The creation of
AVITA shows that it is possible the creation of applications based on AR for different do-
mains. In the process of development and design there were some issues with integration
and debugging. Problems that were fixed and improved in the last version of AVITA, due
the interactions with the layers of the software development process.

The MAR application is designed for monitoring manufacturing systems in specific
user scenarios in the factory floor. The basic implementation of AVITA is designed based
on marker-based AR applications including: the multi-target tracking, the AR Interface,
the real time information and the delay between the user actions. In addition, the initial
version it does not include modules of user experience and user interactions, but was
designed for integrating several modules and scenes for future developments.

The final stage of AVITA contains and solves different issues found along the devel-
opment process, also new requirements are added in the process creating more complex
scenarios in the application. AVITA is capable of displaying 3D content for the different
type of users involved in the factory floor showing specific information based on the user
action or tasks that the system requires. The patterns were placed around the factory floor
and are integrated into the MAR application detecting different types of markers mak-
ing possible the display of different element along the different tasks in the factory floor.
The user is able to see the virtual content within different elements, for example, Videos,
Manuals, KPI and Components.

The 3D content is animated based on the user interaction with the application. The
user interface is simple, functional and easy to use. In comparison with the mentioned
interfaces created in this document. The size of the interface changes according to the
selected device. In addition, the version for wearable devices includes other solution in
the pattern to select the action with the user finger creating a real interaction with the
real world between the user and the MAR application. Finally, the integration with other
projects and technologies makes AVITA a great application to be improved and adapted

for more complex scenarios with different Manufacturing Systems.
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6.1 Further Work

Along the different interactions with the layer of the implemented methodology for soft-
ware development (see Chapter 3), more requirements and future tasks were found. After
the development of the interface for wearable devices (Vuzix Smart Glasses M100) new
functionalities can be added for future development of AVITA. The following list de-

scribes in detail the further improvements or integrations with other technologies.
1. Integrate new functionalities based on the usability test results (see Chapter 5).

e Graphic improvements: Include the details of the virtual content displayed in

the user interface.

e Zoom selection: Integrate a module to increase and decrease the size of the
virtual content, if the user selects this option. In particular, for mobile devices
this feature will be added. On the other hand, for smart glasses the zoom
is added based on the position of the user, feature already added in the last
version of AVITA.

e Keep the information on the screen even if the AR is out of focus.

e Changing the background color: Due the MAR application is marker-based
AR application, the versions using the AR marker will stay at it is. The new
feature is the integration of marker-less AR application in order to achieve the

problem with the size of the pattern.

e Graphs not fit for 3D environment: Some of the elements shown in the appli-
cation are in the design and testing phases. Then, the information displayed
will be integrating 2D images and the 3D elements will be improved for future

versions. As a result, the user can selects between 3D and 2D content.

e Next element is not easy to find: The user interface will be improved for some
versions of AVITA.

2. Integration of new functionalities based on implementation process and develop-

ment point of view.

e Mobile information: Add functionalities of the mobile device to acquire po-
sition and acceleration in order to interact with the virtual content, inside and

outside of the factory floor.

e Create and design more complex scenarios for the users involved in the factory

floor.

e Integration of more complex manufacturing systems in order to integrate real

information from production line.
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e Based on the version created for Vuzix smart glasses, integrate voice recogni-

tion and mobile sensor fusion.

e Prepare AVITA for new devices and different OS. For example, iOS devices.

Finally, the testing and debugging process will be repeated after find more require-
ments and adapt different models of AVITA. Thus, more complex usability test will be
integrate new versions of the MAR, also the entire developed for ASTUTE project. The
application will be presented in future meeting to propose general solutions for monitor-

ing manufacturing systems using AR.
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A. APPENDIX

A.1 CAD/CAM Integration Module

The AR application combines the displayed signals from the real world and created ob-
jects in 3D. For this reason, to create applications with AR it is needed the generation
of environments in 3D. Currently, there are different solutions to create 3D object. In
this example, some CAD tools were used to create and export the 3D environment to the
Cross-Platform Game Engine (UNITY3D). The 3D objects can be created in different
types of 3D graphic softwares. For example, DELMIA, Blender, Maya 3D and Solid
Works. In particular, for the application design of AVITA the 3D objects are related with
a manufacturing floor and based on that specially scenario described in Chapter 3.

The created AR elements are designed using CATIA and DELMIA generating the
complete robot and components such as the base, the platform of the robot arm and the
gripper. The objects were designed and created based on the real robot installation of
FASTory shows in Figure 3.2. In addition, the Figure A.1 shows the elements created in
DELMIA 3D software.

(b)

Figure A.1: Virtual environment development, generation of 3D elements. (a) Platform with
sensors and motors. (b) Platform Joint. (¢) Robot Base and connectors.

After the creation of the robot components, the integration can be created on one or
several pieces. The Figure A.2 shows the integration of the 3D objects and the model.
Thus, the complete model is ready to be exported in UNITY3D.
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Figure A.2: 3D object assembled completed in DELMIA 3D CAD software [P12].

Finally, the environment is complete and could be exported. Moreover, UNITY3D
has an option to import objects or elements from different sources. For instance, in the
implementation of AVITA, DELMIA and Blender are used to export the 3D environment
in a compatible format for UNITY3D. Thus, UNITY3D is able to integrate them and
Figure A.3 shows the basic integration of the elements in UNITY3D.

Figure A.3: UNITY3D assembling 3D environment.
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B.1 Cross-Platform Game Engine (UNITY3D) Integration with AR.

The information presented in this Appendix covers the integration with UNITY3D &
Vuforia libraries. However, the entire setup is followed by five steps and some of them are
shown in the developer web page of Qualcomm Inc. others are implemented implemented

only in this thesis work.

Step 1: Installation.

The initial step is download the package for your development platform, in the case of
AVITA import the compatible files to UNITY3D. Then, after the download, open a new
project in UNITY3D importing the files vuforia-android package available in the main

page of Vuforia [Qual2].

Step 2: Compile a simple project.

After installing the development package
and imported the files into UNITY3D.

Then, create a project avoiding spaces
in the project name. Next, add a data sheet
to the project.

. Creating a target on the Target Manage-
ment System (TMS).

. Using existing targets from other projects.

After the package with the textures is
assigned. Then, the Targets are created in-
side the UNITY3D engine.

Also, It is needed copy a replace the
files as is shown in Figure B.1.

Until now, the Vuforia AR extension for
UNITY3D is imported and ready to create
a new project in AR.

Figure B.1: Importing textures to the existent
project.
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Step 3: Create an AR camera inside the
project.

Expand the Qualcomm Augmented Real-
ity (AR) folder, and then expand the Pre-
fabs folder.

Delete the Main Camera. Then, drag an
instance of the ARCamera prefab into the
scene. In the end, The ARCamera is re-
sponsible for rendering the camera image
in the background and can manipulate the
scene with 3D objects reacting to the track-
ing data.

With the ARCamera in place and the
target assets available in the StreamAsset-
s/QCAR folder, is possible the deployment
of the application. The Figure B.2 shows
the final configuration of the camera inside
UNITY3D.

Step 4: Trackable Image.

After the set up of the camera is ready,
is needed the insertion of the image target
prefab into the scene in UNITY3D and is
decried in the following list:

Select the Image Target object in the scene.
In particular, the with the guide given in
Chapter 3 in the Figure 3.12.

Select the inspector view and check the op-
tion of the Trackable behavior attached in
the project, with a property named Image
Target (this property contains a drop-down
list of the entire available Image target).

Then, select the Data Set and Image Target
from the StreamingAssets/QCAR folder.

In this phase it is possible the integra-
tion of your own pattern as is shown in Fig-
ure B.3. In addition, the main page of the
of Vuforia ARlibraries [Qual2] explains in
detail the creation a better trackable im-
ages, also included in Chapter 3.

Figure B.3: Image Target Selection.
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Step 5: Testing & Animation Mode.

Finally, after the installation of the devel-
opment AR package, the 3D environment
is imported into UNITY3D engine and the
trackable image also is in position accord-
ing to the 3D environment and the AR-
Camera. Thus, is possible make some test
based on the results in the animation mode
provided by UNITY3D.

The animation mode is a preview of the
application used for testing purposes and
fast debugging. The animation mode help
to see if any of the steps mentioned before (a) 3D object & Trackable Image in
was missing or if the interaction with the Animation Mode.
animation is incorrect. The correct way to
use this functionality is to check malfunc-
tion in the code or in any of the stages of
development.

Figure B.4(a) shows how the 3D object
(robot and text) and the pattern image are
integrated in UNITY3D. This version was
proving the concept of AR with extension
in UNITY3D at the same time integrating
elements for industrial environments.

Then, the animation mode is able to sim-
ulate the user’s actions working along the
entire application. For example, the GUI (b) UNITY3D Scene Mode.
created in this mode can be tested, in order
to see the responses with the user’s actions
and the response in the scene.

Figure B.4(b) shows the example in scene
mode, that can be modified in the graphical
interface to change the object properties.
On the other hand, Figure B.4(c) shows the
example in animation mode for debugging
purposes.

(c) UNITY3D Animation Mode.

Figure B.4: Initial Implementation test. (a) 3D
object & Trackable Image. (b) UNITY3D Scene
Mode. (¢) UNITY3D Animation Mode.
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C. APPENDIX

C.1  Robot Kinematics, User interface & Animation Interaction

The interaction with the user was one of the main objectives of the entire implementation
of AVITA, The user have different options that can take in order to see more information
related with the use case as was mentioned along this thesis work. Moreover, one of the
initial test for AVITA was the integration the kinematics of the robot. Then, the interaction
with the user was added using a general GUI finally solving some problem with the scene
flow inside the UNITY3D the generation of a sequence of animation based on the actions
sent by the used was made, in order to improve the interaction with the user and the
application.

Robot Kinematics and Code Generation

To generate the rotation of each piece of the Robot some functions are called, in order to
start the script with the functions when the application is in Animation mode or installed
in the device. Moreover, The scripts also contains another function that is called when
the animation change (by frame). The function update that it is executed as a buckle
considering the animation frames. In other words, the instructions inside the function are
executed each frame. In particular, Figure C.1 describes the instruction transform.rotate
(function Rotate (xAngle : float, yAngle : float, zAngle : float, relativeTo : Space =
Space.Self) : void) [Tec12] applying a rotation of eulier Angles.z degrees around the z
axis, following the order around the z, x and y axis, containing elements that create the
effect of rotation of the object.

__‘, AnimaPartl.js ¥ |

& AnimaPartl » @ Start()

1/-| function Start () {

4-]| function Update () {

6 transform.Rotate (0, 15*Time.deltaTime, 0, Space.S5elf):;

Figure C.1: Function to Transform and Rotate in UNITY3D.

Finally, to see a complete example of the robot’s kinematics applying the function
defining in UNITY3D. The Figure C.2(a) shows the Robot initial position before the
function update starts calling the methods implemented above. Figure C.2(b) shows the
Robot after the frame change the position of the robot. In fact, this code is triggered after
the user select one of the option in the interface.
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(a) UNITY3D Animation Mode Initial (b) UNITY3D Animation Mode Trans-
Position. form Function.

Figure C.2: Images Taken from the initial test of the implementation of the kinematics of robot. (a)
UNITY3D Animation Mode Initial Position. (b) UNITY3D Animation Mode using the functions
to Transform and Rotate elements.

As a result, the rotation and translation are created for each scene. Then a relationship
between the scripts and the object can be made in a graphical option in UNITY3D. In
addition the following list define the main functions of the methods called in UNITY3D.

e Update: this function is called before rendering a frame. This is where most game
behavior code goes, except physics code [Tec12].

e FixedUpdate: this function is called once every physics time step. This is the place
to do physics-based game behavior [Tec12].

e Code outside any function: code outside any functions is run when the object is
loaded. This can be used to initialize the state of the script [Tec12].

The following list describes with more details the creation of methods and functions
inside UNITY3D. For the example, in the implementation of the robot’s kinematics,
JavaScript was used to create the animation of the components. On another hand, to create
the general GUI and the animations for the interaction of the user and the application, C#
was integrated. Another capability of UNITY3D is that is multilanguage platform.

1. Create a connection with the Game Object and the script: The script should be
saved it as .js format. Then, drag and drop the script inside the object, after that the
script created can be used for that scene applied to that specific object. Figure C.3
shoes the relationship between the Game Object created in unity and the scripts.
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Figure C.3: Relationship between Game Objects & Scripts.

2. Open the document inside UNITY3D : the scripts are saved inside the UNITY3D
engine, the the scripts can be modified inside the same project. In other words,
UNITY3D works as a Integrated Development Environment (IDE) (MonoDevelop-
UNITY), making possible the modification of the script in the same environment.

3. Script Structure

e Declaration:The structure inside a script inside UNITY3D is similar to one in
JavaScript. Starting from the variables declaration and ending from the Main
function. The Figure C.4 shows the declaration of object and variables.

FfPpragma STIlcCr
import System;

var objarml: GameObject:;
var objarmscript: arml;
var objarm2: GameObject;
var objarm2script: arm2;
var objarm3: GameCbject;
var objbase: GameObject;

var state= new boolean[6]:
var statetrig= new boolean[6]

var x0:float;
var y0:float;
var xl:float;
var yl:float:
var speed:float=0.2;

var a:float;

var baux:float;
var b:float;

var sliderl: float

L

var slider2: float
var sliderx: float
var slidery: float
var c:float;

o
P

oo oo
3 O O

[&

var currentAbsTime:DateTime;
var counterTime:TimeSpan;
var zerolime:DateTime;

var j:int=0;

var counterTimeSec:float;

Figure C.4: Import & declaration instructions.
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o Start: Figure C.5 shows the generation of the Start method in UNITY3D.

function Start () {

//find other robot Gam=0Objects
objarml=GameObject.Find ("zck_azrml"™);
objarmscript=obijarml.GetComponent (arml) ;
objarm2=GameObject.Find ("rob arm2"):
objarmZscript=objarm2.GecComponent (arm2) ;
objarm3=GamEDhject.Findt"rDb_aImB"}:
objbase=GameCbject.Find ("zok _base"):;
state[0]=true;

Figure C.5: Main Function in UNITY3D.

e Update: Figure C.6 shows the method called each frame checking the actual
position of the robot, based on that the method used move the components
creating the robot’s kinematics

currentAbsTime=System.Datelime.Now;
counterTime= currentAbsTime - zZeroTime;
counterTimeSec=counterTime.TotalSeconds;
if ((Machf.Abs (sliderx = x1)>= 0.01) || (Machf.Abs (slidery =yl)>= 0.01))({
sliderx=x0 + speed*councterTimeSec+* (x1=-x0);
slidery=y0 + speed*counterTimeSec* (yl=-yO0):
}
slider2= (Mathf.Acos((Mathf.Pow(=liderx, 2.0) + Mathf,.Pow(slidery, 2.0) - Mathf.Pow(0.348, 2.0)
a=(Mathf.Atan2 (slidery, sliderx))* Mathf.Rad2Deg:;
baux= (0.25*Machf.S5in(slider2* Mathf.Deg2Rad))/(0.348 + 0.25*Macthf.Cos(slider2* Machf.Deg2Rad));
b= (Mathf.Atan(baux)) * Machf.Rad2Deg:
sliderl= a-b;

objarml.transform.localEulerAngles.y= — sliderl;
ocbjarm?.transform.localEulerAngles.y= - (slider2 + sliderl):
objarml.cransform.localEulerAngles.x= 0;
objarm?.cransform.localEulerAngles.x= 0;
cbjarml.transform.localEuleringles.z= 0;
objarm?.ctransform.localEulerAngles.z= 0;

Figure C.6: Update Function UNITY3D.
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D. APPENDIX

D.1 Deployment in Mobile Devices & Smart Devices

The last sequential step is the deployment of an application, after testing and debugging
the application created in UNITY3D using the Animation mode some general steps are
needed in order to deploy and compile the application. In general, if the appendices
described in this document A, B, C, D are followed step by step also the animation looks
like the previous Figures. Then, it is possible compile the AR application in a mobile
device or wearable devices. The Figure D.1 shows different Build options in UNITY3D.
The first step is the selection of Android. Then, select the option Player settings.

Platform
‘? + Web Player

. e
;= PC and Mac Standalone =4

Flash Player (Preview)

Figure D.1: Build Options in UNITY3D.

Now, before build and run the application it is needed the selection of Player-Setting
and change some of the mandatory values. The list shows the general information that is
required to compile the application in the device.

¢ Identification.
— Bundle Identifier: generate the name of the library for the android application.
e Bundle Version: the version of the application.

— Configuration.

— Graphic level: by default using OpenGL ES 2.0 but this can be changed it.
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Then, the other options such as: Resolution & Presentation, Icon Splash Image and
Publishing Settings can be stay empty and get default values.Thus, Figure D.2 shows the
general information of the Player setting.

Figure D.2: Player Settings in UNITY3D.

Finally, connect the device to the PC and wait until the device is installed and ready
to be used. Now, the project is ready to be compiled and deployed. As is mentioned in
previous steps the option of Build & Setting is selected, instead of Player setting. Figure
D.3 shows the last action to create and AR application integration Vuforia libraries and
UNITY3D

Figure D.3: Build & Run Configuration in UNITY3D.
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E.1 Sequential Diagrams (User-Application Interface Interactions)

sd [Use Case] Capture [ARcapture]

User ARengine Camera

| StartApp() > |
| |
| |

opt/ | [Camera==true] |
: TurnOn() \l
| e CameraON() |
: CaptureVideo() Hl
|
!

| opty) [1sCapturing]
|Ref )
Registration

Figure E.1: AR Capture Sequential Diagram



E. Appendix

sd [Use Case] Registration [ ARregistration] |

User ARengine ARTrackingEngin

e

|

' |

| opt, [Mark%r==true] :
| PatternDetection() ~

o PattemPositiob(] |

|

|

i

[IsTiaddng]

|

|

:
ﬂ?A'Z

Augmentation

|
|
|
ef )
:
|
|
|
|
|
|
|
|
|
|
|

Figure E.2: AR Registration Sequential Diagram

sd [Use Case] Augmentation [sequencediagram_0] J

User ARengine Augmentation
| | |
| | |

opt/ | [IsTracking] |
l l Find3Delements() \!
| | Reo t(ﬂ
| < _ _ __ __ Replaesment
| S
| | EnviromentsCreation()
|
| |

| opty) [IsAugmented]
|Ref) '
Intérfam

|
-
| |
|

|

|

|

|

|

|

|

|

|

|

|

|

Figure E.3: AR Augmentation Sequential Diagram
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| sd [Use Case] Animation [Component]

User ARengine ‘Animation
I —
opt i [Component] i
optJ| [ComponetFINALPos==True] |
Di InitialEleme
\ | Display? nt() -l
\ L _AdvateNexTadtion)) |
\ i |
ComponentFinalPos() |
\ >
| e nimated=true) |
\ N |
\ |
| |
Lopt] | [ComponetINITPos==TRUE] I
\ MaveAlll ITPos() !
} S _ _AnimationAlONQ) I
-
} GOComponentFinalPos() >I
| K—— — ,C‘EP‘EMP‘EEEQ|
J |
. .
opt ; [Ishext==true] i
| |
opt, [LastComp==true] |
| Display penent() >
\ b Acimnexredratedp |
| |
: !
opt [IsAnimated==true] I
I |
gf!f) !
Interface |
|
|
I
|

Figure E.4: Animation Sequential Diagram

s Mse Casel Animation [Historian1

User ARengine Animation
A S E—

opt [Hii;mrian] i
opt ) [RobotNITPos==True] |
| Actvel 0 |
L AmmationKinematicsON() |
! SetRobotPosition() _!
f |

e Animated=Try
] ]
opt [RobotINITRos==False] |
| MoveAllElementsinitialPosition() =|
I ) |

- AnimationAION()
Ke——————~ "~ 1
|GoRobotFinalFos) ]
k RoboﬂnrtPos=true[L:
| |
opt J [IsAnimated==true] i
NEXT sDisable() N
[ -
ket |
Intqrface

| [
|

Figure E.5: Historian Action Sequential Diagram

111



E. Appendix

sd [Use Case] Animation [KPI]

User ARengine Animation
— i
optJ i [xP1] i
optJ| [KPIFINALPos==True] |
| DisplayTnitialElement() P‘
| e Acvatensracion() |
| i \
| Comp 1alPos() »
| L Animated=true() ‘
I ST T T T T T
| \
| |
opt) | [KPINITPos==TRUE] |
| MoveAllElementsINITPos() !
: e nmotonaiong
: GOKPFinalPos() h}
- KFIFINALFos=Truel
| K — — — — e 0
| |
opt i linteraction Operand nteractionOperand 0 in Analyss: :Animation: :KP1. interactionOperat
| \
| |
opt [Nextkpl==true] |
| Display p ) |
»
| ¢ — _ _ _ AdionNEXTadtivated()
| - |
- 1
opt ! [isAnimated——true] ‘
|
Eef) ‘
Interface ‘
i I
| \

Figure E.6: KPI Action Sequential Diagram

sd [Use Case] Animation [Video]

User ARengine Animation

S — S —

| T

[ont) (Video) |

opt [VideoFINALPos==True] |

| DisplaynitialElement() ’|

b A ActvateNEXTaction() |

| |

| VideoFinalFos() |

T Ll

A rimated=true() |

< |

| |

} }

opt) [VideoINIT Pos==TRUE] [

|

| Enhrm Operand mteractionOperand _0 in Analyss::Anima
-~ matiol
T |
I GOVidaaFinalPos() b:
e —— —— EE‘E"LLPE=E'ED_|
| |
|
| ont) [Istni j==true]
Ref |
Interface

Figure E.7: Video Action Sequential Diagram
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sd [Use Case] Animation [FDF]
User ARengine Animation
T J T
o) PDF] |
[ opt/| [PDFFINALPos==True] |
| DisplaylnitialElement() >l
| Co . AdveteNsTaction() |
| |
PDFFinalPos() |
| L]
| Animated=true() |
| < |
| |
| |
opt) | [PDEINITFos==TRUE] |
| MoveAllElementsINITPos() »l
| P S
: GOKPTFinalPos() %:
PDFFINALPos=Tru
| K—— —— — = "
| |
L |
opt /! [shext==trua] [
omf‘ [LastPDF==true] T
| Di alPDFComponent() > I
| o hcsowNeXTactnated( |
| |
| |
j |
opt,J [isAnimated—true] !
el !
I [
| |
| I |
[ | [

Figure E.8: PDF Action Sequential Diagram
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