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Haptic feedback is known to be important in manual interfaces. However, gaze-based 
interactive systems usually do not involve haptic feedback. In this thesis, I investigated 
whether an eye typing system, which uses an eye tracker as an input device, can benefit 
from tactile feedback as indication of dwell time progression. The dwell time is an 
effective selection method in eye typing systems. It means that the user keep her/his 
gaze on a certain element for predetermined amount of time to active it. The tactile 
feedback was given by a vibrotactile actuator to the participant’s finger that rested on 
top of the actuator. 

This thesis reports a comparison of three different tactile feedbacks: “Ascending” 
feedback, “Warning” feedback and “No dwell” feedback (i.e. no feedback given for 
dwell), for the dwell time progression during eye typing process. The feedbacks were 
compared in a within-participants experiment where each participant used the eye 
typing system with all feedbacks in a counterbalanced order. Two sessions were 
conducted to observe learning effects. 

The comparison methods consisted of quantitative and qualitative measures. The 
quantitative data included text entry speed in words per minute (WPM), error rate, 
keystrokes per character (KSPC), read text events (RTE) and re-focus events (RFE). 
RTE referred to the events when the participant moved the gaze to the text input field 
and RFE took place because the participant moved her/his gaze away from the key too 
early, thus requiring a re-focus on the same key. The qualitative data were collected 
from the participants’ answers to questionnaires.  

The quantitative results reflected a learning effect between the two sessions in all 
the three conditions. KSPC indicated a statistically significant difference between the 
feedback conditions. “No dwell” feedback was related to lower KSPC than 
“Ascending” feedback, indicating that “Ascending” feedback led to more extra effort by 
the participants. The result of qualitative data did not indicate any statistically 
significant difference among the feedbacks and between the sessions. However, more 
research with different types of haptic actuators is required to validate the results. 
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1. Introduction 
Gaze based interactive systems utilize users’ eye gaze (and movement) to control 
technology. The basis of eye typing is that “despite eyes being primarily a perceptual 
organ, gaze can be considered as a natural means of pointing” (Majaranta & Räihä, 
2007). Previous studies have shown that some people can benefit from gaze based 
interactive systems greatly, such as people with ALS syndrome (Calvo et al., 2008). 
ALS patients are the primary target user group of gaze based interactive systems. 
According to Wikipedia (Wikipedia, Amyotrophic lateral sclerosis), Amyotrophic 
lateral sclerosis (ALS) is a debilitating disease with varied etiology featured by rapidly 
progressing weakness, muscle atrophy and fasciculation, muscle spasticity, difficulty in 
speaking (dysarthria), difficulty in swallowing (dysphagia), and difficulty in breathing 
(dyspnea). ALS is the most common of the five motor neuron diseases..  

Eye typing systems can improve the life quality of people with motor disabilities 
like ALS (MacDonald, 1998). They can allow the users to participate in the social 
activity to a fuller degree and also to have more access to social resources. In the past 
30 years, several eye typing systems have been developed for people with special needs, 
as the review by Majaranta and Räihä (2007) showed. 

The implementations of gaze based interactive systems have also developed very 
quickly. Gaze based interactive systems are not limited to eye typing systems. Some of 
the systems make use of users’ gaze commands to interact with graphical user 
interfaces. For example, Istance, Spinner and Howarth (1996) discussed a way of using 
gaze commands to interact with standard Graphical User Interface (GUI). Eye Draw by 
Hornof et al. (2004) is a gaze based interactive system for drawing. This system utilizes 
users’ eye pointing as a way to draw pictures on the screen. Gaze control can even be 
used in online virtual worlds (Bates, Istance & Vickers, 2008). These systems 
encourage us to do research on gaze based interactive systems, since they could be 
implemented for various functions and improve the life quality of people with motor 
disabilities. The focus of this thesis is eye typing. Research on eye typing systems can 
be a gate to research on other gaze based interactive systems. Target activation is used 
in many kinds of gaze based interactive systems. In eye typing systems it is used all the 
time. Therefore, eye typing makes a good platform for studying issues related to target 
activation. The findings can then be applied in other kinds of gaze based interactive 
systems. 

Most gaze based interactive systems are based on the eye tracking technology. 
However, the basic problem is that the location of the gaze does not exactly reflect the 
user’s intention to interact. The problem is called the Midas touch problem: 
“Everywhere you look, another command is activated; you cannot look anywhere 
without issuing a command” (Jacob, 1991). One important method for reducing the 
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Midas touch problem is using dwell time for selection. It means that if the user stares at 
a target area for predetermined amount of time (e.g. 1000 ms), the command of that 
area will be activated. That predetermined amount of time is called the dwell time. 

This study aimed at exploring a previously unknown area of dwell time feedback, 
which employed tactile feedback as an indication of dwell time progression during eye 
typing. The goal was to find out whether tactile feedback for dwell time progression can 
help in making eye tracker controlled user interfaces better fit human capabilities. 

Feedback is an indispensable part of human-human communication. Similarly, 
feedback is also essential in any interactive human-technology systems because the 
reaction from the technology can “tell” the users that the system is tracking the users’ 
actions and receiving the users’ commands. Feedbacks can also indicate what is going 
on within the system. For users with no previous experience of eye typing or dwell time, 
it is helpful to have feedback for dwell time progression (Majaranta & Räihä, 2007). 
Adding this kind of feedback can give the users information on focusing. They can 
move their eyes away from the key before the dwell time has expired if it is not their 
target. Most of the feedbacks used previously were visual and auditory. As the 
multimodal interaction has developed, other modalities should be taken into account. In 
this study, tactile feedback was applied.  

A practical reason for using tactile feedback in eye typing systems is that there are 
problems with visual and auditory feedbacks in eye typing in the real life context. One 
of the shortcomings is the privacy problem when the user is using the on-screen 
keyboard of an eye typing system to enter secrets. For example, when the user is typing 
the password of her/his bank account on an ATM machine using eye typing (De Luca et 
al., 2007), giving visual feedback for dwell time progression or confirmation for 
selection will disclose the password to anyone who can see the screen at the same time. 
A similar problem exists in speech feedback. Another problem for auditory feedbacks, 
which include speech and non-speech feedback, is that auditory feedback will create 
noise. When the system is deployed in a quiet public environment, the sound will 
disturb people nearby. If the user is using the eye typing system in a noisy environment, 
the auditory feedback from the system will be interfered by other sounds. Tactile 
feedback, on the other hand, has none of these problems. It is a quiet and secure 
feedback which will not be felt by others besides the user of the feedback device.  

In addition to discrete tactile feedback, continuous tactile feedback for dwell time 
progression was also studied. To my knowledge, there is no prior research on 
continuous tactile feedback for dwell time progression. The only continuous feedback 
for dwell time progression is visual feedback (such as Hansen et al., 2008), such as the 
system by Majaranta et al. (2009) provided animated circle drawing around the 
character to indicate dwell time progression.  
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The aim of this thesis was to study how tactile feedback affected the effectiveness, 
efficiency and user satisfaction in the eye typing process. My supervisor had already 
done research on the comparison of tactile, auditory and visual feedbacks for key 
selection in eye typing. Thus, the experiment here studied if tactile feedback can be 
useful for indicating the dwell time progression, and what kind of tactile feedback for 
dwell time progression is better for the users. In this study, the data were collected in an 
experiment which used three kinds of feedbacks. They were “Ascending” feedback, 
“Warning” feedback and “No dwell” feedback (i.e. no feedback given for dwell). The 
results included both quantitative data and qualitative data. 

In Chapter 2, the feedbacks used by current eye typing systems will be summarized. 
Then, parameters used for measuring eye typing software, tactile stimulation and 
psychological research on human sensation and perception will be introduced. In 
Chapter 3, the feedback design process will be described in detail. The research 
methods will be explained thoroughly in Chapter 4 and then the experiment results will 
be reported in Chapter 5. After that, the results from the experiment and the 
participants’ experiences will be discussed in Chapter 6. The conclusions and future 
work will be discussed in the last chapter.  

2. Background 

2.1. Feedback in eye typing systems 
When using the eye gaze as a text entry method, the eye tracking system measures 
where the user looks at. Once the desired item is under focus, the user needs to confirm 
the selection. There are several methods for doing that.  For example, the user can give 
a face gesture or eye gesture, such as frown or blink, as a confirmation. Sometimes the 
user can also stare at a certain element for predetermined amount of time (“dwell time”) 
to confirm selection.  

The system may provide feedback for both user’s actions and system actions. For 
example, in Eye word processor (EWP) (Yamada & Fukuda, 1987), the system will 
highlight the column of letters by a frame around it. This is just the feedback for the 
system’s action, which is column scanning in predefined rate. The system will list the 
letters of selected column horizontally, which is feedback for the user’s selection. The 
feedback discussed here refers to the systems’ feedback for users’ actions. During the 
eye typing, the system may provide a number of different feedbacks (Majaranta, 2009): 
firstly, the feedback of “focusing”, which is given when the user’s eyes pointing at a 
key of the soft keyboard; secondly, the feedback of “progression”, which is specially 
used in systems using dwell time for selection. The feedback in eye typing systems is 
important because when typing with eye gaze, the user cannot directly “touch” the 
target object physically, they need extra real-time information indicating the interaction 
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between their action and the reaction from the system. As developers had noticed the 
importance of feedback in eye typing systems at very early stage, very few eye typing 
systems in the history did not give immediate feedback for users’ actions.. Most of the 
eye typing systems provide visual feedback for focusing, progression and activation. 
Auditory feedback for activation is also often given. 

2.1.1. Eye typing systems with visual feedbacks 
Most of the eye typing systems give visual feedback for users’ actions. The reason is 
that visual feedback is the most intuitive feedback which uses the same modality as the 
control channel (visual channel). In the description in this section, the names of the 
feedback which first appear in the text are in italics. Only a part of features of the 
feedback in each system are highlighted but it does not necessarily mean that is the only 
feedback given by the system. 

The first version of ERICA (Hutchinson et al., 1989) which was delivered in 1988 
is one of the earliest eye typing systems. This system adopted a tree-structured 
keyboard. The main keyboard had only 6 items. When the user’s eyes fixated at one of 
the items, a sub keyboard with individual letters automatically appeared. The 
arrangement of the letters was according to the frequency in English, leading to 
increased typing speed (Frey, White & Hutchinson, 1990). The pop up of the sub 
keyboard was the visual feedback for user’s focus. 

When using the Eye word processor (EWP) (Yamada & Fukuda, 1987), a frame 
moves over columns at a pre-determined rate. When the frame is around the desired 
column, the user can select it by staring at the “input” key for more than 200 ms. Then 
only the characters in that column appear horizontally on the screen and a smaller frame 
moves over one by one in a pre-determined rate. The user can select the desired 
character by staring at the key of “input” longer than predetermined amount of time 
when the frame is around that desired character. This system uses special area for 
selection and gives feedback by listing only the characters of the selected column 
horizontally when that column is selected (Figure 1). 
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Figure 1. A small frame moves over columns and letters at a pre-determined rate in 

EWP (Yamada & Fukuda, 1987) 

Besides using dwell time as selection, one method for reducing Midas touch 
problem proposed by Huckauf et al. (2005) is using “anti-saccades for selection”. When 
the user looks at one object, a copy of it appears at one side of that object. The user 
should look towards the side opposed to that copy to trigger the selection action. The 
results of the study (Huckauf, 2005) showed that anti-saccades generated more errors 
than the way of using dwell time but it was much faster. It was “easy to learn, fast to 
fulfill, and can become an alternative selection mechanism for gaze controlled systems” 
(Huckauf, 2005). When using anti-saccades for selection, the copy of the object is the 
visual feedback.  

Another method to avoid Midas touch problem is moving the eye point to “write” 
instead of using eyes directly pointing at the desired object. For example, EyeWrite 
(Wobbrock et al., 2007; Wobbrock et al., 2008) is a system which interprets the gaze 
movement into letters. After evolution of the design, the third design of the system 
draws stylized arcs between the corners and the corners are “simply hit-tested for the 
presence of gaze--when the gaze point enters a new corner, an arc is drawn there” 
(Wobbrock et al., 2008). The user can also give the command of segmentation by 
returning eye point to the center of the input area. Other kinds of pauses do not trigger 
the command of segmentation. For example, the user can “pause to think” by leaving 
her/his gaze on the current corner. During the process, the system gives feedback of eye 
pointing by drawing the arcs between the corners (Figure 2). The eye movement 
between the corners will be interpreted into letters according to the letter chart (Figure 
3).  
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Figure 2. EyeWrite using eye gestures for entering text (Wobbrock et al., 2007) 

 

Figure 3. EyeWrite’s letter chart (Wobbrock et al., 2008) 

Eye-S (Porta & Turina, 2008) is another similar system which uses eye point 
movement for “writing”. The interface provides 9 points for the user’s selection. The 
user can select different points and in different sequences to “write” different letters 
(Figure 4). The sequences of pointing to the spots are indicated with different colors, 
such as green in the first spot, yellow in the second spot and orange in the third one. 
Those color differences are the visual feedback of user’s eye gestures. 
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Figure 4. Example of feedback provided by Eye-S during the composition of letter ‘p’ 

(Porta & Turina, 2008) 

Some eye typing systems use eye blink and frown as a method for activation. The 
tools of BLINKLINK and Eyebrow Clicker are introduced in a paper by Grauman et al. 
(2003). BLINKLINK detects the user’s voluntary blink and triggers the action of 
“click” in the system. As the name indicated, Eyebrow Clicker detects when the user 
raises her/his eyebrow and triggers the action of selection. Eye typing integrated with 
face gestures can be adopted by people with motor disabilities if facial muscles are still 
able to give gesture signals. Most common way to measure muscle activity is 
electromyography. The blinks and winks can also be detected from video signals 
(Majaranta & Räihä, 2007). In these systems, when the user is looking at some points of 
the “keyboards”, the targeted keys are highlighted. Highlighting is the visual feedback 
of pointing. 

Dasher (Ward, Blackwell & MacKay, 2000; Ward & MacKay, 2002; MacKay, 
2006) is an eye writing system with continuous selection movements. Instead of a 
stable keyboard (such as QWERTY), it uses a dynamic keyboard/key list which is ready 
for selection by gaze. The speed of entering for expert can be up to 35 words per minute. 
This is a little slower than typing on physical keyboard. However, it is quite fast among 
eye typing systems and head typing systems (Hansen et al., 2004). It is “about twice as 
fast as and five times more accurate than any of the previous gaze writing systems” 
(Ward & MacKay, 2002). When the user is entering a text, the following letters for 
selection will move continuously towards the middle of the window. It is a kind of 
zooming process where the user continuously points at the moving letters by the eyes 
(Figure 5). It shows continuous animated feedback of the pointing process and selected 
letters. 
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Figure 5. Screenshot of Dasher when the user begins writing hello (Ward & MacKay, 

2002) 

Stargazer (Hansen et al., 2008) is another eye typing system that provides zooming 
and animated feedback. In Stargazer, the characters are arranged as a circle on the 
screen. The user looks at one character and the system zooms in that character. After 
the zooming process finished, the letter is selected (Figure 6). Stargazer highlights the 
character which is pointed by the user’s eye point. In addition, it also shows a small 
icon indicating the zooming process. 

 

 
Figure 6. Stargazer (Hansen et al., 2008) 
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The broader utilization of eye tracking in different applications requires higher 
resolution of detection of eye point movement. The resolution of tracking gaze can be a 
challenge in terms of capturing small eye movements (Majaranta & Räihä, 2007). 
However, high precision is not necessary for eye tracking when using on screen eye 
typing due to “natural language redundancy” (Hansen et al., 2002). For example, the 
first version of Gazetalk (Hansen et al., 2001) utilizes a 4*3 button grid, and the letters 
are distributed in the system in tree structure (similar with the ERICA system described 
above). The system of Gazetalk uses dwell time to trigger the action of selection. There 
will be a status bar (Figure 7) showing how much time remains before triggering the 
action of selection (Hansen et al., 2003). This is a kind of visual feedback for the dwell 
time progression.  

 

 
Figure 7. Status bar of the highlighted key in Gazetalk (Hansen et al., 2003) 

pEYE (Huckauf & Urbina, 2007) is “based on marking or pie menus which have 
already been shown to be powerful tools in mouse control”. When using pEYE to enter 
text, the user first moves her/his eye point on the desired button on the screen, then that 
button will be highlighted and a sub-menu with sub-characters will pop out, the user 
can choose the desired character from the end level sub-menu.  

I4Control (Fejtová, Fejt & Lhotská, 2004; I4CONTROL, 2008) is one of the 
applications which can be used as a substitution of mouse and keyboard. It measures the 
directions and movements of the user’s eyes. The user can look up, down, right and left 
to move the cursor on the interface, and stop by moving the gaze to the central position 
or blinking. Blinking also triggers the action of selection. When using virtual screen 
keyboards, the users can move their eyes to manipulate the cursor to the desired key. 
Then the users can select the characters or commands by blinking. In this system, the 
users move eyes and give eye gestures to control the interaction, and the system gives 
reactions as moving the cursor in four directions and “clicks” the desired items. It does 
not use dwell time for selection, thus it does not require feedback for dwell time 
progression. However, since there is a special feature in this system: the cursor is 
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controlled by the eye points similarly with the cursor controlled by joysticks, the 
movement of cursor is a kind of visual feedback for the eye point movement. 

Another eye typing system which does not use dwell time is StarWrite  (Huckauf & 
Urbina, 2007). This system is divided into two parts. The upper part is the non-
traditional “keyboard” with all the letters arranged into a half circle. The lower part is 
text entry space. When the user is typing with her/his eyes, the gaze drags the desired 
letter towards the text entry space, then that letter will appear in the target text. The 
feedback of this system is also the highlighting of the desired letters and the animation 
of moving the selected characters into the lower part of the screen.  

Quikwriting (Perlin, 1998), which originally is a stylus-based text entry system, can 
be modified into an eye typing system (Bee & Andre, 2008). In this adjusted system, 
the letters are distributed in the central circle area and divided into several sectors. 
When the user’s eye point moves to one sector, the letters in that sector will be enlarged 
separately around the central circle. Then the user moves her/his gaze to the desired 
letter and back to the central circle. The moving from the central circle to the letter and 
back to the central circle is the action of letter selection. In this system, the movements 
of eye points are indicated with the animation of the enlargement, this is the visual 
feedback of gaze and selection. 

2.1.2. Eye typing systems with visual and auditory feedbacks 
Audio in eye typing systems is often used as a complementary feedback to the visual 
feedback. There are mainly two kinds of auditory feedbacks, speech and non-speech. 
Speech feedback is reading out the selected character. Non-speech sound gives e.g. a 
short “click” to indicate the confirmation of the selection. 

Actually, there is one system that used auditory feedback twenty years ago. That is 
the LC Eyegaze Communication System (Chapman, 1991). In this system, when the 
user looks at certain square for predetermined amount of time, the system will give the 
feedback such as changing the color of that square and the sound of “click” at the 
moment of selection. This is a kind of non-speech auditory feedback for confirmation.  

Majaranta, et al. (2003) conducted a study by comparing several feedbacks of eye 
typing system, which include “visual only”, “speech only”, “click and visual”, “speech 
and visual”. “Visual only” shows an animation of a shrinking letter when focused. The 
color of the letter changes into red and the key is pushed down when selected. “Speech 
only” does not give any feedback when focused and only speaks out the letter when 
selected. “Click and visual” has similar feedback to “visual only”, adding only a sound 
of “click” when the letter is selected. “Speech and visual” has similar feedbacks as 
“visual only” with added speaking out of the letter when it is selected. The auditory 
feedbacks studied included speech and non-speech “click”. The system used in the 
experiment did not give any auditory feedback for dwell progression. The result of the 
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study showed that “auditory feedback (click or spoken) is a more effective indication of 
selection than visual feedback alone”. 

2.1.3. Summary of feedback and discussion 
From the example feedbacks given above, it can be summarized that one of the most 
common feedbacks in current eye typing systems is visual feedback, which includes 
highlighting and some other color and shape changes. In a few eye typing systems and 
in the research field on feedbacks in eye typing systems, auditory feedback could be a 
complementary modality to improve the efficiency of interaction. However, touch is 
also another basic human sense. It is reasonable to consider using tactile feedback in 
eye typing systems. Thus, tactile feedback was studies in eye typing in this thesis. 

2.2. Measurements in research on eye typing systems 

Investigating the measurements which were used in studies on eye typing gives an 
overview of how researchers usually study eye typing. There are quantitative and 
qualitative measurements. The overview of the measurements is summarized in Table 1. 
The names of the measurements are in italics when they appear for the first time in this 
section. 

 

Quantitative Speed Selection time 
Writing speed (WPM) 
Completion time 
Dwell time duration 

Error rate Keystrokes per character (KSPC) 
Minimum string distance 
Intention propagation rate (IPR) 
False operation rate (FOR) 
Pointing accuracy 

Speed & Error rate Measures based on Fitts’ law 
Gaze behavior Read text events (RTE) 

Re-focus events (RFE) 
Inadvertent dwell clicks 
Gaze feedback point 

Qualitative Questionnaire Fatigue before & after use 
Learnability 
Perceived performance 
Usability 
Life scale (SWLS) 
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ALS questionnaire 
Ease of use 
Preferences 
System attractiveness 
N.A.S.A. ‘task load index’ (NASA-TLX) 

Interview 
Table 1. Overview of different measurements 

2.2.1. Quantitative 

The most useful quantitative parameters for investigating the usability of the eye typing 
systems are speed and error rate (Ware & Mikaelian, 1987; Porta & Turina, 2008; 
Huckauf et al., 2005; Majaranta et al., 2006). Speed includes some measurements such 
as selection time (Ware & Mikaelian, 1987), writing speed (in words per minute, WPM) 
(Ward, Blackwell & MacKay, 2000; Porta & Turina, 2008; Huckauf & Urbina, 2008; 
Majaranta, Aula & Räihä, 2004; Majaranta et al., 2006) and task completion time 
(Huckauf et al., 2005). Error rate is also measured from several aspects, such as error 
rate which is defined as minimum string distance (Soukoreff & MacKenzie, 2001), 
keystrokes per character (KSPC) (Huckauf & Urbina, 2008; Majaranta, Aula & Räihä, 
2004; Majaranta et al., 2006), intention propagation rate (IPR), which is the percentage 
of correct output out of total number of input (Hori, Sakano & Saitoh, 2004), false 
operation rate (FOR), which is the percentage of false output out of total number of 
input (Hori, Sakano & Saitoh, 2004). 

Some of the studies related to eye typing systems also studied the gaze behavior of 
the participants. In research on the effects of feedback and dwell time in eye typing, 
Majaranta et al. (2006) evaluated the effects with five parameters, which included two 
measurements for gaze behavior, read text events (RTE) (mean per phrase) and re-focus 
events (RFE). RTE is the number of times the participant read the text entered during 
the eye typing process. It is a special measure for eye typing because frequent reviews 
of the user’s own work will lead to low efficiency and thus poor usability. RFE is the 
number of times the participant re-focused on a key to select it. Higher RFE will also 
lead to low efficiency and poor usability. 

Surakka, Illi and Isokoski (2004) introduced frown as a method of confirmation of 
selection. That study compared the new technology with conventional mouse clicks in 
two aspects, which were pointing task time and error percentage. In the end, results 
were analyzed using the Fitts’ law. Another example is testing the usage of fisheye lens 
in eye pointing process. In this study, the researchers also combined visual search and a 
Fitts’ law task for the participants (Ashmore, Duchowski & Shoemaker, 2005) besides 
the direct result of typing speed and error rate.  
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When measuring how adjustable dwell time can improve the effects of eye typing, 
Majaranta, Ahola and Špakov (2009) not only calculated the speed and error rates but 
also measured the dwell time duration. The possibility to adjust dwell time directly 
affected the typing speed. Shorter dwell time enabled faster typing. 

The experienced and inexperienced users perform differently in the same system. 
Bates (2002) studied if certain problems of gaze based interactive system were resulted 
from the users’ inexperience or not. In this experiment, the researcher got the data about 
pointing accuracy (mm), inadvertent dwell clicks (per object) and gaze feedback point 
(per object). They were all collected to indicate the differences of performance between 
experienced and inexperienced users. 

2.2.2. Qualitative 
Besides the quantitative measurements, some experiments also have employed 
qualitative measures. Qualitative data are basically from questionnaires and interviews 
(Majaranta, Ahola & Špakov, 2009). The questionnaires usually include many variables. 
For example, they can be fatigue level before and after use (Huckauf & Urbina, 2007; 
Majaranta, Ahola & Špakov, 2009), learnability, usability (Miniotas, Spakov & 
Evreinov, 2003), perceived speed, ease of use (Majaranta, Ahola & Špakov, 2009), 
preference, system attractiveness (Huckauf & Urbina, 2007) 

To evaluate the improvements of life quality when using eye tracking systems, the 
researchers mostly used the qualitative parameters to measure the life quality, which 
include satisfaction with life scale (SWLS) and ALS questionnaire (Calvo et al., 2008).  

Bates and Istance (2003) designed a questionnaire to evaluate the participants’ 
satisfaction when comparing the head and eye controlled devices. The questionnaire 
was designed according to “ISO 9241 Part 9 'Non-keyboard Input Device 
Requirements' International Standard (Smith, 1996) and the N.A.S.A. ‘task load index’ 
workload questionnaire (Hart & Staveland, 1988)”. They studied several factors for 
each of three sections: workload, comfort and ease of use. 

Section 4.1 will introduce the measurements which were used in the current study. 

2.3. Tactile stimulation and feedback 

Touch is one of the oldest, most primitive and pervasive human senses. The organ that 
is most associated with touch is the skin and the skin is one of the bodies’ largest and 
most complex organs. It helps us to learn about the world around us as a 
complementary modality for sighted people or the primary modality for some people 
with poor sight (and hearing). For instance, tactile interaction can help them “to 
enhance access to graphical computer user interfaces” and through increasing 
sensitivity “to enhance mobility in controlled environments” (Chouvardas, Miliou & 
Hatalis, 2005). There are two different kinds of touch, which are active touch and 
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passive touch. Active touch focuses on the object properties and passive touch focuses 
on the sensation experienced. Tactile feedback is a kind of passive touch. 

Tactile sensation is the sensation produced primarily by two different receptors in 
the skin, which are free nerve ending and encapsulated nerve ending (Swenson, 2006). 
Tactile sensation has three dimensions, which are tactile acuity, spatial acuity and 
temporal acuity. There are thresholds for tactile sensation, for example, detection 
threshold means the smallest detectable level of stimulus. There are three ways to 
reduce the detection threshold and increase the possibility to be detected. These 
methods include increasing the duration of the tactile stimulation, increasing the area of 
stimulation and increasing the temporal interval between two consecutive stimuli. 
Human sensitivity for mechanical vibration increases above 100 Hz and decreases 
above 320 Hz (250 Hz said to be the optimum) (Rantala & Raisamo, 2011). To reach 
the maximum possibility to be detected, the vibration in frequency of 250 Hz is used in 
this research. 

There are many methods to provide tactile stimulation as a feedback modality. The 
examples include skin deformation, vibration, electric stimulation, skin stretch, friction 
(micro skin-stretch) and temperature. Each method has a specific actuator to produce 
the stimulation. In this research, EAI C-2 tactor (Figure 8) was used to produce 
vibrotactile feedback. Other actuators for tactile stimulation include linear motors, 
solenoids, piezoelectric actuators, pneumatic systems and shape-memory alloys. 

 

 
Figure 8. EAI C-2 tactor 

The applications of tactile feedbacks include graphical user interfaces (Kieninger, 
T., 1996), reading systems, medical applications (Howe & Matsuoka, 1999), 



 15 

entertainment and educational applications (Challis & Edwards, 2001), military 
applications (Brewster & Brown, 2004) and tactile displays embedded in consumer 
electronics and wearable devices (Poupyrev, Maruyama & Rekimoto, 2002; Gemperle, 
Ota & Siewiorek, 2001). All these applications prove that tactile feedback can be an 
effective modality in the procedure of human-technology interaction.  

Some of the above mentioned applications of tactile feedbacks can indicate the 
shape of the objects, some of them can indicate the texture of the objects, some of them 
can indicate the pressure of the objects and some of them can provide thermal 
information. Sometimes, the continuous tactile feedback can also indicate the time 
progression (Richter & Schmidmaier, 2012). As the subject of this thesis was the tactile 
feedback indicating the dwell time progression in eye typing, one continuous tactile 
feedback was used in the laboratory study. 

2.4. Psychological research on human sensation and perception 
In psychology, human sensation and perception are phases of processing human senses, 
such as visual, auditory and tactile senses. Sensation is the first phase in the functioning 
of senses to represent stimuli from the environment, and perception is a higher brain 
function about interpreting events and objects in the environment (Myers, 2004).  

There are many psychological theories about human sensations and perceptions. 
Gestalt psychology is a theory about brain perception which is related to the research of 
multimodal interaction. “The operational principle of Gestalt psychology is that the 
brain is holistic, parallel and analog, with self-organization tendencies.” (Wikipedia, 
Gestalt psychology). Gestalt psychology is often explained in the sentence of “the 
whole is greater than the sum of parts” (Hothersall, 2004). It is different from the theory 
of structuralism, which suggests the whole is the sum of parts. The most applications of 
Gestalt psychology are related to visual perception. However, the principle of Gestalt 
psychology, which means the self-organization tendencies of brain perception, can also 
be applied in other modalities in human perception and multimodal interactions. In 
multimodal interaction, the combination of different perceptions from different 
modalities can perhaps be re-organized in human brain and can provide a greater result 
than the sum of separated perceptions from separated modalities.  

3. Feedback Design 
Before deciding the detailed research method, it is important to decide what kinds of 
feedbacks for dwell time progression will be tested and compared. This chapter will 
describe the process of designing the feedbacks. 

The tactile feedbacks in my experiment were produced by the wave form 
representing sound, and the sound was produced by the amplifier and the EAI C-2 
tactor (Figure 8). Thus, in concrete terms the feedbacks were single-channel audio files. 
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Designing of the tactile feedbacks meant producing a waveform to be played through 
the C-2 tactor. The feedbacks were tested and revised according to the pilot tests and 
comments from pilot participants. The participants of the pilot tests were all from the 
Tampere Unit for Computer-Human Interaction (TAUCHI) so they are experts in 
human-computer interaction. 

3.1. Dwell time duration 
The time cost of dwell time is a significant cause of the slower typing speed in eye 
typing than in the normal keyboard typing. In the research of dwell time duration 
conducted by Majaranta, Aula and Räihä (2004), one of the results showed that the 
dwell time can be as short as 300 ms, which is enough for the skilled users to react and 
adjust the point of gaze. However, the beginners like the participants in this study were 
not experienced users of eye typing systems. They needed longer dwell time. Moreover, 
300 ms is too short for the novice users to react to the presence or absence of tactile 
feedback. Therefore, tactile feedback on dwell time can be useful only to beginners who 
use a longer dwell time in the context of eye typing. This experiment was aimed at 
seeing if tactile feedback can help beginners. 

Majaranta (2009) described the natural features of the eye in her dissertation. The 
duration which human eyes need to fixate an object to perceive it is between 200-600 
ms. Because users may decide not to select that object after they perceived it, the given 
time for the perception and decision making should be above 600 ms, which is enough 
for most of the users. Therefore, dwell time was set above 600 ms in this experiment. 
However, too long dwell time may cause more fatigue. The typically used dwell time 
durations in experiments were between 500-1000 ms (for example, Hansen et al., 2003; 
Istance et al., 1996; Majaranta & Räihä, 2002). Based on the above mentioned previous 
research, the appropriate range for the dwell time duration was 600-1000 ms. The dwell 
time duration of the first two pilot tests was 800 ms, which was the middle number 
between 600 and 1000 ms.  

3.2. Stage one: continuous feedbacks 

In the normal process of eye typing, there are three types of feedbacks. They are for 
focusing, progression and activation. Providing different types of feedbacks at the same 
time may lead to a complicated result analysis, because the user perception for the 
feedback of progression may be affected by other types of feedbacks. For reducing this 
confusion, only the feedback for progression was designed in this stage. Because the 
feedback for the dwell time progression was tested and dwell time progression was a 
continuous procedure, the first idea about tactile feedback was using continuous 
vibrations. They were ascending vibration, constant vibration and descending vibration. 
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Human haptic receptors are more sensitive to some frequencies (depends on the 
actuator) than others. Sometimes the vibrations may not feel different between certain 
frequencies. In the experiment, the amplitude, instead of frequency, was descended and 
ascended. The frequency, waveform, amplitude, amplitude fade and duration of the 
vibrations were all set in the sound file generator internally and the actual outputs 
depended also on the sound card and amplifier settings. The frequency of the vibration 
for all the three feedbacks was 250 Hz and in sine waveform. The amplitudes of 
ascending and descending vibration were from 0 to 1 and 1 to 0 (1 is the maximum 
amplitude). The amplitude of constant vibration was 0.5. The duration of the tactile 
vibration was the same as the dwell time duration. Lylykangas et al. (2009) studied the 
vibrotactile stimulation in regulating participant’s behavior. They used frequency as the 
verification element when ascending and descending the stimulation. The results 
showed that the stimulation with constant frequency was related to the highest accuracy 
but ascending and descending stimulations were more arousing than the constant 
frequency. Therefore, in this experiment, it was assumed that the ascending and 
descending vibrations would be more arousing than the constant vibration. 

In this stage, tactile feedback test program (developed by TAUCHI researcher Jussi 
Rantala) which was based on Pd-extended version 0.43.1 (2013) (Figure 9) was used to 
create sound files. In this program, the waveform, frequency, amplitude, amplitude fade 
and duration were chosen directly from the menu. Three kinds of feedbacks for dwell 
time progression were compared in this stage: 
● Ascending vibration with waveform “sine”, frequency “250 Hz”, amplitude 

“0à1”, and duration 800 ms. 
● Constant vibration with waveform “sine”, frequency “250 Hz”, amplitude 

“0.5”, and duration 800 ms. 
● Descending vibration with waveform “sine”, frequency “250 Hz”, amplitude 

“1à0”, and duration 800 ms. 
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Figure 9. Pd-extended version 0.43.1, 2013 

For the first and second pilot tests, the participants did not think that the feedbacks 
were worth comparing because they all felt similar. Moreover, because they were 
continuous and there was no independent feedback for selection, it seemed that the 
actuator was vibrating all the time and the participants could not differentiate feedback 
for different characters and complained that they were too noisy.  

Furthermore, the participants also received unexpected vibration when their eyes 
moved away from the key. This was a feature in the software that was not suitable for 
tactile feedback. In practice, after the user moved to another key, they still received 
feedback from the previous key. Participants expected the feedback to stop immediately 
after they no longer focused on a key. 

As a summary, the problems were: 
● Continuous vibration might be too noisy. It was not easy to differentiate the 

ascending and descending vibrations when the actuator was vibrating all the 
time. 

● It felt strange that there was no selection feedback, which made it difficult for 
the users to know if the key was selected or not. 

● The participants received unexpected vibration when their eyes had already 
moved away from the key. 

3.3. Stage two: “No dwell” feedback and selection feedback added 
In stage one continuous vibration was not liked by the participants. Therefore, it was 
necessary to investigate whether the tactile feedback for dwell time progression was 
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useful at all. Thus, in the second stage the goal was to compare tactile feedback for 
dwell time progression with tactile feedback for selection only. 

Besides, the participants found that it felt strange to have no selection feedback 
after receiving the dwell time progression. The selection feedback was added in this 
stage. 

In stage one the participants suggested that the vibration should stop immediately 
after the user moved her/his eye point away from the key. Therefore, the researchers in 
TAUCHI modified the software to a new version which can immediately stop vibration 
when the users’ eyes move away from the key. To reduce the continuous vibration 
during the process of scanning on the keyboard, the software was changed so that the 
dwell progression began after the users looked at a key for 100 ms. This short delay 
before the dwell feedback started helped the participants to differentiate continuous 
feedback given for one key from the other. 

Then the new sound files were created for all the feedbacks using Audacity version 
2.0.2 (2013) (Figure 10). The vibration which indicated the confirmation of selection 
lasted about 50ms. As the user may not leave the key until the whole duration of 
selection finished, 50 ms was deducted from the duration of feedback, the feedback for 
dwell time progression in this stage was 750 ms. Since the feedback were given after 
the users looked at a key for 100 ms and there was also 100 ms delay in the sound files, 
the continuous feedback were given in (750 ms-100 ms-100 ms) =550 ms long. 

 

 
Figure 10. Screenshot of Audacity version 2.0.2 (2013) (the upper file is the ascending 
vibration, the middle file is the warning vibration and the bottom one is the selection 

vibration) 
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The amplitudes of the ascending vibration, the descending vibration and the 
constant vibration were fading in from 0 to 0.1, fading out from 0.1 to 0 and constantly 
0.05 respectively. The amplitude of the click, which was a sharp vibration for 
confirmation of the key selection, was fading out from 1 to 0. The reason for selecting 
so much higher amplitude was the importance for the participants to be able to tell the 
difference between it and the end of the ascending vibration. The duration of the click 
was 50 ms. The frequencies of all these vibrations were 250 Hz. 

Three pilot tests were conducted using these four kinds of feedbacks: 
● Ascending vibration for dwell time progression and sharp vibration for 

selection, which was shortened as “Ascending” 
● Descending vibration for dwell time progression and sharp vibration for 

selection, which was shortened as “Descending” 
● Constant vibration for dwell time progression and sharp vibration for selection, 

which was shortened as “Constant” 
● No feedback for dwell time progression and only the sharp vibration for 

selection, which was shortened as “No dwell” 
The comments from these three pilot participants suggested that it was not 

necessary to compare the three kinds of continuous vibration for dwell time progression, 
as they felt the same. Therefore, the decision was to keep just one of them. Some pilots 
also claimed that the ascending vibration was a little more comfortable than the other 
two. Thus, the decision after this stage was to keep the “Ascending” and “No dwell” 
feedbacks.  

3.4. Final stage: “Warning” feedback added 
Another very insightful suggestion from one participant of the pilot tests was to add a 
“Warning” feedback. In it, there was a slight vibration indicating the start of dwell time 
progression. This suggestion was implemented in the final phase. 

The frequency of the “Warning” feedback was also 250 Hz and it lasted for 750 ms 
in total. First there was a 200 ms silence (100 ms delay from system setting and 100 ms 
silence in file), then a 50 ms warning vibration, then there was a 500 ms silence and 
finally the selection feedback was 50 ms, which was the same as in the “Ascending” 
and “No dwell” feedbacks. The amplitude of the first vibration of “Warning” feedback 
was from 0 to 0.1 and back to 0, which had the largest amplitude in the middle of the 
vibration process (Figure 10, middle file).  

As a result, three feedbacks were compared in the study: “Ascending”, “Warning” 
and “No dwell”, which represented the continuous feedback, non-continuous feedback 
and no feedback for dwell time progression respectively. These three conditions made it 
possible to compare different types of feedbacks more thoroughly and to get insight into 
what kind of feedback was best and preferred by the participants. 
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4. Method 

4.1. Measurements 
This study was aiming to evaluate tactile feedback on dwell time progression in eye 
typing. The independent variables included the feedbacks and sessions and the 
dependent variables included the following measurements. 

First, the quantitative measurements that Majaranta et al. (2006) used were adopted: 
1.   Writing speed in words per minute (WPM). Text entry speed is a very 

important indicator of efficiency of text entry. WPM is a measurement of the 
text entry speed. The “word” in “words per minute” is not the ordinary concept 
of an English word, but any combination of five consequent characters, 
including letters, spaces, punctuations, etc (MacKenzie, 2003).  

2.   Error rate can successfully reflect the effectiveness of the system interaction. In 
this experiment, the error rate was calculated by comparing the written text with 
the given text, using the minimum sting distance (MSD) method described by 
Soukoreff and MacKenzie (2001, 2003). The average error rate was figured out 
for each test (sum of per phrase Error rates for one test/the number of the 
phrases the participant entered for that test). 

3.   Keystrokes per character (KSPC) (MacKenzie, 2002; Soukoreff & 
MacKenzie, 2003) is another measurement which measures the keystroke 
actions caused by error correction in eye typing. KSPC investigates the average 
number of keystrokes used to enter each character, which includes letter, space, 
punctuation, etc. The optimal number of KSPC was 1. In this case each key 
press triggers entering of a character. However, if the user makes a mistake 
during the text entry process and corrects it, the KSPC will be greater than 1. 
For example, if the user is writing “mistake” and she/he makes a mistake, then 
the entry process will be m-i-s-t-i-[del]-a-k-e. The error rate will be 0, but the 
KSPC will be 9/7=1.29. “KSPC is an accuracy measurement reflecting the 
overhead incurred in correcting mistakes.”(Majaranta, 2009). The average 
KSPC was calculated for each test (sum of per phrase KSPC for one test/the 
number of the sentences the participant entered for that test). 

4.   Read text events (RTE) is a measurement that describes the gaze behavior of 
the participants, especially the number of events when the gaze switches from 
the keyboard to the text entry space. High frequency of switching eye points to 
the text entry field is partially due to the uncertainty, which leads to worse 
interaction. This parameter could show in which condition the feedback makes 
the users more sure about whether they had entered correct text or not. It is 
known that the inexperienced participants will read text more when they are 
entering text (Bates, 2002). However, since none of the participants in this 
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experiment had experience with eye typing, the effect of skill did not affect the 
result of RTE comparison. RTE was normalized and reported on a per-character 
basis. The calculation meant that RTE was a ratio of the number of read text 
events to the number of keystrokes.  

5.   Re-focus events (RFE) is also a measurement that describes the gaze behavior 
of the participants. It measures how many times the participant focuses on one 
key to select that key. The ideal number of RFE is 0, which indicates that the 
user only focused each key once to select it. However, if the system cannot give 
clear feedback to the user for selection, or if the dwell time is not suitable for 
triggering selection, users may re-focus a key to finally select it. High frequency 
of re-focuses on one character is partially due to the uncertainty they felt for 
triggering the character and the unsuitability of the duration of the dwell time, 
which lead to worse interaction. RFE was also normalized and reported on a 
per-character basis. The calculation indicated that RFE was a ratio of the 
number of re-focus events to the number of keystrokes.  

Besides these quantitative data to study user performance, also the subjective 
perception on the feedbacks was studied through questionnaires and interviews. The 
qualitative parameters in accordance with Bates and Istance (2003) were adopted. The 
questionnaire (Appendix 5) which was presented immediately after each condition 
consisted of the first four categories introduced below. Each category included several 
questions related to that category. The last questionnaire (Appendix 6) for comparison 
included the questions introduced in the fifth category. These five categories were listed 
as following: 

1.   Workload. Some questions which were feasible for this research were selected 
from N.A.S.A. ‘task load index’(Hart & Staveland, 1988). Workload included 
six aspects in the questionnaires (Appendix 5), which were mental demand, 
physical demand, effort, temporal demand, frustration level and performance.  

2.   Comfort. In eye typing, comfort level was mainly related to the eye comfort. 
Although it was not very comfortable for people to use eyes for control in 
comparison to hand control, the proper feedback may increase the comfort level. 
If so, we can compare the feedbacks through the comfort level of eyes. The 
higher the rating was, the better the feedback was.  The comfort levels of 
different tactile feedbacks were not included in the feedback questionnaire 
(Appendix 5) but they were compared at the end of each session in the 
preference questionnaire (Appendix 6). 

3.   Ease of use. In eye typing, ease of use indicated directly the usability aspect of 
the system. The perceived usability was sometimes different from what the 
quantitative data indicated, but also quite important for user experience. There 
were four questions related to ease of use in the questionnaire (Appendix 5). 
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The first three came from the questionnaire Bates and Istance (2003) used. They 
were perceived pointing accuracy, perceived text entry speed and the 
participant’s feeling of system control. The last question came from what Lund 
(2001) suggested as a necessary item to measure usability, which was “simple 
to use”. The feedbacks may affect the level of ease of use because the suitable 
feedback may improve ease of use, the participant’s feeling of control, and 
simplicity. 

4.   Ease of learning. This measurement evaluated the subjective perception on 
learnability. Ease of learning was important to systems which were frequently 
exposed to novices. The ratings for ease of learning included the agreement 
level to two sentences, which were “It is easy to learn to use it” and “I use the 
system much faster in the end than in the beginning”. The first sentence was the 
first feeling when the participants were exposed to the system while the second 
one was the durational feeling through the whole process. The higher the rating 
was, the easier it was to learn the system.  

5.   Preference. The preference comparison was collected at the end of each session 
by asking the participants to fill in the experiment questionnaire (Appendix 6) 
and through an interview. The questionnaire consisted of seven questions, 
which were related to preference, willingness for longer use, cognitive load, 
physical load, comfort, ease of use and learning. The participants were to 
choose one of the feedbacks according to the given question.  

Each question in all of these measurements stated above (except the preference) 
was rated by the participants with a 7-point Likert scale. Then the ratings were summed 
up for each measurement.  

Statistical differences were analyzed by a repeated measures ANOVA in all 
quantitative and qualitative measurements (except the preference). When the ANOVA 
showed statistically significant differences among the feedback types, pair-wise t-tests 
were used to pinpoint the differences between the feedback types. 

4.2. Apparatus 
The experiment was conducted at the gaze lab of TAUCHI. Tobii T60 gaze tracker was 
used to record the participants’ eye movements. When the participant was seated in 
front of the screen of the Tobii T60, the distance between the user’s eyes and the eye 
tracker was about 65 cm (Tobii, 2011). Tobii T60 eye tracker’s screen was the primary 
screen and a Dell laptop was used as the host computer. During the tests, an additional 
monitor was used by the researcher to observe the behavior of the participants. 

In the experiment, Alt typing developed by Oleg Špakov (2013) was used for eye 
typing. The layout of the keyboard was similar to the QWERTY keyboard. However, 
because only a part of the punctuations were needed, positions of some keys were 
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rearranged (Figure 11). The background color of function keys such as backspace and 
shift was light green, which was different from the other keys. After the shift key (the 
one at the bottom right of the keyboard) was activated, the next letter would be capital 
letter. The key with smile icon, which meant loading the next phrase, was located at the 
bottom left of the keyboard, away from the other keys. This was because the action of 
pressing that key cannot be retracted. An accidental activation would lead to an 
unrecoverable error. All punctuation characters in the phrase set appeared on the 
keyboard. When the participant stared at one key for 100 ms, that key would be 
highlighted by changing the background to a darker color. The visual feedback was 
added because the comments from pilot participants indicated that it is better for the 
users to know if the system was correctly tracking their gazes. The tactile feedback 
cannot provide this information. As participants could not select text in the writing 
space and pressing the backspace key (the one located above the shift key) only deleted 
the last character, they were not able to delete the letter in the middle of the sentence to 
correct the writing.  

 

 
Figure 11. The interface of Alt typing 

The source text and the target text were shown in the same height, padding, font 
and size. The source text was in black color and the target text was in red color. The 
background color for the source text was light gray and for the target text it was white.  

The tactile actuator in the experiment was EAI C-2 tactor (Figure 8) which 
represented Windows Waveform (WAV) audio files played through a sound card in the 
computer. The tactile actuation was amplified through GIGAPORT HD audio interface. 
The size of the actuator was 3.05 cm in diameter and the vibrating area was 0.76 cm in 
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diameter. According to the experience from previous tests, it was known that some 
participants may feel tickle if the device was fixed on the back of their hand. Thus, in 
this experiment, the actuator was put on a small soft cushion to reduce the sound of 
vibration and the participants were asked to put their index finger on the actuator to 
perceive the vibration (Figure 12). 

 

 
Figure 12. The finger on the actuator 

4.3. Procedure 

There were two sessions in the experiment and each participant took part in both 
sessions on two different days. 

The first session was conducted as follows. First, the participant was guided to sit 
down in a fixed position in front of the Tobii T60’s monitor. Then the participant was 
asked to read the “Informed consent form” (which was according to the sample from 
the book of Paper Prototyping by Carolyn Snyder (2003)) (Appendix 3) to learn about 
the purpose of the experiment and participants’ rights. If she/he agreed to go on, the 
form was signed and the “Background questionnaire” was filled in (Appendix 4). After 
that, the experiment procedure and the methods of using the devices during testing were 
introduced.  

Prior to the real tests, the participant completed a short training. The training 
consisted of five minutes of entering phrases by eye typing. In the training, the feedback 
for dwell time was an animation which drew a circle around the character that the 
participant was looking at. The visual feedback in the training was aiming to train the 
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participants to acknowledge the dwell time. After the training, the participant took three 
real tests which gave the three different feedbacks separately according to the order 
designed before the experiment. Before training and before each real test, the tracker 
was calibrated. Each test lasted for five minutes. In practice, the time was not exactly 
five minutes but at least five minutes. The participants were not interrupted during 
typing of the last sentence even if five minutes was reached. Instead, the test ended at 
the first sentence completion after the five-minute period had expired. Pauses between 
the sentences used by the participant to memorize the phrase were excluded from this 
time. The timer for five minutes only ran from the press of the first key until the loading 
of the next phrase. 

The participants were asked to enter the text as quickly and correctly as they could. 
The system used a modified 500-phrase set which was based on the original set 
published by MacKenzie and Soukoreff (2003). It was modified to have correct 
capitalizations and punctuations. Error correction was possible by using the backspace 
key that deleted the previous character. The participants were supposed to correct errors 
if they identified the errors immediately after committing them. If much text had 
already been entered after the error, correcting it was not to be done. After each test, the 
participant filled in a questionnaire based on the feedback given in that test (Appendix 
5). After all the three tests, the participant filled in another questionnaire for comparison 
of the three feedbacks (Appendix 6) and discussed their experience in an interview 
(Appendix 7) for about 5 minutes. During the interview, participants could freely 
express their opinions. The first session lasted for about 1 hour. 

The procedure of the second session was similar with the first session. However, it 
did not include the training phase. The second session only included three real tests in 
the counterbalanced order, with questionnaires (Appendix 5 and 6) and interview 
(Appendix 7) to collect subjective experience. The second session lasted for about 30 to 
40 minutes. 

4.4. Experiment design 
This experiment compared three conditions in two sessions. These three conditions 
were: “Ascending” feedback, “Warning” feedback and “No dwell” feedback. Each 
participant took part in two sessions with different orders of the conditions presented. 
Two sessions for each participant took place on two different days. The feedback type 
and session were the independent variables. The results from quantitative measurements 
and qualitative measurements which were stated in Chapter 4.1 were the dependent 
variables.  
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4.5. Participants 
There were five participants in the pilot tests. The participants of pilot tests included 
both male and female. Most of them had previous experience with eye typing or haptic 
feedbacks. They helped me to identify the potential problems related to the experiment 
procedure, questionnaire design and system/environment setting before the formal tests 
start.  

In the formal tests, there were twelve participants. Four of them were females and 
eight of them were males. No one had previous experience with eye typing. None of the 
participants were native English speakers. Ten of them were native Chinese speakers 
and two of them were native Finnish speakers.  

In the second session the order of the feedbacks was changed according to the 
Counterbalanced Measures Design (Shuttleworth, 2009). In this case, all the orders of 
feedbacks were tested. Three types of feedbacks were assigned to the participants in 
each session and all kinds of orders were assigned with same number of times, therefore, 
6*n participants were to be invited to this experiment. Thus, the decision was to invite 
twelve participants. 

The participants were assigned the feedback orders as shown in Table 2. (A stands 
for “Ascending”, N stands for “No dwell”, W stands for “Warning”). 

 

No. 
Session 1 Session 2 

F1 F2 F3 F1 F2 F3 

1 A N W W N A 
2 N A W W A N 
3 W A N N A W 
4 A W N N W A 
5 N W A A W N 
6 W N A A N W 

7 A N W W N A 
8 N A W W A N 
9 W A N N A W 

10 A W N N W A 
11 N W A A W N 
12 W N A A N W 

Table 2. The order of feedbacks assigned to the participants 

5. Results 
Because there was one participant that experienced a very poor calibration, the data 
from that participant were excluded from analysis. Another participant was added to 
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take her/his place. The analysis was based on 12 participants in total. In this chapter, the 
results will be presented in three sections, which are quantitative results, qualitative 
results and preference. The results from interviews are discussed in Chapter 6. 

5.1. Quantitative results 
The Alt typing automatically calculated the data related to the participants’ performance, 
such as text entry speed and error rate. Quantitative results were summarized from these 
system calculated data.  

5.1.1. Writing speed 

In terms of the means, the “Ascending” feedback was related to the highest text entry 
speed in the first session (6.32 wpm) and the “Warning” feedback was related to the 
highest text entry speed in the second session (7.29 wpm). However, the ANOVA 
indicated that the differences among the feedbacks were not statistically significant (F(2, 
22)=0.326, p=0.725). 

As Figure 13 shows, all the conditions in the second session were related to 
higher text entry speed than in the first session, and “Warning” feedback improved most 
in the second session. The differences between the sessions were quite evident (F(1, 
11)=22.878, p=0.001). 

 

 
Figure 13. Writing speed for each feedback in sessions 1 and 2 

5.1.2. Error rate 

In the experiment, some errors were caused by memory errors. For example, in some 
sentences the participants added “the” in front of nouns. Some participants forgot to 
enter some words in the target sentences. These kinds of errors led to high error rate. 
However, these errors were not related to the feedbacks of the system. Thus, they were 
excluded from the calculation of average error rate (Table 3).  
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Source SrcLen Result 
The four seasons will come. 27 The four seasons willbcojMe!- 
Rain, rain go away. 19 Rain go away. 
Please take a bath this month. 30 Please take bath this month. 
longer than a football field 28 longer than football field 
The fourth edition was better. 30 The fourth edition is better. 
We dine out on the weekends. 28 We dine out on weekends. 
I can see the rings on Saturn. 30 I can see the rings in the Saturn. 
prevailing wind from the east 29 prevailing wind from east 
He called seven times. 22 He called me seven times. 
not quite so smart as you think 31 notquite smart as you tthink 
The library is closed today. 28 The library is closed already. 
Olympic athletes use drugs. 27 Olympic athletes drugs.  
I cannot believe I ate the whole thing. 39 I cannot believe I ate the the whole thing. 
I am wearing a tie and a jacket. 32 I am wearing atie and ajacket. 

Table 3. The phrases that were not included in the error rate calculation 

The “Warning” feedback was related to the highest error rate in the first session 
(1.02) while the “Ascending” feedback was related to the highest error rate in the 
second session (0.60). The “No dwell” feedback was related to the lowest error rate in 
both sessions (session 1 = 0.49, session 2 = 0.35). Nevertheless, the ANOVA indicated 
that the differences among the feedbacks were not statistically significant (F(2, 
22)=0.984, p=0.390). 

The tendencies seen from the column chart of Error Rate (Figure 14) showed that 
all the error rates in the second session were lower than in the first session. The 
“Warning” feedback improved most in the second session. However, this could be a 
random variation since the ANOVA demonstrated that the effect of session was not 
statistically significant (F(1, 11)=1.543, p=0.240). 
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Figure 14. Error Rate for each feedback in sessions 1 and 2 

5.1.3. Keystrokes per character (KSPC) 

In the summary of KSPC, the phrases which were not included in the calculation of the 
error rate (Table 3) were also not included in the calculation of KSPC. The 
“Ascending” feedback was related to the highest KSPC (session1=1.10, session2=1.08) 
in both sessions and the “No dwell” feedback was related to the lowest KSPC (1.06) in 
both sessions. The main effect of feedback was also demonstrated in the ANOVA (F(2, 
22)=6.476, p=0.006). 

As Figure 15 shows, the “Ascending” and “Warning” feedbacks in the second 
session were related to lower KSPC than in the first session. The ANOVA 
demonstrated that the effect of session was not statistically significant (F(1, 11)=0.426, 
p=0.527).  

 

 
Figure 15. KSPC for each feedback in sessions 1 and 2 
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It was still not clear which feedback was different from the others or were they all 
different. Further pairwise testing (t-tests) was needed to pinpoint where the difference 
was. From the result of t-tests (Table 4), the difference between “Ascending” feedback 
and “No dwell” feedback in the first session was statistically significant (t(11)=0.04, 
p=0.03). Thus, the conclusion was that “No dwell” feedback was better than 
“Ascending” feedback in the first session from the aspect of KSPC. The differences 
between the others were not statistically significant. 

 
P value A/W W/N A/N 
S1 0.16 0.24 0.03 
S2 0.59 0.46 0.42 

Table 4. Result of the T-tests of KSPC 

5.1.4. Read text events (RTE) 

The phrases which were not included in the error rate calculation (Table 3) were 
included into RTE calculation, because the memory mistake did not affect the result of 
read text events. The higher RTE reflected a worse feedback from this aspect. The 
“Warning” feedback was related to the highest RTE in both sessions (session1=0.49, 
session2=0.34) and the “No dwell” feedback was related to the lowest RTE in both 
sessions (session1=0.35, session2=0.30). Nevertheless, the differences among the three 
kinds of feedbacks were not statistically significant according to the ANOVA (F(2, 
22)=1.763, p=0.195). 

As Figure 16 shows, all feedbacks in the second session were related to lower RTE 
than in the first session. The RTE of “Warning” feedback had the largest gap between 
the first session and the second session, where noticeable improvement was speculated. 
However, the learning effect on “Ascending” and “No dwell” feedbacks were not very 
obvious. According to the ANOVA, the effect of session was not statistically 
significant on RTE (F(1, 11)=2.013, p=0.184). Generally, “Warning” feedback was 
related to higher average RTE than the other two feedbacks in both sessions. “No 
dwell” feedback was related to lowest average RTE in both sessions. However, the 
differences were too small to be statistically significant. 
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Figure 16. RTE for each feedback in sessions 1 and 2 

5.1.5. Re-focus events (RFE) 

The phrases which were not calculated into the error rate (Table 3) were included into 
RFE calculation. The memory mistake was not correlated with the result of re-focus 
events. The “Warning” feedback was related to the highest RFE in the first session 
(3.07) and the “No dwell” feedback was related to the highest RFE in the second 
session (2.34). However, the ANOVA showed that the effect of feedback was not 
statistically significant (F(2, 22)=0.323, p=0.727). 

From the trends shown in the column chart of RFE (Figure 17), it could be 
speculated that all feedbacks in the second session were related to lower RFE than in 
the first session. According to the ANOVA, there was a significant effect of session 
(F(1, 11)=17.506, p=0.002). The RFE of “Warning” feedback had the largest gap 
between the first session and the second session, which indicated the most improvement. 
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Figure 17. RFE for each feedback in sessions 1 and 2 

5.1.6. Summary 

As a summary of the quantitative results (Table 5), the effect of the session was 
statistically significant on WPM and RFE. The participants entered text significantly 
faster in the second session than in the first session using all feedbacks and they re-
focused less on the keys. Effect of feedback was statistically significant on KSPC. “No 
dwell” feedback was related to significantly lower KSPC than “Ascending” feedback in 
the first session. 
 
Measurements Effect of Feedback Effect of Session 
Writing speed  Not statistically significant Statistically significant 
Error Rate Not statistically significant Not statistically significant 
KSPC Statistically significant Not statistically significant 
RTE Not statistically significant Not statistically significant 
RFE Not statistically significant Statistically significant 

Table 5. Summary of the quantitative results 

5.2. Qualitative results 

5.2.1. Workload 
The ratings for each category in the questionnaire (Appendix 5) were summed up and 
then the averages of these sums for each session-feedback pair were computed. The 
higher rating in the workload category meant lower workload. In the first session, the 
“Ascending” feedback was related to the highest mean rating (30.83), which 
demonstrated the lowest workload. The “Warning” feedback was related to the highest 
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mean rating in the second session (32.5). However, The ANOVA did not show 
statistically significant difference among feedbacks (F(2, 22)=0.157, p=0.856). 

The differences of subjective perceptions on workload between two sessions could 
also be observed from Figure 18. From this chart, the “Warning” feedback was related 
to the largest improvement in the second session. However, the ANOVA indicated the 
effect of session was not significant (F(1, 11)=1.901, p=0.195). 

 

 
Figure 18. Workload for each feedback in sessions 1 and 2 

5.2.2. Comfort 

 “Warning” feedback was related to the highest mean ratings in eye comfort in both 
sessions (session1=4.25, session2=4.08) and “No dwell” feedback was related to the 
lowest mean ratings in both sessions (session1=4.08, session2=3.58). However, the 
ANOVA indicated there was no statistically significant difference among feedbacks 
(F(2, 22)=0.557, p=0.581). 

Figure 19 also shows strange perceptive differences between the two sessions in all 
three feedbacks: the perceived eye comfort was lower in the second session than in the 
first session. Maybe they were just random variations. The reason could also be the 
impatience after the participants mastered the usage of the system. Nevertheless, the 
ANOVA showed the effect of session was not statistically significant (F(1, 11)=0.930, 
p=0.356). 
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Figure 19. Comfort for each feedback in sessions 1 and 2 

5.2.3. Ease of use 

The “Ascending” feedback was rated as the easiest to use in the first session (21.25) and 
the “Warning” feedback was rated as the easiest to use in the second session (21.25). 
The differences among the average ratings of these feedbacks were not statistically 
significant (F(2, 22)=0.615, p=0.549). 

The “Warning” feedback was perceived easier to use in the second session than in 
the first session, which was very obvious in Figure 20. This figure also shows strange 
differences between the two sessions in “Ascending” feedback and “No dwell” 
feedback. The participants felt it easier to use in the first session than in the second 
session when the system was giving “Ascending” feedback and “No dwell” feedback. 
The rank of feedbacks in the second session was just the opposite of the first session. 
However, all the differences between sessions may be just random as the effect of 
session was not statistically significant according to the ANOVA (F(1, 11)=1.443, 
p=0.255). 
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Figure 20. Ease of use for each feedback in sessions 1 and 2 

5.2.4. Ease of learning 

The “No dwell” feedback was related to easiest to learn in both sessions 
(session1=11.42, session2=11.50) and “Ascending” feedback was related to most 
difficult to learn in both sessions (session1=10.58, session2=11.08). It was interesting 
that the less tactile feedback led to easier to learn in typing. Nonetheless, the ANOVA 
indicated the effect of feedback was not statistically significant (F(2, 22)=2.014, 
p=0.157). 

Figure 21 also shows learning effects between the two sessions in the feedbacks. 
They were all positive, but not statistically significant (F(1, 11)=0.138, p=0.718).  

 

  
Figure 21. Ease of learning for each feedback in sessions 1 and 2 
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5.2.5. Summary 
As a summary of the qualitative results, neither the effect of session nor the effect of 
feedback was statistically significant.  

5.3. Preference 

The number of marks in each cell of the preference questionnaire (Appendix 6) is listed 
in Table 6. In the first two questions, the participants expressed their general ideas 
about which feedback they preferred and wanted to use for longer time. Table 6 shows 
there was less preference of “Ascending” feedback in the second session than in the 
first one. Conversely, the preference of “Warning” and “No dwell” feedbacks increased.  

 
 Ascending Warning No Dwell 
Prefer   5 2 5 
use for longer  6 1 5 
lowest cognition  4 1 7 
lowest physical  5 1 6 
comfortable  5 0 7 
easiest   6 0 6 
easy to learn  4 0 8 
Sum of session 1 35 5 44 
Prefer   3 3 6 
use for longer  2 2 8 
lowest cognition  2 5 5 
lowest physical  1 2 9 
comfortable  3 2 7 
easiest   3 2 7 
easy to learn  3 2 7 
Sum of session 2 17 18 49 

Table 6. The results of the preference questionnaire 

After the general ideas, the participants were asked to choose the best one from five 
secondary aspects, which were similar with the categories included in the questionnaire 
of each feedback (Appendix 5). It seemed that the “Warning” feedback was related to 
the greatest decrease at the second session for the cognitive load and “No dwell” 
feedback was related to the highest improvement at the aspect of reducing physical load. 
The “Warning” feedback was also related to more comfortable, easier to use and easier 
to learn in the second session than in the first session. The sum rating of “Warning” 
feedback increased sharply in the second session and the sum rating of “Ascending” 
feedback decreased sharply.  
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From the preference questionnaires, the “Ascending” feedback was not the best one 
among the three feedbacks, even in the first session. The “No dwell” feedback kept at 
the top of the rank although the preference of “Warning” feedback increased 
remarkably.  

6. Discussion 
The results indicated that the text entry speed was not associated with the type of 
feedback, while learning produced improvement in performance between sessions in all 
kinds of feedbacks. It was possibly owing to the similarity of the perception in the three 
feedbacks. They all included “click” feedback as the final confirmation of character 
entry. Some participants also indicated that they tended to ignore any other feedbacks 
before the final “click” vibration. In the experiment, the dwell time duration was fixed, 
thus the improvement of text entry speed was attributed only to the learning. The 
improvement indicated that in all feedback conditions, the participants could learn to 
enhance the text entry speed in a very short time. This kind of speed improvement was 
also indicated in the result from Majaranta et al. (2006), where the improvement of text 
entry speed was statistically significant in all conditions. 

Comparing the error rate and RTE with the results of the first experiment of 
Majaranta et al. (2006), “No dwell” feedback was related to lower error rates in both 
sessions than the mean error rate of that previous study. The average RTE in all 
feedbacks and sessions were great higher than in that previous study (0.047-0.110 in 
their study versus 0.30-0.49 in the current study). The reason might be that Majaranta et 
al. (2006) used Finnish phrases with Finnish participants. When writing one’s own 
native language, one may not need to check the text letter by letter as one might when 
writing foreign text. Probably the spelling is harder for foreign words.  

In this study, the ANOVA of the error rate and read text events (RTE) did not 
indicate significant effect of either the feedback or session. This suggests that the 
differences among feedbacks and sessions were not associated with the differences in 
error rate and RTE. The measurement of error rate only accounted for the uncorrected 
errors. Nevertheless, almost all the participants tended to correct all the errors they 
found when they were reading the target text (RTE) during the experiment. Although, 
they were told to enter text as quickly and correctly as possible, the observation showed 
that the participants tended to type correctly rather than quickly. Too much attention to 
the correction rate resulted in minor differences on error rate and RTE.  

KSPC was the only measurement whose result showed statistically significant 
differences between feedbacks. “No dwell” feedback was better than “Ascending” 
feedback in the first session. Since KSPC measured extra work which was probably due 
to error correction, it appeared that the continuous vibration was not as good as “No 
dwell” feedback in error prevention for beginners. Except for the KSPC of “Ascending” 
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feedback in the first session, all other feedbacks in both sessions were related to lower 
KSPC (1.06-1.08) than the grand mean KSPC (1.09) in the results of the first 
experiment reported by Majaranta et al. (2006). The tactile feedback might be related to 
lower KSPC than visual and auditory feedback. 

The three feedbacks were not differentiated significantly in re-focus events (RFE). 
Although they all improved sharply in the second session, their improvements were 
independent of the feedbacks. RFE was not an effective measurement to differentiate 
different feedbacks in this experiment. However, Majaranta et al. (2006) found 
statistically significant differences on RFE between the different feedbacks in their 
second experiment. In their experiment, they compared two kinds of “visual + audio” 
feedbacks for a fixed duration of 900 ms. Thus, the reason for why RFE did not 
significantly differentiate the feedbacks in our experiment might include the different 
modalities of the feedbacks and the shorter duration of our feedbacks. Further 
experiment is needed to determine the reasons. 

 The “Warning” feedback was related to large variations among participants in 
error rate (max=4.02, min=0), read text events (RTE) (max=1.18, min=0.18) and re-
focus events (RFE) (max=4.21, min=1.6) in the first session. It suggested that 
“Warning” feedback was related to different effects with different users. Prior to the 
design of the “Warning” feedback for a certain group of users in the future, a user study 
should be conducted to investigate whether the target group can perform well in the 
context provided with “Warning” feedback. 

From the speculation on trends seen in the figures of the subjective feelings, the 
feedbacks were perceived differently from what the results of quantitative data revealed. 
Although the ANOVA showed no significant effect, the figures of the subjective 
feelings showed the trends that the “Ascending” feedback involved the least user 
workload and was the easiest to use in the first session. The speculation also included 
that “Warning” feedback demanded the highest workload and was the most difficult to 
use. This might be the reason why some participants had trouble telling apart the short 
warning versus selection. As Majaranta et al. (2006) discussed, giving separate 
feedback for focus and selection maybe confusing if they are not clearly distinguishable 
from each other. However, in the second session, the results were reversed in both 
measurements of workload and ease of use. It seemed that “Ascending” feedback was 
not suitable for long-term use and skilled users might prefer “Warning” feedback.  

Regarding the opinions about the comfort and ease of learning, the differences 
between two sessions were so small that they did not have any statistically significant 
difference. From the speculation on the trends, the “Ascending” feedback was 
perceived more comfortable compared with “No dwell” feedback and “No dwell” 
feedback was the easiest to learn in both sessions. 



 40 

There was a strange trend seen in Figure 19. The participants felt less comfort in 
the second session than in the first session. It might suggest that after the participants 
learned to use the system, they might want to speed up (reduce dwell time duration) 
(Räihä & Ovaska, 2012). They were not allowed to do that in this experiment, this may 
have increased frustration levels even if the system itself remained the same.  

In the interview, some participants complained that the “Ascending” and “No 
dwell” feedbacks were sometimes felt too “pushing” and the “Warning” feedback was 
thus comparably comfortable. The “Ascending” feedback was sometimes pushing 
because it was vibrating all the time during the dwell time progression and the vibration 
was becoming growingly stronger, which felt like something kept “pushing” the 
participants harder and harder all the way. The “No dwell” feedback did not include the 
continuous “pushing” vibration during the dwell time progression, yet the key strokes 
were felt so fast that the participants felt like being pushed to leave one key 
immediately after “click” took place. The participants were not sure when the dwell 
time had started and they only received the end point. From this perspective, the 
“Warning” feedback, which not only gave the participants both the starting and ending 
feedbacks, but also the intervals between them, provided the participants a comfortable 
pace in the text entry procedure.  

Moreover, in some other gaze interactive tasks which do not repeat as often as 
typing a key, such as menu selection or game playing, users may prefer even longer 
dwell duration. In those situations, the clear feedback for dwell time progression, such 
as ascending vibration, may be feasible to prevent errors. 

The summarized experiment survey (Appendix 6) also presented a different result 
from feedback questionnaire (Appendix 5). The feedback questionnaire was filled 
immediately after the participant experienced a specific feedback and the result of 
experiment survey was collected after the participant had experienced three feedbacks 
in a specific order. The result of experiment survey reflected the “preference” more 
generally while the result of feedback questionnaire explained the preference in more 
detailed aspects. The different timing of the surveys produced different results. The 
present results about general preference showed a conspicuous bias to “No dwell” 
feedback in both sessions. The preference of “Ascending” feedback decreased sharply 
and the preference of “Warning” increased substantially in the second session. The 
changes of the preference of “Ascending” and “Warning” feedbacks matched the results 
of feedback questionnaire. Participants’ opinion on “No dwell” feedback was broadly 
positive compared with the other two kinds of feedbacks at the end of both sessions, 
despite the negative perceptions when the participants were queried immediately after 
their test experience. The reason for the results of the experiment survey (Appendix 6) 
may include several aspects: 
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First, the participants completed training before the real tests in the first session, so 
they might have already gotten used to the continuous feedback of dwell time 
progression from the training. Thus they might have preferred the “Ascending” 
feedback in that session, because it was the only one that included the continuous 
vibration for dwell time progression. 

Secondly, learning might be the main reason for the differences in the preference 
between the two sessions. In the first session, the participants did not have the 
experience of dwell time feedback, so the “Ascending” vibration gave them a guided 
feedback which was more natural to mapping the cognitive process when the 
participants were using the eye typing software. However, the participants might not 
need the guided dwell time feedback anymore in the second session. 

7. Conclusions and future work 
As a conclusion, the different feedback conditions did not impact on the dependent 
variables in this experiment except the increase in KSPC with “Ascending” feedback in 
the first session. Moreover, tactile feedback on dwell time progression did not improve 
text entry performance. On the contrary, some tactile feedbacks such as “Ascending” 
feedback seemed to lead to decreased performance.  

In this experiment, the visual feedback was probably so dominant (see section 4.2 
which described the experimental keyboard and its visual feedback) that haptic 
feedback was ignored. Other situations without visual feedback might benefit from 
haptic feedbacks more. Furthermore, since some participants commented that they 
tended to focus on the selection feedback to ignore the feedbacks for dwell time 
progression, a future study of comparing conditions with and without selection 
feedback could be suggested.  

At the very beginning of the thesis work, comparing tactile feedback with auditory 
and visual feedbacks for dwell time progression was also suggested. However, due to 
time limitation, this kind of comparison was cancelled in this experiment. Although the 
result from this research showed that the continuous tactile feedback for dwell time 
progression was not favorable for the participants, it did not necessarily mean that any 
other tactile feedback for dwell time progression was not applicable. After all, there are 
so many kinds of continuous feedback which could be tested. Besides, the actuator used 
in current research might not be an optimal one to provide the tactile feedback in eye 
typing. There might be other options and designs for better tools. 

More and more multimodal interactions are being studied in the field of human-
technology interaction. Visual, auditory and tactile feedbacks are combined to improve 
the interaction. However, combination is not simply adding. Combination should be 
made under the consideration of different elements, cutting down some parts of each 
element if necessary to improve the efficiency of the whole system. Combination could 
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also enlarge the group of potential users of the system. For example, the people with 
motor disabilities may also suffer from auditory disability, and thus they cannot use the 
systems which only offer auditory feedbacks. In this sense, how to effectively and 
efficiently combine different feedbacks in one system to satisfy more users could be 
one topic of further research. 

Last but not the least, interdisciplinary research should be adopted frequently in the 
field of human-technology interaction and human study should also be very thorough to 
guide the technique design. For further study, it would be interesting to find 
explanations and support for the results of the experiment from the viewpoint of 
neuroscience. For example, which parts of brain are activated when the participants are 
receiving the stimulation of vision and touch and how they can be connected between 
each other? What are the differences among the brain reactions when the body is 
receiving different kinds of tactile stimulation? It could also be helpful to find out what 
kind of feedbacks should be evaluated based on the neuroscience research and cognitive 
psychology prior to the evaluation of different feedbacks in the future.  
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APPENDIX 1 SCRIPT FOR SESSION 1 
 
1, INTRODUCTION AND BACKGROUND QUESTIONNAIRE 
 

Hi, thank you for coming! (You can put your coat and bag here. (Point to the rack 
and chair)) Do you have your phone with you? I’d like to ask you to turn the 
volume off. In this research, I will run the test together with you in the test room. 
So, please come in to the test room and sit down in front of the monitor. 
 
(Lead and guide the participant to sit down in the right place) 
 
Please read the informed consent form. 
 
(Hand the “informed consent form”) 
 
If you agree, can you sign it and also fill in this background questionnaire. 
 
(Hand the “background questionnaire”) 
(Get back the form and questionnaire) 
 
Thank you! 

 
2, INTRODUCTION TO THE EXPERIMENT 
 

Now I will introduce the procedure and details about the experiment.  
First, please look at the window in front of you. This is the eye typing software. As 
you can see, there is a virtual keyboard. When you look at a certain letter for a 
certain long time, the system will automatically enter that letter into the writing 
space. The writing space is just above the keyboard. This certain long time is 
named dwell time. If you moved your eye point from that letter before the dwell 
time is reached, that letter will not been entered. In our tests, there will be 
feedbacks for the dwell time progression, which are vibrations your finger can feel 
from this button. 

 
(Show the button) 

 
The three kinds of feedbacks include: 
First, ascending vibration for dwell time progression and click feedback, 
Second, a slight vibration at the beginning of dwell time progression and click 
feedback, 
Third, no indication for dwell time progression and only click feedback. 
The feedbacks will be given in random order. There will be one kind of feedback in 
each test and totally there will be three tests.  
Before each test, I will calibrate the system in detection of your eye points and then 
I will ask you to enter 5 min sentences as training part before the real tests. Each 
real test will last in fixed 5 minutes and totally there will be three tests. You will 
write sentences according to the given sentences. The given sentences will appear 
above the writing space in red text. You should write as correct and as fast as you 
can. If you find an error immediately, you are supposed to correct it. If the error is 



 2 

in the middle of the text, you are not supposed to delete more than two letters to 
correct it. You can only delete the text by clicking the backspace (ß) key.  
 
(Show the key) 
 
You should also notice the capital letters and the punctuations. You can turn the 
keyboard into capital letters by clicking the shift key. 
 
(Show the key) 

 
After you entered a full sentence, you can go to next sentence by clicking on the 
key of smile face.  
 
(Show the key) 

 
After the 5 minutes expired, the system will automatically stop. 
After each test, you will fill a questionnaire relating to the test. After three tests, 
you will fill another questionnaire relating to comparison among the three kinds of 
feedbacks. And then we will have a short interview. 
Do you have any questions about the procedure? 
Now I will calibrate the system for your eyes. 

 
(Open the calibration function and start) 

 
Please try to keep your eyes looking at the ball. 
Ok, it seems good now. We can start the tests. 

 
3, TEST PROCEDURE 
 

Before the real test, I’d like to ask you to enter 5 minutes sentences as training part. 
In this part, there will be animation of drawing a circle around the key to indicate 
the dwell time progression and there will not be any tactile feedback for dwell time 
progression, only the sharp vibration for click moment provided. 
 
(The participant writing the sentences as real test) 
 
Now as you have already known how to use the system, we can start the real test. I 
should calibrate the system for your eyes again. 
 
(Open the calibration function and start) 
 
Please try to keep your eyes looking at the ball. Ok, it seems good now. We can 
start the tests. 
 
First/secondly/thirdly, we will use _(change for each test)_ as the feedback of eye 
typing procedure. Please put your finger on the button, just put, do not press hardly. 
You should write as many sentences as you can in 5 minutes. Ready, Go. 
 
(After the participant finish the test) 
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Ok, Great! Please fill in this questionnaire for the first/second/third kind of 
feedback.  
 
(Hand the questionnaire) 
(Get back the questionnaire) 

 
Thank you! As all the tests finished, I’d like to ask you to fill in the last 
questionnaire about the comparison among these feedbacks. 

 
(Hand the questionnaire) 
(Get back the questionnaire) 

 
Thank you! At last, we have a short interview. 

 
(Ask questionnaire according to interview questions) 

 
4, DEBRIEF 
 

Do you have some thoughts or comments that you would like to share? 
Do you still have some questions? 
Thank you very much for participating! Remember to come for next session at 
(time) of (date) 
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APPENDIX 2 SCRIPT FOR SESSION 2 
 
1, INTRODUCTION  
 

Hi, thank you for coming for the second session! (You can put your coat and bag 
here. (Point to the rack and chair)) Do you have your phone with you? I’d like to 
ask you to turn the volume off. In this session, I will also run the test together with 
you in the test room. So, please come in to the test room and sit down in front of 
the monitor. 
 
(Lead and guide the participant to sit down in the right place) 
 

2, INTRODUCTION TO THE EXPERIMENT 
 

This session is generally similar with the last session. I only remove the training 
part as you have already known what the dwell time is. The order of the three 
feedbacks will be changed. The purpose of this session is to investigate the learning 
effect. You will also have three tests in this session and a questionnaire after each 
test and a comparison questionnaire and interview after three tests. 
 

3, TEST PROCEDURE 
 

First/secondly/thirdly, we will use (change for each test) as the feedback of eye 
typing procedure. Please put your finger on the button, just put, do not press hardly. 
You should write as many sentences as you can in 5 minutes. Ready, Go. 
 
(After the participant finish the test) 
 
Ok, Great! Please fill in this questionnaire for the first/second/third kind of 
feedback.  
 
(Hand the questionnaire)(Get back the questionnaire) 

 
Thank you! As all the tests finished, I’d like to ask you to fill in the last 
questionnaire about the comparison among these feedbacks. 

 
(Hand the questionnaire)(Get back the questionnaire) 

 
Thank you! At last, we have a short interview. 

 
(Ask questionnaire according to interview questions) 

 
4, DEBRIEF 
 

Do you have some thoughts or comments that you would like to share? 
Do you still have some questions? 
Thank you very much for participating! Here is the movie ticket that you are 
deserved for participating this experiment. 
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APPENDIX 3 INFORMED CONSENT FORM 
 

Study Administrator is: Jingjing Zhi 

TAUCHI, University of Tampere 
Kanslerinrinne 1, 33014 

 

This is a study about feedback for dwell time progression in eye typing systems 
intended for people who are with motor disabilities. Our goal is to measure the 
effectiveness, efficiency and user-friendliness of the feedbacks. Your participation will 
help us accomplish this goal. 
 
In this session, you will be working with a prototype of system. We’ll ask you to try 
three feedbacks for eye typing procedure. Which are ascending vibration for dwell time 
progression, a slight vibration for dwell warning and no indication for dwell time 
progression (order will be given in random). I will sit in the same room, quietly 
observing the session and taking notes.  
 
All information we collect concerning your participation in the session belongs to 
TAUCHI and will be used for our internal research purposes. We will not use videotape 
or audio tape the session. The performance of the system will be recorded by the 
software itself. We may publish our notes from this and other sessions in internal 
reports, but all such observations will be confidential and will not include your name.  
 
This is a test of the feedback of the system—we are not testing you! We want to find 
out what aspects of the feedbacks are not feasible so that we can make it better or 
decide whether to adopt it or not. 
 
To the best of our knowledge, there are no physical or psychological risks associated 
with participating in this study, which will last approximately 1 hour. You may take 
breaks as needed and may stop your participation in the study at any time. 

 
Statement of Informed Consent 
I have read the description of the study and of my rights as a participant. I voluntarily 
agree to participate in the study. 

Print Name: ___________________ 

Signature: ___________________ 

Date: ___________________ 
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APPENDIX 4 BACKGROUND QUESTIONNAIRE 

 

Age:     _____________ 

Gender:  [  ] Male     [  ] Female 

Sight: 

[  ] Normal   [  ] Corrected (Glasses or contact lenses)   [  ] Others__________ 

Hearing: 

[  ] Normal   [  ] Problem? Please describe________________________________ 

Sense of Touch: 

[  ] Normal   [  ] Problem? Please describe________________________________ 

Any experience with gaze interaction systems? 

[  ] No     [  ] Yes (describe) __________________________________________ 

Any experience with eye typing systems? 

[  ] No     [  ] Yes (describe) __________________________________________ 

Any experience with haptic interaction systems? 

[  ] No     [  ] Yes (describe) __________________________________________ 
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APPENDIX 5 FEEDBACK QUESTIONNAIRE 
 
 
 
 
 
 

Workload 
Please select the workload level for each of below parameters. 

Mental Demand 
How mentally demanding 
was the task? 

Very Low    Very High 
       

1 2 3 4 5 6 7 

Physical demand 
How physically demanding 
was the task? 

       
       

1 2 3 4 5 6 7 

Effort 
How hard did you have to 
work to accomplish your 
level of performance? 

       
       

1 2 3 4 5 6 7 

Temporal demand 
How hurried or rushed was 
the pace of the task? 

       
       

1 2 3 4 5 6 7 

Frustration level 
How insecure, discouraged, 
irritated, stressed and 
annoyed were you? 

       
       

1 2 3 4 5 6 7 

Performance 
How successful were you in 
accomplishing what you 
were asked to do? 

       
       

1 2 3 4 5 6 7 
 

Comfort 
Please select the comfort level for each of below parameters. 

Eye comfort 
Very Low    Very High 
       

1 2 3 4 5 6 7 

 

PLEASE TURN OVER！ 
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Ease of use 
Please select your own feeling about the ease level for each of below parameters. 

Pointing accuracy 
Very Low    Very High 
       

1 2 3 4 5 6 7 

Text entry speed 
       
       

1 2 3 4 5 6 7 

System control 
How do you feel you are in 
control of the whole 
process? 

       
       

1 2 3 4 5 6 7 

Simple to use 
       
       

1 2 3 4 5 6 7 
 

Ease of Learning 
Please select level of agreement to the following statements. 

It is easy to learn to 
use it. 

Totally agree    Totally disagree 
       

1 2 3 4 5 6 7 
I use the system 
much faster in the 
end than in the 
beginning. 

       
       

1 2 3 4 5 6 7 

 

Free comment: 

______________________________________________________________________

______________________________________________________________________ 

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________ 
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APPENDIX 6 EXPERIMENT QUESTIONNAIRE 
 

Please select the right answer of the following questions based on your experience of 
the tests.  

Ascending =    +Click; Warning = Slight warning+Click; No dwell = only Click. 

Which one of the feedbacks do you prefer? 
 Ascending  Warning  No dwell 

 
Which one of the feedbacks would you like to use for longer time? 

 Ascending  Warning  No dwell 
 
Which one of the feedbacks requires lowest cognition load? 

 Ascending  Warning  No dwell 
 
Which one of the feedbacks requires lowest physical load? 

 Ascending  Warning  No dwell 
 
Which one of the feedbacks is most comfortable for use? 

 Ascending  Warning  No dwell 
 
Which one of the feedbacks is easiest for use? 

 Ascending  Warning  No dwell 
 
Which one of the feedbacks is most easily to learn how to use? 

 Ascending  Warning  No dwell 
 
 

Free comments: 

______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
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APPENDIX 7 INTERVIEW QUESTIONS 
 

In the process of your tasks, do you have any difficulties? What are them? 

______________________________________________________________________
______________________________________________________________________ 

Which feedback do you think is the best one? Why? 

______________________________________________________________________
______________________________________________________________________ 

Which one of the feedbacks is most intuitive?  

______________________________________________________________________
______________________________________________________________________ 

Do you have any suggestions for modifying the feedbacks? (if any, focus on the haptic 
feedbacks) 

______________________________________________________________________
______________________________________________________________________ 

Backup: Do you think haptic feedback can be an effective feedback for indicating the 
dwell time progression in this eye typing interaction?  

______________________________________________________________________
______________________________________________________________________ 

 

Free comments: 

______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 


