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#### Abstract

The regulated rewriting mechanism is one of the most efficient methods to augment the Chomsky hierarchy with a large variety of language classes. In this paper we investigate the derivation process in regulated rewriting grammars such as matrix grammars, programmed grammars, and random context grammars by studying their Szilard languages. We prove that Szilard languages associated with unrestricted derivations in these grammars can be recognized in logarithmic time and space by indexing alternating Turing machines. Hence, these classes of Szilard languages belong to the $U_{E^{*}}$-uniform $\mathcal{N C}^{1}$ class [40]. In general, leftmost Szilard languages of regulated rewriting grammars can be recognized in logarithmic space and square logarithmic time. Hence, these classes of languages belong to $\mathcal{N C}^{2}[40]$.


## 1 Introduction

When we consider a formal grammar one of the very first tasks is to study the derivation mechanism of the system in question. Once derivation properties have been settled on, we can go further by studying closure properties, decidability properties, or the computational power of that generative device. One of the most important tools to investigate the derivation mechanism in formal language theory, is the Szilard language. If labels are associated with productions in one-to-one correspondence, then each terminal derivation can be expressed as a word over the set of labels, such that labels in this word are concatenated in the same order they have been used during the derivation. Informally, the Szilard language associated with a generative device is the set of all words obtained in this way.

The concept of Szilard language has been first introduced for Chomsky grammars, under the name of "label language", "associate language", or "derivation language", in [19], [34], [36], and [43]. Roots of Szilard languages come from [2] and [42]. The notion has been extended afterwards for several other generative devices, such as pure context-free grammars [30] and regulated rewriting grammars [13], [15], [35], and [41]. If restrictions are imposed on the derivation order then particular classes of Szilard languages, such as leftmost Szilard languages [27], canonical label languages [6], and depth-first and breadth-first Szilard languages [29] are obtained.

Hierarchies and closure properties of Szilard languages associated with (pure) context-free grammars are considered in [30], [31], [32], [36], and [42]. Szilard languages of (pure) context-free grammars are very weak in closure properties. They are not closed under union, concatenation, homomorphism and inverse homomorphism, Kleene + , or intersection with regular languages. Hence, none of them form even a trio family ${ }^{1}$ of languages. In [42] it is proved that the closure of Szilard languages of context-free grammars under the intersection with regular languages equals the family of derivation languages associated with context-free matrix grammars. Another characterization of matrix context-free languages by means of Szilard languages is provided in [11]. There exists a proper hierarchy of Szilard languages of pure context-free grammars with respect to the degree of grammars [30]. There exits also a proper hierarchy of Szilard languages of context-free grammars with respect to a certain homomorphism [31].

Decidability properties of Szilard languages associated with context-free grammars are investigated in [26], [31], [34], and [36]. The emptiness, finiteness, and equivalence problems are decidable for these languages [36]. The inclusion problem for leftmost Szilard languages is decidable [26], [34], and for unrestricted Szilard languages it is NP-complete [31]. The fitting problem [24] and the left fitting problem [25], i.e., whether a given leftmost Szilard language is in the family of Szilard languages, are decidable, too. Several operations on Szilard languages and semilinearity properties of these languages are studied in [21] and [28], respectively.

Time and space bounds of Turing machines or multicounter machines to recognize Szilard languages associated with Chomsky grammars, are presented in [37] and [23]. In [37] it is proved that (leftmost) Szilard languages of context-free grammars can be recognized by a linear bounded ${ }^{2}$ (realtime) multicounter machine. Since each realtime multicounter machine can be simulated by a deterministic off-line ${ }^{3}$ Turing machine with logarithmic space, in terms of the length of the input string [18], it follows that the class of Szilard languages and (leftmost) Szilard languages associated with context-free grammars are contained ${ }^{4}$ in DSPACE $(\log n)$. In [9] we strengthened this result by proving that the above classes of Szilard languages can be accepted by an indexing alternating Turing machine (henceforth indexing ATM) in logarithmic time and space. Since the class of languages recognizable by an indexing ATM in logarithmic time equals the $U_{E^{*}}$-uniform $\mathcal{N C}{ }^{1}$ class [40], we obtain that the above classes of Szilard languages are strictly contained in $\mathcal{N C}{ }^{1}$, i.e., the class of Boolean functions computable by polynomial size Boolean circuits, with depth $\mathcal{O}(\log n)$ and constant fan-in [45].

Characterizations of (leftmost) Szilard languages of context-free and phrase-

[^0]structure (unrestricted) grammars in terms of Turing machine resources are provided in [23]. It is proved that $\log n$ is the optimal space bound for an on-line ${ }^{5}$ deterministic Turing machine to recognize (leftmost) Szilard languages of context-free grammars. It is also an optimal bound for an off-line deterministic Turing machine to recognize leftmost Szilard languages of phrase-structure grammars. However, the optimal bound for an on-line deterministic Turing machine to recognize leftmost Szilard languages of context-free and phrase-structure grammars is $n$, where $n$ is the length of the input word. Since leftmost Szilard languages of phrase-structure grammars are off-line recognizable by a deterministic Turing machine that uses only logarithmic space, in terms of the input string, leftmost Szilard languages of phrasestructure grammars are included in DSPACE $(\log n)$. In [9] we proved that the class of leftmost Szilard languages of phrase-structure grammars is strictly included in $\mathcal{N C}{ }^{1}$ under the $U_{E^{*-}}$ uniformity restriction.

Regulated grammars are formal grammars composed of Chomsky rules for which the derivation mechanism obeys several filters and controlling constraints that allow or prohibit the use of the rules during the generative process. For formal definitions and results concerning grammars with regulated rewriting the reader is referred to [13]. In this paper we deal with three types of rewriting mechanisms provided by matrix grammars, programmed grammars, and random context grammars. These grammars are equivalent concerning their generative power [13], but they are interesting because each of them uses totally different regulating restrictions in the derivation mechanism, providing thus good structures to handle a large variety of problems in formal languages, computational linguistics, programming languages, and even graph theory.

This work is dedicated to the complexity of Szilard languages associated with these three types of regulated grammars. The main aim is to relate the corresponding classes of Szilard languages to parallel complexity classes, such as ALOGTIME, $\mathcal{N C}{ }^{1}$, and $\mathcal{N C}^{2}$, where $\operatorname{ALOGTIME}$ is the class of languages recognizable by an indexing ATM in logarithmic time [4], [7]. Approaching Szilard languages to low level complexity classes, such as $\mathcal{N C}{ }^{1}$ and $\mathcal{N} \mathcal{C}^{2}$, is the most natural way to relate these classes to circuit complexity classes [45], bringing thus new insights in finding fast parallel algorithms to recognize classes of languages generated by the above regulated mechanisms. Based on the method used in [9] we prove that unrestricted Szilard languages associated with matrix, programmed, and random context grammars are contained in the $U_{E^{* *}}$ uniform $\mathcal{N} \mathcal{C}^{1}$ class. In general, leftmost Szilard languages of regulated rewriting grammars can be recognized in logarithmic space and square logarithmic time. Hence, these classes of leftmost Szilard languages belong to the $\mathcal{N C}^{2}$ class [40].

The paper is structured as follows. In Section 2 we introduce the main notions concerning Chomsky grammars and the Chomsky hierarchy. We also present several complexity results of (leftmost) Szilard languages associated with context-free and phrase-structure grammars. In Section 3 we present complexity results for Szilard languages associated with matrix grammars. Section 4 is dedicated to the complexity of Szilard languages of programmed grammars, while in Section 5 we investigate

[^1]the complexity of Szilard languages associated with random context grammars. We conclude in Section 6 with some remarks on Szilard languages of regulated grammars with context-sensitive and phrase-structure rules.

## 2 Chomsky Grammars and Szilard Languages - Prerequisites

Chomsky grammars [8] have played a crucial role in the field of theoretical computer science, especially in formal languages and programming languages. In this section we introduce the main notions and notations that concern Chomsky grammars and the Chomsky hierarchy. We briefly present several complexity results that concern Szilard languages associated with Chomsky grammars. We assume the reader to be familiar with the basic notions of formal language theory [33], [42].

Let $X$ be a finite nonempty alphabet. We denote by $\lambda$ the empty string, by $|x|_{a}$ the number of occurrences of the letter $a$ in the string $x$, and by $|x|$ the length of $x \in X^{*}$. We denote by $|X|$ the cardinality of the set $X$.

Definition 1 A phrase-structure grammar (PSG) or Chomsky grammar (CG) is a quadruple $G=(N, T, P, S)$, where $N$ and $T, N \cap T=\emptyset$, are finite sets of nonterminals and terminals, respectively. $S \in N-T$ is the axiom, and $P$ is a finite set of rules of the form $\alpha \rightarrow \beta, \alpha \in(N \cup T)^{*} N(N \cup T)^{*}$ and $\beta \in(N \cup T)^{*}$.

In the sequel, for any phrase-structure rule $p$ of the form $\alpha \rightarrow \beta, \alpha$ and $\beta$ are called the left-hand side and the right-hand side of $p$, respectively. If $\beta \in T^{*}$, then $p$ is called terminal rule. Otherwise, $p$ is called non-terminal rule. If $\beta=\lambda$, then $p$ is called erasing rule.

Definition 2 Let $G=(N, T, P, S)$ be a PSG and let $x, y \in(N \cup T)^{*}$. We say that $x$ directly derives $y$, written as $x \Rightarrow_{G} y$, if there exist $\alpha_{1}, \alpha_{2}, \alpha, \beta \in(N \cup T)^{*}$, such that $x=\alpha_{1} \alpha \alpha_{2}, y=\alpha_{1} \beta \alpha_{2}$, and $\alpha \rightarrow \beta \in P$. We denote by $\Rightarrow_{G}^{*}$ the reflexive and transitive closure of $\Rightarrow$. The language generated by $G$ is defined as $L(G)=\left\{w \mid w \in T^{*}, S \Rightarrow_{G}^{*} w\right\}$.

Definition 3 Let $G=(N, T, P, S)$ be a PSG.

1. If no restrictions are imposed on rules in $P$ then $G$ is called recursivelyenumerable or unrestricted (type 0) grammar.
2. If each rule in $P$ is of the form $\alpha A \gamma \rightarrow \alpha \beta \gamma$, where $A \in N, \alpha, \gamma \in(N \cup T)^{*}$, $\beta \in(N \cup T)^{+}$, then $G$ is a context-sensitive (type 1) grammar. Moreover, $G$ may contain the rule $S \rightarrow \lambda$, assuming that $S$ does not occur on the right-hand side of any rule in $P$.
3. If each rule in $P$ is of the form $\alpha \rightarrow \beta,|\alpha| \leq|\beta|$, then $G$ is a monotonous (type 1) grammar. Moreover, the grammar may contain the rule $S \rightarrow \lambda$, assuming that $S$ does not occur on the right-hand side of any rule in $P$.
4. If each rule in $P$ is of the form $\alpha \rightarrow \beta, \alpha \in N$ and $\beta \in(N \cup T)^{*}$, then $G$ is a context-free (type 2) grammar.
5. If each rule in $P$ is of the form $\alpha \rightarrow \beta, \alpha \in N$ and $\beta \in T^{*} \cup T^{*} N$, then $G$ is a regular (type 3) grammar.

Note that the definitions of a type 1 grammar provided at items 2 and 3 are equivalent, in the sense that the grammars generate the same class of languages. We denote by $R E G, C F G, C S G$, and $P S G$ the set of all regular (type 3), contextfree (type 2), context-sensitive or monotonous (type 1), and phrase-structure (type $0)$ grammars, respectively. The classes of languages generated by $R E G s, C F G s$, $C S G s$, and PSGs are denoted by $R E G L, C F L, C S L$, and $P S L$, respectively. The class $P S L$ equals the class of recursively enumerable languages, also denoted by $R E$. Between these classes of languages the next inclusions (Chomsky hierarchy) hold $R E G L \subset C F L \subset C S L \subset R E$.

If rules in a CG are uniquely labeled, then each terminal derivation ${ }^{6}$ in the grammar can be expressed as a unique word over the set of all labels. Informally, the Szilard (control) word associated with a terminal derivation in a CG, is obtained by concatenating the labels of components in the same order they have been used during the derivation. The Szilard language associated with a CG is the set of all words obtained in this way. In the sequel, for the sake of simplicity, we use the same notation both for a rule and the label associated with it.

Definition 4 Let $G=(N, T, S, P)$ be a CG, $P=\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$ the set of productions, $L(G)$ the language generated by $G$, and $w$ a word in $L(G)$. The Szilard word of $w$ associated with the derivation $D: S=w_{0} \Rightarrow_{p_{i_{1}}} w_{1} \Rightarrow_{p_{i_{2}}} \ldots \Rightarrow_{p_{i_{s}}} w_{s}=w$ is defined as $S z_{D}(w)=p_{i_{1}} p_{i_{2}} \ldots p_{i_{s}}, p_{i_{j}} \in P, 1 \leq j \leq s$. The Szilard language of $G$ is $S z(G)=\left\{S z_{D}(w) \mid w \in L(G), D\right.$ is a derivation of $\left.w\right\}$.

Definition 5 Let $G=(N, T, S, P)$ be a CG. A terminal derivation $D: S=w_{0} \Rightarrow_{p_{i_{1}}}$ $w_{1} \Rightarrow_{p_{i_{2}}} \ldots \Rightarrow_{p_{i_{s}}} w_{s}=w$ is a leftmost derivation of $w$, if for each $1 \leq j \leq s, w_{j-1}=$ $u_{j-1} \alpha_{j} v_{j-1} \Rightarrow{ }_{p_{i_{j}}} u_{j-1} \beta_{j} v_{j-1}=w_{j}, u_{j-1} \in T^{*}$, where $p_{i_{j}}$ is the rule $\alpha_{j} \rightarrow \beta_{j}$ in $P$. The leftmost Szilard language of a grammar $G$ is $S z_{\text {left }}(G)=\left\{S z_{D}(w) \mid w \in L(G), D\right.$ is a leftmost derivation of $w\}$.

Consider $S Z(X)=\{S z(G) \mid G$ is an X-grammar $\}$ and $S Z L(X)=\left\{S z_{\text {left }}(G) \mid G\right.$ is an X-grammar\}, the classes of Szilard languages and leftmost Szilard languages associated with $X$-grammars, where $X \in\{R E G, C F, C S, P S\}$. It is well known that $S Z(R E G) \subset R E G L, S Z(C F)$ and $C F L$ are incomparable, $S Z(P S) \subset C S L$ and $S Z L(P S) \subset C F L$. Concerning the time and space of Turing machines recognizing Szilard languages, the best upper bounds known so far are $S Z(P S) \subseteq$ $N T I M E\left(n^{2}\right) \subseteq D L I N S P A C E, S Z(C F) \subseteq D S P A C E(\log n)$, and $S Z L(P S) \subseteq$ $D S P A C E(\log n)$ [23], [37].

An indexing ATM [7] is an alternating Turing machine that is allowed to write any binary number on a special tape, called index tape. This number is interpreted

[^2]as an address of a location on the input tape. With $i$, written in binary on the index tape, the machine can read the symbol placed on the $i^{t h}$ cell of the input tape. Using universal states to relate different branches on the computation, an indexing ATM can read an input string of length $n$, in $\mathcal{O}(\log n)$ time. For the formal definition and complexity results on ATMs the reader is referred to [4], [7], and [40].

The next results concerning the Szilard languages of CFGs, CSGs, and PSGs are provided in [9].

Theorem 1 Each language $L \in X, X \in\{S Z(C F), S Z L(C F), S Z L(C S), S Z L(P S)\}$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

As a consequence of Theorem 1 and the properties of ATMs [40], we have
Theorem $2 S Z(C F), S Z L(C F), S Z L(C S), S Z L(P S) \subset \mathcal{N C}^{1} \subseteq D S P A C E(\log n)$.
Due to the weak restrictions imposed on the types of rules and derivation mechanism, the Chomsky hierarchy is a sparse hierarchy. However, if restrictions are imposed on rules and on the classical derivation mechanism in CGs, this hierarchy can be substantially augmented with a rich variety of language classes. A possibility to achieve this goal is to make use of regulated rewriting mechanisms which consist of several filtering and controlling constraints imposed on derivations. These constraints may allow or forbid some derivations to develop, by generating terminal strings. For formal definitions and results concerning the large variety of regulated rewriting mechanisms the reader is referred to [13].

In the sequel we only deal with matrix grammars, programmed grammars, and random context grammars. We describe the derivation mechanism for these regulated rewriting grammars and we present new results concerning the complexity of the corresponding Szilard languages.

## 3 Szilard Languages of Matrix Grammars

Matrix grammars (MGs) are regulated rewriting grammars in which rules are grouped into matrices. A matrix can be applied if the left-hand side of the first rule in the matrix sequence occurs in the sentential form. Once a matrix becomes active, rules are applied one by one, according to the order provided by the finite sequence defining the matrix. MGs with appearance checking are particular MGs, in which some rules occurring in the matrix sequence can be passed over.

MGs with context-free rules have been first defined in [1] in order to increase the generative power of CFGs. The definition has been extended for the case of phrasestructure rules in [13]. The generative power of these devices has been studied in [13], [14], and [41].

### 3.1 Matrix Grammars - Prerequisites

Definition 6 A matrix grammar with appearance checking is a quintuple $G=$ $(N, T, S, M, F)$ where $N, T$, and $S$ are specified as in a CG, $M=\left\{m_{1}, m_{2}, \ldots, m_{k}\right\}$, $k \geq 1$, is a finite set of sequences of Chomsky rules of the form $m_{j}=\left(p_{j_{1}}, p_{j_{2}}, \ldots, p_{j_{k(j)}}\right)$,
$k(j) \geq 1,1 \leq j \leq k$, and $F$ is a subset of all productions occurring in the elements of $M$, i.e., $F \subseteq\left\{p_{j_{r}} \mid 1 \leq j \leq k, 1 \leq r \leq k(j)\right\}$. A matrix grammar $G=(N, T, S, M, F)$ without appearance checking has $F=\emptyset$. If all rules in $M$ are phrase-structure (PS), context-sensitive (CS), context-free (CF), or regular (REG) rules then $G$ is a PS, $\mathrm{CS}, \mathrm{CF}$, or REG matrix grammar, respectively.

Definition 7 Let $G=(N, T, S, M, F)$ be a MG and $V=N \cup T$. We say that $x \in V^{+}$directly derives $y \in V^{*}$ in appearance checking mode by application of a rule $p$ of the form $\alpha \rightarrow \beta$, written as $x \Rightarrow^{a c} y$, if one of the following conditions hold: $i$ ) $x=x_{1} \alpha x_{2}$ and $y=y_{1} \beta y_{2}$, or $i i$ ) the rule $\alpha \rightarrow \beta$ is not applicable to $x$, i.e., $\alpha$ is not a substring of $x$, the rule $p$ belongs to $F$, and $x=y$, i.e., $x$ is not changed.

Hence, when a matrix $m_{j}, 1 \leq j \leq k$, becomes active, rules in $m_{j} \cap F$ can be passed over if they cannot be applied, i.e., if the nonterminal rewritten by a rule in $m_{j} \cap F$ does not occur in the sentential form on which $m_{j}$ is applied, or it occurs but rewriting it the derivation is blocked or never ends (because of the exceeding number of nonterminals). However, rules in $m_{j} \cap F$ must be effectively applied, if this is possible, i.e., nonterminals rewritten by rules in $m_{j} \cap F$ occurs in the current sentential form and rewriting them leads to terminal derivations.

Definition 8 Let $G=(N, T, S, M, F)$ be a MG and $V=N \cup T$. For $m_{j}=$ $\left(p_{j_{1}}, p_{j_{2}}, \ldots, p_{j_{k(j)}}\right), k(j) \geq 1,1 \leq j \leq k$, and $x, y \in V^{*}$, we define $x \Rightarrow_{m_{j}} y$ by $x=x_{0} \Rightarrow{ }_{p_{j_{1}}}^{a c} x_{1} \Rightarrow{ }_{p_{j_{2}}}^{a c} x_{2} \Rightarrow{ }_{p_{j_{3}}}^{a c} \ldots \Rightarrow{ }_{p_{j_{k(j)}}}^{a c} x_{j_{k(j)}}=y$. The language $L(G)$ generated by $G$, with appearance checking, is defined as the set of all words $w \in T^{*}$ such that there is a derivation $D: S \Rightarrow_{m_{i_{1}}} y_{1} \Rightarrow_{m_{i_{2}}} y_{2} \Rightarrow_{m_{i_{3}}} \ldots \Rightarrow_{m_{i_{q}}} w$, for some $q \geq 1$, $1 \leq i_{j} \leq k, 1 \leq j \leq q$.

Denote by $L(M, X)$ and $L(M, X, a c)$ the classes of languages generated by MGs and MGs with appearance checking, respectively, with $X$-rules ${ }^{7}, X \in\{R E G, C F, C F-$ $\lambda, C S, P S\}$. The following inclusions hold [13], [14]:

1. $C F L \subset L(M, C F-\lambda) \subset L(M, C F-\lambda, a c) \subset C S L \subset L(M, C F, a c)=R E$,
2. $C F L \subset L(M, C F-\lambda) \subset L(M, C F) \subset R E$,
3. $L(M, X)=L(M, X, a c)=X L, X \in\{R E G, C S, P S\}$.

Since rules in a MG are arranged into matrices, and rules inside each matrix are applied in a predefined order, for the case of MGs it is more convenient to associate labels with matrices than with rules. In this manner each terminal derivation in a MG can be expressed as a word over the set of labels associated in one-to-one correspondence with matrices in the grammar, such that labels are concatenated in the same order they have been used during the derivation. Informally, the Szilard language associated with a MG is the set of all words obtained in this way. In the sequel, for the sake of simplicity, we use the same notation both for a matrix and the label associated with it. Formally, we have

Definition 9 Let $G=(N, T, S, M, F)$ be a MG, $M=\left\{m_{1}, m_{2}, \ldots, m_{k}\right\}$ the set of matrices of $G, L(G)$ the language generated by $G$, and $w \in L(G)$. The Szilard word

[^3]of $w$ associated with the derivation $D: S \Rightarrow m_{i_{1}} y_{1} \Rightarrow_{m_{i_{2}}} y_{2} \Rightarrow_{m_{i_{3}}} \ldots \Rightarrow_{m_{i_{q}}} w$ in $G$ is defined as $S z_{D}(w)=m_{i_{1}} m_{i_{2}} \ldots m_{i_{q}}, m_{i_{j}} \in M$, for some $q \geq 1,1 \leq i_{j} \leq k, 1 \leq j \leq q$. The Szilard language of $G$ is $S z(G)=\left\{S z_{D}(w) \mid w \in L(G), D\right.$ is a derivation of $\left.w\right\}$.

We denote by $S Z M(X)$ and $S Z M^{a c}(X)$ the classes of Szilard languages associated with matrix grammars and matrix grammars with appearance checking with $X$ rules, $X \in\{C F, C S, P S\}$, respectively.

At each step of derivation a MG nondeterministically chooses which matrix is applied, if the nonterminal rewritten by the first rule of the sequence that identifies the matrix occurs in the sentential form. Once a component becomes active, it works deterministically, in the sense that the order in which the rules are applied is predefined by their order in the matrix sequence. However, the order in which multiple occurrences of a nonterminal in a sentential form are rewritten, is still nondeterministically chosen. A possibility to reduce the high nondeterminism in MGs is to impose an order on which nonterminals occurring in a sentential form can be rewritten. As in the case of CGs, the most significant is the leftmost derivation order [12], [13], [17], [41]. In this paper we focus only on three types of leftmost derivation, defined in [13] for MGs with context-free rules, as follows.

Definition 10 Let $G=(N, T, S, M, F)$ be a MG with CF rules. A derivation in $G$ is called

- leftmost-1 if each rule used in the derivation either rewrites the leftmost nonterminal occurring in the current sentential form or it cannot be applied in this leftmost derivation manner and it is passed over (the appearance checking case),
- leftmost-2 if at each step of a derivation, the leftmost occurrence of a nonterminal which can be rewritten is rewritten,
- leftmost-3 if each rule used in the derivation either rewrites the leftmost occurrence of its left-hand side in the current sentential form, or it cannot be applied in this leftmost derivation manner and it is passed over (the appearance checking case).

Note that the above definition is universally applicable for regulated rewriting grammars such as programmed or random-context grammars.

In terms of matrices, for the case of leftmost- 1 derivation, once a matrix becomes active, i.e., the first rule of the matrix rewrites the leftmost nonterminal occurring in the sentential form, each rule in the sequence that defines the matrix must rewrite the leftmost nonterminal occurring in the current sentential form. If a certain rule of a matrix, applied in leftmost-1 derivation manner, cannot rewrite the leftmost nonterminal then the rule is passed over if this belongs to $F$.

A matrix is applicable in leftmost-2 derivation manner if its first rule rewrites the leftmost nonterminal that can be rewritten. In other words, if the first rule of matrix $m_{j}$ rewrites, in leftmost- 2 derivation manner, the first occurrence of a nonterminal $X$, then no other matrix $m_{j^{\prime}}$ exists such that the first rule in $m_{j^{\prime}}$ rewrites a nonterminal
$X^{\prime}$, where $X^{\prime}$ occurs before $X$ in the sentential form on which $m_{j}$ has been applied. No other restrictions are imposed on the rules that defines the matrix sequence.

A matrix is applicable in leftmost-3 derivation manner if each rule of the matrix rewrites the leftmost occurrence of its left-hand side occurring in the sentential form. If a certain rule in the matrix sequence, applied in leftmost-3 derivation manner, cannot rewrite the leftmost occurrence of its left-hand side, i.e., either the nonterminal does not occur, or rewriting the leftmost occurrence of this nonterminal leads to a never ended derivation, then the rules is passed over if this belongs to $F$.

Szilard languages associated with leftmost- $i, i \in\{1,2,3\}$, derivations are defined in the same way as in Definition 9 , with the specification that $D$ is a leftmost- $i$ derivation of $w$. We denote by $S Z M L_{i}(X)$ and $S Z M L_{i}^{a c}(X)$ the classes of leftmost$i, i \in\{1,2,3\}$, Szilard languages associated with MGs and MGs with appearance checking with $X$ rules, $X \in\{C F, C S, P S\}$, respectively.

Henceforth, in any reference to a MG $G=\left(N, T, A_{1}, M, F\right), A_{1}$ is considered to be the axiom, $N=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ the ordered finite set of nonterminals, and $M=\left\{m_{1}, m_{2}, \ldots, m_{k}\right\}$ the ordered finite set of labels associated with matrices in $M$. If $G$ is a MG without appearance checking, then $F=\emptyset$. Otherwise, $G$ is a MG with appearance checking. Each matrix $m_{j}, 1 \leq j \leq k$, is a sequence of the form $m_{j}=\left(p_{j_{1}}, p_{j_{2}}, \ldots, p_{j_{k(j)}}\right), k(j) \geq 1$, where each $p_{j_{r}}, 1 \leq r \leq k(j)$, is a PS rule of the form $\alpha_{j_{r}} \rightarrow \beta_{j_{r}}, \alpha_{j_{r}} \in(N \cup T)^{*} N(N \cup T)^{*}$ and $\beta_{j_{r}} \in(N \cup T)^{*}$. If $G$ is specified as being a MG with CS or CF rules, then each rule in $m_{j}$ is a CS or CF rule, as defined in Definition 3.

We define the net effect of rule $p_{j_{r}}, 1 \leq r \leq k(j)$, with respect to each nonterminal $A_{l} \in N, 1 \leq l \leq m$, as being the difference $d f_{A_{l}}\left(p_{j_{r}}\right)=\left|\beta_{j_{r}}\right|_{A_{l}}-\left|\alpha_{j_{r}}\right|_{A_{l}}$.

If $G$ is a MG without appearance checking, then the net effect of matrix $m_{j}$ with respect to each nonterminal $A_{l} \in N, 1 \leq l \leq m$, is the $\operatorname{sum} s_{A_{l}}\left(m_{j}\right)=$ $\Sigma_{r=1}^{k(j)} d f_{A_{l}}\left(p_{j_{r}}\right)$. To each matrix $m_{j}$ we associate a vector $V\left(m_{j}\right) \in \mathbf{Z}^{m}$ defined by $V\left(m_{j}\right)=\left(s_{A_{1}}\left(m_{j}\right), s_{A_{2}}\left(m_{j}\right), \ldots, s_{A_{m}}\left(m_{j}\right)\right)$, where $\mathbf{Z}$ is the set of integers. Depending on the context, the value of $V\left(m_{j}\right)$ taken at the $l^{t h}$ place, $1 \leq l \leq m$, i.e., $V_{l}\left(m_{j}\right)$, is also denoted by $V_{A_{l}}\left(m_{j}\right)$ or $V_{\alpha_{j_{r}}}\left(m_{j}\right)$ if $p_{j_{r}}$ is a rule of the form $\alpha_{j_{r}} \rightarrow \beta_{j_{r}}$ and $\alpha_{j_{r}}=A_{l}$.

If $G$ is a MG with appearance checking, then a policy of a matrix $m_{j}$ is a choice of $m_{j}$ of using a certain combination of rules in $m_{j} \cap F$, along with all rules in $m_{j}-F, 1 \leq j \leq k$. Let $\ell_{j}^{q}$ be a policy of $m_{j}$ identified by the sequence $m_{j}^{q}=\left(p_{j, 1}^{q}, p_{j, 2}^{q}, \ldots, p_{j, \xi_{j}^{q}}^{q}\right)$.

The net effect of matrix $m_{j}$ with respect to policy $\ell_{j}^{q}$ and nonterminal $A_{l} \in$ $N$ is defined by the $\operatorname{sum} s_{A_{l}}\left(\ell_{j}^{q}\right)=\Sigma_{r=1}^{\xi_{j}^{q}} d f_{A_{l}}\left(p_{j, r}^{q}\right)$. To each policy $\ell_{j}^{q}$, identified by the sequence $m_{j}^{q}$, we associate a vector $V\left(\ell_{j}^{q}\right) \in \mathbf{Z}^{m}$ defined by $V\left(\ell_{j}^{q}\right)=$ $\left(s_{A_{1}}\left(\ell_{j}^{q}\right), s_{A_{2}}\left(\ell_{j}^{q}\right), \ldots, s_{A_{m}}\left(\ell_{j}^{q}\right)\right)$. The value of $V\left(\ell_{j}^{q}\right)$ taken at the $l^{t h}$ place, $1 \leq l \leq m$, is denoted by $V_{l}\left(\ell_{j}^{q}\right)=s_{A_{l}}\left(\ell_{j}^{q}\right)$, or by $V_{\alpha_{j, r}^{q}}\left(\ell_{j}^{q}\right)=s_{\alpha_{j, r}^{q}}\left(\ell_{j}^{q}\right)$, where $p_{j, r}^{q}$ is a context-free rule of the form $\alpha_{j, r}^{q} \rightarrow \beta_{j, r}^{q}$.

### 3.2 On the Complexity of Unrestricted Szilard Languages

In this subsection we focus on Szilard languages of MGs with CF rules, with or without appearance checking. The case of Szilard languages of MGs with CS and PS rules is briefly discussed in Section 6. For Szilard languages associated with MGs without appearance checking and CF rules we have the next result.

Theorem 3 Each language $L \in S Z M(C F)$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Proof. Let $G=\left(N, T, A_{1}, M, F\right)$ be an arbitrary MG, without appearance checking, with CF rules. Hence, each matrix $m_{j}, 1 \leq j \leq k$, is a sequence of CF rules, $m_{j}=\left(p_{j_{1}}, p_{j_{2}}, \ldots, p_{j_{k(j)}}\right)$, where each $p_{j_{r}}$ is of the form $\alpha_{j_{r}} \rightarrow \beta_{j_{r}}, \alpha_{j_{r}} \in N$ and $\beta_{j_{r}} \in(N \cup T)^{*}, 1 \leq r \leq k(j)$. Consider an indexing ATM $\mathcal{A}$ composed of an input tape that stores an input word, $\eta \in M^{*}$, of length $n, \eta=\eta_{1} \eta_{2} \ldots \eta_{n}$, an index tape to read the input symbols, and a working tape composed of three tracks.

At the beginning of the computation the first track stores $k+1$ vectors, $V^{0}$ that corresponds to the axiom, i.e., $V_{1}^{0}=V_{A_{1}}^{0}=1$ and $V_{l}^{0}=V_{A_{l}}^{0}=0,2 \leq l \leq m$, and $V\left(m_{j}\right), 1 \leq j \leq k$. The other two tracks are initially empty.

Level 1 (Existential) In an existential state $\mathcal{A}$ guesses the length of $\eta$ and verifies the correctness of this guess, i.e., writes on the index tape $n$, and checks whether the $n^{\text {th }}$ cell of the input tape contains a terminal symbol and the cell $n+1$ contains no symbol. The correct value of $n$ is recorded in binary on the second track of the working tape. This procedure requires $\mathcal{O}(\log n)$ time and space.

Level 2 (Universal) $\mathcal{A}$ spawns $n$ universal processes $\wp_{i}, 1 \leq i \leq n$.

- The first process reads $\eta_{1}=\left(p_{\eta_{1}, 1}, p_{\eta_{1}, 2}, \ldots, p_{\eta_{1}, k_{\eta_{1}}}\right)$. Then $\mathcal{A}$ checks whether $\alpha_{\eta_{1}, 1}=$ $A_{1}$ and $s d f_{\alpha_{\eta_{1}, r+1}}=V_{\alpha_{\eta_{1}, r+1}}^{0}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{1}, r+1}}\left(p_{\eta_{1}, l}\right) \geq 1,1 \leq r \leq k_{\eta_{1}}-1$, i.e., whether the nonterminal $\alpha_{\eta_{1}, r+1}$ rewritten by the $(r+1)^{\text {th }}$ rule of $\eta_{1}$, exists in the sentential form generated up to the $r^{\text {th }}$ step of the derivation performed by $\eta_{1}$. The process $\wp_{1}$ returns 1 if these conditions hold. Otherwise, $\wp_{1}$ returns 0 .
- For each $\wp_{i}, 2 \leq i \leq n-1, \mathcal{A}$ counts the number of occurrences of each matrix $m_{j} \in$ $M, 1 \leq j \leq k$, in $\eta^{(i)}=\eta_{1} \eta_{2} \ldots \eta_{i-1}$. Let us consider that each $m_{j}$ occurs in $\eta^{(i)}$ of $c_{j}^{(i)}$ times, $0 \leq c_{j}^{(i)} \leq i-1$. Then, for each $1 \leq l \leq m, \mathcal{A}$ computes the values $s_{l}^{(i)}=V_{l}^{0}+$ $\sum_{j=1}^{k} c_{j}^{(i)} V_{l}\left(m_{j}\right)$, i.e., $\mathcal{A}$ computes the number $s_{l}^{(i)}$ of occurrences of nonterminal $A_{l}$ in the sentential form upon which $\eta_{i}$ is applied. Consider $\eta_{i}=\left(p_{\eta_{i}, 1}, p_{\eta_{i}, 2}, \ldots, p_{\eta_{i}, k_{\eta_{i}}}\right)$ and $\alpha_{\eta_{i}, 1}=A_{q_{i}}, 1 \leq q_{i} \leq m$. Then $\mathcal{A}$ checks whether $s_{q_{i}}^{(i)}=s_{\alpha_{\eta_{i}, 1}}^{(i)} \geq 1$, i.e., whether the matrix $\eta_{i}$ can start the computation. For each $1 \leq r \leq k_{\eta_{i}}-1, \mathcal{A}$ checks whether ${ }^{8} s d f_{\alpha_{\eta_{i}, r+1}}=s_{\alpha_{\eta_{i}, r+1}}^{(i)}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{i}, r+1}}\left(p_{\eta_{i}, l}\right) \geq 1$, i.e., whether the rules $p_{\eta_{i}, r}$, $2 \leq r \leq k_{\eta_{i}}$, can be applied in the same order they occur in $\eta_{i}$. Each process $\wp_{i}$, $2 \leq i \leq n-1$, returns 1 if these conditions hold. Otherwise, it returns 0 .

[^4]- The last process $\wp_{n}$ counts the number $c_{j}^{(n)}$ of occurrences of each $m_{j}, 1 \leq j \leq k$, in $\eta^{(n)}=\eta_{1} \eta_{2} \ldots \eta_{n-1}$, and computes the sums $s_{l}^{(n)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(n)} V_{l}\left(m_{j}\right)$ and $s_{l}^{(n, \text { out })}=$ $V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(n)} V_{l}\left(\eta_{j}\right)+V_{l}\left(\eta_{n}\right), 1 \leq l \leq m . \quad$ Consider $\eta_{n}=\left(p_{\eta_{n}, 1}, p_{\eta_{n}, 2}, \ldots, p_{\eta_{n}, k_{\eta_{i}}}\right)$, and $\alpha_{\eta_{n}, 1}=A_{q_{n}}, 1 \leq q_{n} \leq m$. Then $\wp_{n}$ returns 1, if $s_{q_{n}}^{(n)} \geq 1, s d f_{\alpha_{n, r+1}}=$ $s_{\alpha_{\eta_{n}, r+1}}^{(n)}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{n}, r+1}}\left(p_{\eta_{n}, l}\right) \geq 1$, for each $1 \leq r \leq k_{\eta_{n}}-1$, and $s_{l}^{(n, o u t)}=0$, for each $1 \leq l \leq m$. Otherwise, $\wp_{n}$ returns 0 .

Each of the above processes uses the third track of the working tape for auxiliary computations, i.e., to record in binary the elements $c_{j}^{(i)}, 2 \leq i \leq n, 1 \leq j \leq k$, and to compute the sums $s_{l}^{(i)}, 2 \leq i \leq n, s d f_{\alpha_{\eta_{i}, r+1}}, 1 \leq r \leq k_{\eta_{i}}-1,1 \leq i \leq n$, and $s_{l}^{(n, \text { out })}, 1 \leq l \leq m$. The input $\eta$ is accepted if all $\wp_{i}, 1 \leq i \leq n$, returns 1, i.e., all $n$ universal branches are labeled by 1. If at least one of the above process returns 0 , then $\eta$ is rejected.

The counting procedure used by each process $\wp_{i}, 1 \leq i \leq n$, is a function in the $U_{E^{*} \text {-uniform }} N C^{1}$ class. The same observation holds for the summation of a constant number of vectors or multiplication of an integer of at most $\log n$ bits long with a binary constant. Hence, all the above operations can be performed by an ATM in $\log n$ time and space. The out-degree of the computation tree at this level is $n$. By using a divide and conquer procedure the computation tree can be converted into a binary tree of height at most $\log n$. Consequently, the procedure requires $\mathcal{O}(\log n)$ time and space.

Corollary $1 S Z M(C F) \subset \mathcal{N C}{ }^{1}$.
Proof. The claim is a direct consequence of Theorem 3 and results in [40]. The inclusion is strict since there exists $L=\left\{p^{n} \mid n \geq 0\right\} \in \mathcal{N C}{ }^{1}-S Z M(C F)$.

Corollary $2 S Z M(C F) \subset D S P A C E(\log n)$.
Proof. $S Z M(C F) \subset N C^{1} \subseteq D S P A C E(\log n)$.
Note that Theorem 3 holds also for any MG with CF rules and appearance checking, for which all rules in $m_{j} \cap F, 1 \leq j \leq k$, are passed over during any terminal derivation performed by the grammar. The proof is similar to the demonstration provided in Theorem 3, in which the net effect of each matrix $m_{j}, 1 \leq j \leq k$, applied in appearance checking mode, with respect to each nonterminal $A_{l} \in N, 1 \leq l \leq m$, is computed by the $\operatorname{sum} s_{A_{l}}\left(m_{j}\right)=s_{A_{l}}\left(\ell_{j}^{q}\right)=\Sigma_{p \in m_{j}-F} d f_{A_{l}}(p)$, where $\ell_{j}^{q}$ is that policy of $m_{j}$ that uses only rules in $m_{j}-F$, in the same order they occur in $m_{j}$.

Let $G$ be a MG with CF rules and appearance checking, for which some of the rules in $m_{j} \cap F, 1 \leq j \leq k$, can be passed over and some of the rules have to be effectively applied. When reading a symbol $\eta_{i}, 1 \leq i \leq n$, as in the proof of Theorem 3, an indexing ATM $\mathcal{A}$ cannot precisely estimate which of the rules in $m_{j} \cap F, 1 \leq j \leq k$, have been previously applied or not. Hence, $\mathcal{A}$ has to consider all possibilities of computing the net effect of each matrix $m_{j}, 1 \leq j \leq k$, occurring in the Szilard word, with respect to the definition of appearance checking mode.

If $c_{j}=\left|m_{j} \cap F\right|$, then each matrix $m_{j}, 1 \leq j \leq k$, may have $\binom{c_{j}}{0}+\binom{c_{j}}{1}+\ldots+\binom{c_{j}}{c_{j}}=$ $2^{c_{j}}$ policies. Namely, there exist $\binom{c_{j}}{0}$ choices of using no rule from $m_{j} \cap F,\binom{c_{j}}{1}$ choices of passing over only one rule from $m_{j} \cap F,\binom{c_{j}}{2}$ choices of passing over two rules from $m_{j} \cap F$, and so on. These policies are distinct, because each of them uses a distinct combination of rules in $m_{j} \cap F$. By defining an order on these policies we can uniquely label them. Thus, to the $q^{\text {th }}$ policy of matrix $m_{j}$, we associate the label $\ell_{j}^{q}, 1 \leq q \leq 2^{c_{j}}, 1 \leq j \leq k$. According to this observation, each matrix $m_{j}$ may have $2^{c_{j}}$ choices of computing its net effect. Although this means a very high nondeterminism, in terms of ATM resources, we still have the following

Theorem 4 Each language $L \in S Z M^{a c}(C F)$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Proof. Let $G=\left(N, T, A_{1}, M, F\right)$ be a MG with appearance checking and CF rules. Consider an indexing ATM $\mathcal{A}$ having a similar configuration as the machine used in Theorem 3, and let $\eta \in M^{*}, \eta=\eta_{1} \eta_{2} \ldots \eta_{n}$ be an input word of length $n$. To decide, by using logarithmic time and space, whether $\eta$ belongs to $S z(G)$ or not, $\mathcal{A}$ works as follows.

Level 1 (Existential) In order to guess the length of $\eta, \mathcal{A}$ proceeds with the procedure described at Level 1, Theorem 3. Then $\mathcal{A}$ proceeds with Levels 2-3.

Levels 2-3 (Universal-Existential) $\mathcal{A}$ spawns $n$ universal processes $\wp_{i}, 1 \leq i \leq n$, (Level 2). Each process checks whether the symbol placed at the $i^{t h}$ position in $\eta$, i.e., $\eta_{i}, 1 \leq i \leq n$, is the label of a matrix that can be applied in appearance checking after the matrices occurring in the Szilard word before $\eta_{i}$. This is performed as follows.

- The first process reads $\eta_{1}$. Suppose that $\eta_{1}$ is the label of a matrix with $2^{c_{n_{1}}}$ policies, where $c_{\eta_{1}}=\left|\eta_{1} \cap F\right|$, and that each policy $\ell_{q}^{q}, 1 \leq q \leq 2^{c_{\eta_{1}}}$, is characterized by a sequence of rules $m_{\eta_{1}}^{q}=\left(p_{\eta_{1}, 1}^{q}, p_{\eta_{1}, 2}^{q}, \ldots, p_{\eta_{1}, \xi_{\eta_{1}}^{q}}^{q}\right)$, where $p_{\eta_{1}, r}^{q}$ are rules in $\eta_{1}$ of the form $\alpha_{\eta_{1}, r}^{q} \rightarrow \beta_{\eta_{1}, r}^{q}, \alpha_{\eta_{1}, r}^{q} \in N, 1 \leq r \leq \xi_{\eta_{1}}^{q},\left|\eta_{1}-F\right| \leq \xi_{\eta_{1}}^{q} \leq\left|\eta_{1}\right|$. Then $\mathcal{A}$ checks whether there exists at least one sequence $m_{\eta_{1}}^{q}, 1 \leq q \leq 2^{c_{\eta_{1}}}$, such that $\alpha_{\eta_{1}, 1}^{q}=A_{1}$ and whether $s d f_{\alpha_{\eta_{1}, r+1}^{q}}=V_{\alpha_{\eta_{1}, r+1}^{q}}^{0}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{1}, r+1}^{q}}\left(p_{\eta_{1}, l}^{q}\right) \geq 1,1 \leq r \leq \xi_{\eta_{1}}^{q}-1$, i.e., whether the nonterminal ${ }^{9}$ rewritten by the $(r+1)^{\text {th }}$ rule of $m_{\eta_{1}}^{q}$, exists in the sentential form generated up to the $r^{t h}$ step of derivation performed by $m_{\eta_{1}}^{q}, 1 \leq r \leq \xi_{\eta_{1}}^{q}-1$. The process $\wp_{1}$ returns 1 if these conditions hold. Otherwise, $\wp_{1}$ returns 0 .
- For each $\wp_{i}, 2 \leq i \leq n-1$, consider $c_{j}^{(i)}$ the number of occurrences of each matrix $m_{j}, 1 \leq j \leq k$, in $\eta^{(i)}=\eta_{1} \eta_{2} \ldots \eta_{i-1}$. For each $m_{j}, \mathcal{A}$ guesses a $t_{j}^{(i)}$-tuple of integers $\left(c_{j, 1}^{(i)}, c_{j, 2}^{(i)}, \ldots, c_{j, 2^{c}-1}^{(i)}, c_{j, 2^{c}}^{(i)}\right)$, where each $c_{j, q}^{(i)}$, such that $0 \leq c_{j, q}^{(i)} \leq c_{j}^{(i)}$ and $\sum_{q=1}^{2^{c_{j}}} c_{j, q}^{(i)}=c_{j}^{(i)}$, represents the number of times the policy $\ell_{j}^{q}, 1 \leq q \leq 2^{c_{j}}$, can be used when matrix $m_{j}$ is activated on $\eta^{(i)}$. Then $\mathcal{A}$ spawns $\mathcal{N}^{(n)}=\mathcal{O}\left(n^{\sum_{j=1}^{k} 2^{c_{j}}}\right)$

[^5]existential branches ${ }^{10}$ (Level 3), each of which holds $k$ sequences of $t_{j}^{(i)}$-tuples, one tuple for each matrix $m_{j}, 1 \leq j \leq k$. On each branch, $\mathcal{A}$ computes the sums ${ }^{11}$ $s_{l}^{(i)}=V_{l}^{0}+\sum_{j=1}^{k} \sum_{q=1}^{2^{c} j} c_{j, q}^{(i)} V_{l}\left(\ell_{j}^{q}\right), 1 \leq l \leq m$. Suppose that $\eta_{i}$ is a matrix with $2^{c_{\eta_{i}}}$ policies, where $c_{\eta_{i}}=\left|\eta_{i} \cap F\right|$, and that each policy $\ell_{\eta_{i}}^{q}, 1 \leq q \leq 2^{c_{\eta_{i}}}$, is identified by the sequence $m_{\eta_{i}}^{q}=\left(p_{\eta_{i}, 1}^{q}, p_{\eta_{i}, 2}^{q}, \ldots, p_{\eta_{i}, \xi_{\eta_{i}}^{q}}^{q}\right)$, where $p_{\eta_{i}, r}^{q}$ are rules in $\eta_{i}$ of the form $\alpha_{\eta_{i}, r}^{q} \rightarrow \beta_{\eta_{i}, r}^{q}, 1 \leq r \leq \xi_{\eta_{i}}^{q},\left|\eta_{i}-F\right| \leq \xi_{\eta_{i}}^{q} \leq\left|\eta_{i}\right|$. Then $\mathcal{A}$ computes $s d f_{\alpha_{\eta_{i}, r+1}^{q}}=s_{\alpha_{\eta_{i}, r+1}^{q}}^{(i)}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{i}, r+1}^{q}}\left(p_{\eta_{i}, l}^{q}\right), 1 \leq r \leq \xi_{\eta_{i}}^{q}-1$, and it checks whether

1. $s_{\alpha_{\eta_{i}, 1}^{q}}^{(i)} \geq 1$, i.e., the first rule of policy ${ }^{12} \ell_{\eta_{i}}^{q}$ can be applied on $\eta^{(i)}=\eta_{1} \eta_{2} \ldots \eta_{i-1}$,
2. $s d f_{\alpha_{p_{\eta_{i}}, r+1}^{q}} \geq 1$, for each $1 \leq r \leq \xi_{\eta_{i}}^{q}-1$, i.e., the rules of the policy $\ell_{\eta_{i}}^{q}$ can be applied, one by one, in the order defined by the sequence $m_{\eta_{i}}^{q}$.

If conditions 1 and 2 hold, $\wp_{i}$ returns 1 . Otherwise, $\wp_{i}$ returns $0,2 \leq i \leq n-1$.

- Suppose $c_{j}^{(n)}$ is the number of occurrences of matrix $m_{j}, 1 \leq j \leq k$, in $\eta^{(n)}=$ $\eta_{1} \eta_{2} \ldots \eta_{n-1}$. For each $m_{j}, \mathcal{A}$ guesses a $t_{j}^{(n)}$-tuple of integers $\left(c_{j, 1}^{(n)}, c_{j, 2}^{(n)}, \ldots, c_{j, 2^{c}{ }_{j}-1}^{(n)}\right.$, $c_{j, 2^{c_{j}}}^{(n)}$, such that $0 \leq c_{j, q}^{(n)} \leq c_{j}^{(n)}$ and $\sum_{q=1}^{2^{c_{j}}} c_{j, q}^{(n)}=c_{j}^{(n)}$, where each $c_{j, q}^{(n)}$ represents the number of times the policy $\ell_{j}^{q}, 1 \leq q \leq 2^{c_{j}}$, can be used when matrix $m_{j}$ is activated in $\eta^{(n)}$. Then $\mathcal{A}$ spawns $\mathcal{N}^{(n)}$ existential branches (Level 3), each of which holds $k$ sequences of $t_{j}^{(n)}$-tuples, $1 \leq j \leq k$. On each branch $\mathcal{A}$ checks whether the last matrix $\eta_{n}$ can be applied on $\eta^{(n)}$. This is performed as follows. For each $1 \leq l \leq m, \mathcal{A}$ computes the values $s_{l}^{(n)}=V_{l}^{0}+\sum_{j=1}^{k} \sum_{q=1}^{2^{c_{j}}} c_{j, q}^{(n)} V_{l}\left(\ell_{j}^{q}\right)=V_{l}^{0}+\sum_{j=1}^{k} \sum_{q=1}^{2^{c_{j}}} c_{j, q}^{(n)} s_{A_{l}}\left(\ell_{j}^{q}\right)$, i.e., the number of occurrences of $A_{l}$ in the sentential form on which $\eta_{n}$ is applied, according to the $k$ tuples $t_{j}^{(n)}$ guessed on that branch, $1 \leq j \leq k$. Suppose that $\eta_{n} \in M$ is a matrix with $2^{c_{\eta_{n}}}$ policies, where $c_{\eta_{n}}=\left|\eta_{n} \cap F\right|$, and that each policy $\ell_{\eta_{n}}^{q}, 1 \leq q \leq 2^{c_{\eta_{n}}}$, is identified by a sequence of rules $m_{\eta_{n}}^{q}=\left(p_{\eta_{n}, 1}^{q}, p_{\eta_{n}, 2}^{q}, \ldots, p_{\eta_{n}, \xi_{\eta_{n}}^{q}}^{q}\right)$, where $p_{\eta_{n}, r}^{q}$ are rules in $\eta_{n}$ of the form $\alpha_{\eta_{n}, r}^{q} \rightarrow \beta_{\eta_{n}, r}^{q}, \alpha_{\eta_{n}, r}^{q} \in N, 1 \leq r \leq \xi_{\eta_{n}}^{q}$, $\left|\eta_{n}-F\right| \leq \xi_{\eta_{n}}^{q} \leq\left|\eta_{n}\right|$. For each $\xi_{\eta_{n}}^{q}$-tuple, $1 \leq q \leq 2^{c_{\eta_{n}}}$, and for each $1 \leq r \leq \xi_{\eta_{n}}^{q}-1$, $\mathcal{A}$ computes the sums $s d f_{\alpha_{\eta_{n}, r+1}^{q}}=s_{\alpha_{\eta_{n}, r+1}^{(n)}}^{(n)} \sum_{l=1}^{r} d f_{\alpha_{\eta_{n}, r+1}^{q}}\left(p_{\eta_{n}, l}^{q}\right)$ and $s_{l}^{(n, \text { out })}=$ $s_{l}^{(n)}+V_{l}\left(\ell_{\eta_{n}}^{q}\right)=s_{l}^{(n)}+s_{A_{l}}\left(\ell_{\eta_{n}}^{q}\right), 1 \leq l \leq m$. Then $\mathcal{A}$ checks whether

1. $s_{\alpha_{\eta_{n}, 1}^{q}}^{(n)} \geq 1$, i.e., the first rule of policy $\ell_{\eta_{n}}^{q}$ can be applied on $\eta^{(n)}=\eta_{1} \eta_{2} \ldots \eta_{n-1}$,

[^6]2. $s d f_{\alpha_{\eta_{n}, r+1}^{q}} \geq 1$, for each $1 \leq r \leq \xi_{\eta_{n}}^{q}-1$, i.e., the rules of the policy $\ell_{\eta_{n}}^{q}$ can be applied in the order defined by the sequence $\left(p_{\eta_{n}, 1}^{q}, p_{\eta_{n}, 2}^{q}, \ldots, p_{\eta_{n}, \xi_{\eta_{n}}^{q}}^{q}\right)$,
3. $s_{l}^{(n, \text { out })}=0$, for all $1 \leq l \leq m$, i.e., at the end of the application of policy $\ell_{\eta_{n}}^{q}$ the sentential form contains no nonterminal.

The process $\wp_{n}$ returns 1 , if conditions $1-3$ hold. Otherwise, $\wp_{n}$ returns 0 .
Since at each process $\wp_{i}, 1 \leq i \leq n, \mathcal{A}$ checks all possible combinations of policies of matrices that occur before the matrix labeled by $\eta_{i}$ in the Szilard word, including policies for $\eta_{i}$, and all branches are universally considered, the input $\eta$ is accepted if all universal branches are labeled by 1.

The computation tree described above has only three levels. At the first and second level $\mathcal{A}$ spawns $n$ existential and universal branches, respectively. By using a divide and conquer algorithm each of these levels can be converted into an ordinary binary tree of height $\log n$. All nodes in the first (existential) tree, excepting the nodes placed at the last level, function as "OR gates", while nodes in the second (universal) tree function as "AND gates". The nodes placed at the last level are labeled by symbols occurring in $\eta$, in both trees. Leaves of the first (existential) tree are roots of the second (universal) tree.

For each node labeled by $\eta_{i}, 1 \leq i \leq n$, placed at the last level of the "universal" tree, $\mathcal{A}$ spawns $\mathcal{O}\left(n^{\sum_{j=1}^{k} 2^{c_{j}}}\right)$ existential branches. Each existential tree at this level can be converted into a binary tree, of height $\mathcal{O}\left(\sum_{j=1}^{k} 2^{c_{j}} \log n\right)=\mathcal{O}(\log n)$, with only "OR gates", excepting the leaves. On each leaf of this tree, $\mathcal{A}$ has stored on the third track of the working tape, a certain combination of $k$ sequences of $t_{j}^{(i)}$-tuples, $1 \leq j \leq k$, and a certain policy $\ell_{\eta_{i}}^{q}, 1 \leq q \leq 2^{c_{\eta_{i}}}$, for which $\mathcal{A}$ checks conditions of types $1-2$, for $1 \leq i \leq n-1$, and conditions of types $1-3$, for $i=n$.

All functions used in the algorithm, such as counting and addition, are in $\mathcal{N C}^{1}$. The binary tree, on which the computational tree of $\mathcal{A}$ can be unfolded, has the height $\mathcal{O}(\log n)$. Hence, the time complexity of $\mathcal{A}$ is $\mathcal{O}(\log n)$.

In order to store each sequence $m_{\eta_{i}}^{q}, 1 \leq q \leq 2^{c_{\eta_{i}}}, 1 \leq i \leq n$, the $k$ (binary) $t_{j}^{(i)}$-tuples $\left(c_{j, 1}^{(i)}, c_{j, 2}^{(i)}, \ldots, c_{j, 2^{c_{j}}}^{(i)}\right)$, and all sums computed in binary at Levels 2-3, $\mathcal{A}$ needs only $\mathcal{O}(\log n)$ space. Sequences $m_{\eta_{i}}^{q}$ and vectors $V\left(l_{\eta_{i}}^{q}\right)$ can be stored on the first track of the working tape of $\mathcal{A}$. The other elements, such as the $t_{j}^{(i)}$-tuples and auxiliary sums, can be stored (in binary) on the third track of the working tape.

Corollary $3 S Z M^{a c}(C F) \subset \mathcal{N C}{ }^{1}$.
Corollary $4 S Z M^{a c}(C F) \subset D S P A C E(\log n)$.

### 3.3 On the Complexity of Leftmost Szilard Languages

MGs are highly nondeterministic rewriting systems. First, due to the nondeterministic manner in which nonterminals can be rewritten, and second, due to the appearance checking restrictions on which rules in a matrix can be passed over. The second type of nondeterminism can be avoided by omitting the appearance checking mode. The first type of nondeterminism can be reduced by imposing an order on
the manner in which nonterminals are rewritten, similar to leftmost derivations in CGs. As in the case of CGs, the leftmost derivation order leads to more interesting results. In this section we focus on the complexity of Szilard languages associated with leftmost- $i$ derivations, $i \in\{1,2,3\}$, (Definition 10) introduced in [13]. However, results provided for these three types of derivations can be generalized for several other leftmost derivations introduced in [12], [17], or [41]. Hence, proofs provided in this subsection can be considered as "prototypes" for a large variety of complexity results concerning several types of leftmost Szilard languages. For the case of leftmost-1 Szilard languages we have

Theorem 5 Each language $L \in S Z M L_{1}(C F)$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Proof. Let $G=\left(N, T, A_{1}, M, F\right)$ be a MG without appearance checking and CF rules, working in the leftmost-1 derivation manner. Consider an indexing ATM $\mathcal{A}$ having a similar configuration as the machine used in the proof of Theorem 3 , and let $\eta \in M^{*}, \eta=\eta_{1} \eta_{2} \ldots \eta_{n}$ be an input word of length $n$. In order to guess the length of $\eta, \mathcal{A}$ proceeds with the procedure described at Level 1 (Existential), Theorem 3. Then $\mathcal{A}$ spawns (Level 2) $n$ universal processes $\wp_{i}, 1 \leq i \leq n$.

- On the first process $\mathcal{A}$ reads $\eta_{1}$, where $\eta_{1}=\left(p_{\eta_{1}, 1}, p_{\eta_{1}, 2}, \ldots, p_{\eta_{1}, k_{\eta_{1}}}\right)$, and it checks whether $\alpha_{\eta_{1}, 1}=A_{1}$ and $s d f_{\alpha_{\eta_{1}, r+1}}=V_{\alpha_{\eta_{1}, r+1}}^{0}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{1}, r+1}}\left(p_{\eta_{1}, l}\right) \geq 1,1 \leq r \leq$ $k_{\eta_{1}}-1$, i.e., whether the nonterminal $\alpha_{\eta_{1}, r+1}$ rewritten by the $(r+1)^{t h}$ rule of $\eta_{1}$, exists in the sentential form generated up to the $r^{t h}$ step of the derivation performed by $\eta_{1}$. Then $\mathcal{A}$ checks whether rules in $\eta_{1}$ can be applied in a leftmost- 1 derivation manner. In order to check this property, from right-to-left in $\eta_{1}, \mathcal{A}$ checks whether each rule $p_{\eta_{1}, r}, 2 \leq r \leq k_{\eta_{1}}$, can rewrite the first nonterminal occurring in the right-hand side of the previous rule $p_{\eta_{1}, r-1}$, if this is a non-terminal rule. If $p_{\eta_{1}, r-1}^{q}$ is a terminal rule, then $\mathcal{A}$ searches backward in $\eta_{1}$ for the non-terminal rule that produces the nonterminal rewritten by rule $p_{\eta_{1}, r}$. In this respect $\mathcal{A}$ existentially guesses (Level 3) an integer $s$ (finite in this case) such that the rule $p_{\eta_{1}, s}$ is a nonterminal rule. $\mathcal{A}$ counts the number of rules existing in $\eta_{1}$ between rule $p_{\eta_{1}, s}$ and rule $p_{\eta_{1}, r}$ (excluding $p_{\eta_{1}, r}$ ). Suppose that this number is $s_{v}$, i.e., $s_{v}=r-s$. Then, $\mathcal{A}$ counts the number of nonterminals that each rule existing between $p_{\eta_{1}, s+1}$ and $p_{\eta_{1}, r-1}$ has on its right-hand side. Suppose that this number is $s_{q}$. For $s_{v}$ and $s_{q}$, $\mathcal{A}$ checks whether the $\left(s_{v}-s_{q}\right)^{t h}$ nonterminal existing on the right-hand side of rule $p_{\eta_{1}, s}$ equals the nonterminal rewritten by rule $p_{\eta_{1}, r}$, i.e., $\alpha_{\eta_{1}, r}$.

If $p_{\eta_{1}, s}$ is the right rule that produces in the sentential form the nonterminal rewritten by rule $p_{\eta_{1}, r}$, and this is the $\bar{r}^{\text {th }}$ nonterminal occurring on the right-hand side of rule $p_{\eta_{1}, s}$, then for the case of leftmost- 1 derivation order, the following relation must hold $\bar{r}+s_{q}=s_{v}$. This is because each nonterminal produced in the sentential form by rules used in a leftmost- 1 derivation manner, between $p_{\eta_{1}, s}$ and $p_{\eta_{1}, r}$ (including nonterminals existing up to the $\bar{r}^{\text {th }}$ nonterminal on the right hand side of $p_{\eta_{1}, s}$ ), must be fully rewritten by these rules. The nonterminals existing in the sentential form before $p_{\eta_{1}, s}$ is applied will be rewritten only after the new nonterminals produced between $p_{\eta_{1}, s}$ and $p_{\eta_{1}, r}$ are fully rewritten.

However, guessing an integer $s$ that satisfies the above condition is not sufficient, since between $p_{\eta_{1}, 1}$ and $p_{\eta_{1}, r}$, there may exist several rules $p_{\eta_{1}, s}$ with this property. In order to eliminate those rules $p_{\eta_{1}, s}$ that does not produce the real nonterminal rewritten by $p_{\eta_{1}, r}$, for each $s$ found at Level $3, \mathcal{A}$ universally branches (Level 4) all rules used between $p_{\eta_{1}, s}$ and $p_{\eta_{1}, r}$. On each branch that takes the rule $p_{\eta_{1}, l}$, $s<l<r, \mathcal{A}$ checks whether

1. $\alpha_{\eta_{1}, l}$ equals $\alpha_{\eta_{1}, r}$,
2. if $\alpha_{\eta_{1}, r}$ is the $\bar{r}^{\text {th }}$ nonterminal occurring on the right-hand side of rules $p_{\eta_{1}, s}$, $\bar{s}_{q}$ is the number of nonterminals produced between rules $p_{\eta_{1}, s+1}$ and $p_{\eta_{1}, l-1}$, and $\bar{s}_{v}=l-s$ is the number of rules used between rule $p_{\eta_{1}, s}$ and $p_{\eta_{1}, l}$ (excluding rule $\left.p_{\eta_{1}, l}\right)$, then the following condition holds $\bar{r}+\bar{s}_{q}=\bar{s}_{v}$,
3. the number of nonterminals $\alpha_{\eta_{1}, r}$ rewritten between rules $p_{\eta_{1}, s}$ and $p_{\eta_{1}, l-1}$ are equal with the number of nonterminals $\alpha_{\eta_{1}, r}$ produced between these rules, up to the $\bar{r}^{\text {th }}$ nonterminal occurring on the right-hand side of $p_{\eta_{1}, s}$ (excluding the $\bar{r}^{t h}$ nonterminal).

On each universal branch $\mathcal{A}$ returns 0 if conditions $1-3$ hold, which means that the $\bar{r}^{\text {th }}$ nonterminal occurring on the right-hand side of rule $p_{\eta_{1}, s}$ is not the real nonterminal rewritten by $p_{\eta_{1}, r}$. Hence, the existential branch that guessed $s$, must be canceled. Otherwise, $\mathcal{A}$ returns 1. If all universal branches spawned for $p_{\eta_{1}, s}$ at Level 4, return 1, then the rule $p_{\eta_{1}, s}$ is the rule that produce the nonterminal rewritten by $p_{\eta_{1}, s}$ in leftmost- 1 derivation manner. In this case $\wp_{1}$ returns 1 .

- For each $\wp_{i}, 2 \leq i \leq n, \mathcal{A}$ proceeds as follows. $\mathcal{A}$ counts the number of occurrences of each matrix $m_{j}, 1 \leq j \leq k$, in $\eta^{(i)}=\eta_{1} \eta_{2} \ldots \eta_{i-1}$. Suppose that this number is $c_{j}^{(i)}, 0 \leq c_{j}^{(i)} \leq i-1$. Then, for each $1 \leq l \leq m, \mathcal{A}$ computes the values $s_{l}^{(i)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(i)} V_{l}\left(m_{j}\right)$, i.e., $\mathcal{A}$ computes the number $s_{l}^{(i)}$ of occurrences of nonterminal $A_{l}$ in the sentential form upon which $\eta_{i}$ is applied. Consider $\eta_{i}=$ $\left(p_{\eta_{i}, 1}, p_{\eta_{i}, 2}, \ldots, p_{\eta_{i}, k_{\eta_{i}}}\right)$ and $\alpha_{\eta_{i}, 1}=A_{q_{i}}, 1 \leq q_{i} \leq m$. Then $\mathcal{A}$ checks whether $s_{q_{i}}^{(i)}=$ $s_{\alpha_{\eta_{i}, 1}}^{(i)} \geq 1$, i.e., whether the matrix $\eta_{i}$ can start the computation. For each $1 \leq$ $r \leq k_{\eta_{i}}-1, \mathcal{A}$ checks whether ${ }^{13} s d f_{\alpha_{\eta_{i}, r+1}}=s_{\alpha_{\eta_{i}, r+1}}^{(i)}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{i}, r+1}}\left(p_{\eta_{i}, l}\right) \geq 1$, i.e., whether the rules $p_{\eta_{i}, r}, 2 \leq r \leq k_{\eta_{i}}$, can be applied in the same order they occur in $\eta_{i}$.

Then, $\mathcal{A}$ checks whether rules in $\eta_{i}$ can be applied in a leftmost- 1 derivation manner. In this respect, $\mathcal{A}$ checks, from right-to-left in the sequence $\eta_{i}=\left(p_{\eta_{i}, 1}\right.$, $p_{\eta_{i}, 2}, \ldots, p_{\eta_{i}, k_{\eta_{i}}}$, whether each rule $p_{\eta_{i}, r}, 2 \leq r \leq k_{\eta_{i}}$, rewrites the first nonterminal occurring on the right-hand side of the previous rule $p_{\eta_{i}, r-1}$, if this is not a terminal rule. If $p_{\eta_{i}, r-1}$ is a terminal rule, then $\mathcal{A}$ first searches backward in $\eta_{i}$, as in $\wp_{1}$, for an integer $s$ such that rule $p_{\eta_{i}, s}$ produces in the sentential form the nonterminal rewritten by $p_{\eta_{i}, r}$. If no rule with this property can be found in $\eta_{i}$, $\mathcal{A}$ searches backward in $\eta^{(i)}=\eta_{1} \eta_{2} \ldots \eta_{i-1}$ for a matrix $\eta_{v}$ such that there exists a non-terminal rule in $\eta_{v}$ that produces the nonterminal rewritten by $p_{\eta_{i}, r}$.

In this order, $\mathcal{A}$ spawns $i-1$ existential branches (Level 3), and each branch takes the matrix $\eta_{v}, 1 \leq v \leq i-1$. Suppose that $\eta_{v}$ is defined by the sequence $\left(p_{\eta_{v}, 1}, p_{\eta_{v}, 2}, \ldots, p_{\eta_{v}, k_{\eta_{v}}}\right)$. $\mathcal{A}$ checks whether there exists a non-terminal rule $p_{\eta_{v}, s}$,

[^7]$1 \leq s \leq k_{\eta_{v}}$, in $\eta_{v}$, such that $p_{\eta_{v}, s}$ produces the nonterminal rewritten by $p_{\eta_{i}, r}$. This is performed as follows.

Denote by $s_{v}$ the number of rules used in the derivation process between rule $p_{\eta_{v}, s}$ of matrix $\eta_{v}$ and rule $p_{\eta_{i}, r-1}$ of matrix $\eta_{i}$ (including rules $p_{\eta_{v}, s}$ and $p_{\eta_{v}, r-1}$ ). Suppose that $q$ of these rules (without counting the rule $p_{\eta_{v}, s}$ ) are non-terminal. Denote by $s_{q}$ the total number of nonterminals produced by the $q$ non-terminal rules used between $p_{\eta_{i}, s+1}$ and $p_{\eta_{v}, r-1}$. Then, as in process $\wp_{1}, \mathcal{A}$ checks whether $\alpha_{\eta_{i}, r}$ is the $\left(s_{v}-s_{q}\right)^{t h}$ nonterminal occurring on the right-hand side of rule $p_{\eta_{v}, s}$. Note that $s_{v}, q$, and $s_{q}$ can be computed by $\mathcal{A}$ through a trivial counting and summation procedure.

Each existential branch spawned at Level 3, is labeled by 1 if there exists a rule $p_{\eta_{v}, r}$ with the above properties. For each existential branch at Level 3, labeled by 1, $\mathcal{A}$ checks whether the $\bar{r}^{t h}$ nonterminal occurring in $\beta_{\eta_{v}, s}$ is indeed the nonterminal $\alpha_{\eta_{i}, r}$ rewritten by rule $p_{\eta_{i}, r}$, i.e., no other rule used between rule $p_{\eta_{v}, s}$ of matrix $\ell_{\eta_{v}}^{q}$ and rule $p_{\eta_{i}, r}$ of matrix $\eta_{i}$ rewrites the $\bar{r}^{t h}$ nonterminal $\alpha_{\eta_{i}, r}$, occurring in $\beta_{\eta_{v}, s}$. In this respect $\mathcal{A}$ universally branches (Level 4) all symbols occurring between $\eta_{v+1}$ and $\eta_{i-1}$. There are $v-i-1$ such branches. On each branch holding a matrix $\eta_{l}$, defined by $\left(p_{\eta_{l}, 1}, p_{\eta_{l}, 2}, \ldots, p_{\eta_{l}, k_{\eta_{v}}}\right), v<l<i, \mathcal{A}$ settles on a non-terminal rule $p_{\eta_{l}, \bar{s}}$, $1 \leq \bar{s} \leq k_{\eta_{l}}$, and it checks whether

1. $\alpha_{\eta_{l}, \bar{s}}$ equals $\alpha_{\eta_{i}, r}$,
2. $\bar{r}+\bar{s}_{q}=\bar{s}_{v}$, providing that $\alpha_{\eta_{i}, r}$ is the $\bar{r}^{t h}$ nonterminal occurring on the right-hand side of rule $p_{\eta_{v}, s}, \bar{s}_{q}$ is the number of nonterminals produced between rules $p_{\eta_{v}, s+1}$ and $p_{\eta_{l}, \bar{s}-1}$, and $\bar{s}_{v}$ is the number of rules used between $p_{\eta_{v}, s}$ and $p_{\eta_{l}, \bar{s}}$ (excluding rule $p_{\eta_{l}, \bar{s}}$ ),
3. the number of nonterminals $\alpha_{\eta_{i}, r}$ rewritten between rules $p_{\eta_{v}, s}$ and $p_{\eta_{l}, \bar{s}-1}$ is equal to the number of nonterminals $\alpha_{\eta_{i}, r}$ produced between these rules, up to the $\bar{r}^{t h}$ nonterminal occurring on the right-hand side of rule $p_{\eta_{v}, s}$ (excluding the $\bar{r}^{t h}$ nonterminal).

Besides, for $\wp_{n}$, as in Theorem $3, \mathcal{A}$ checks whether at the end of the application of matrix $\eta_{n}$ the sentential form contains no nonterminal, i.e., condition
4. $s_{l}^{(n, \text { out })}=0$, where $s_{l}^{(n, \text { out })}=V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(n)} V_{l}\left(\eta_{j}\right)+V_{l}\left(\eta_{n}\right), 1 \leq l \leq m$, must hold.

On each universal branch (at Level 4) $\mathcal{A}$ returns 0 if conditions $1-3$ hold. Otherwise, it returns 1. If all universal branches spawned for the value $s$ at Level 4 return 1, then rule $p_{\eta_{v}, s}$ (found at Level 3) is the rule that produces the nonterminal rewritten by $p_{\eta_{i}, r}$ in the leftmost- 1 derivation manner. Then the existential branch spawned at Level 3, corresponding to this $s$ value, will be labeled by 1 .

Each process $\wp_{i}, 2 \leq i \leq n$ returns 1 if there exists an existential branch at Level 3 , labeled by 1. Otherwise, $\wp_{i}$ returns 0 .

Note that, for each $\wp_{i}, 1 \leq i \leq n, \mathcal{A}$ does not have to check whether matrices $\eta_{v}$ and $\eta_{l}$ can be applied in a leftmost-1 derivation manner. Nor even if they can be applied, according with the definition of a derivation step in a MG. If $\eta_{v}$ and $\eta_{l}$ do not satisfy these requirements, then the wrong logical value returned by $\wp_{i}$ is "corrected" by the 0 value returned by processes $\wp_{v}$ or $\wp_{l}$, since all these processes are universally considered.

As in Theorem 4, each of the above processes uses the third track of the working
tape for auxiliary computations, to store in binary the $k$ sequences of $t_{j}^{(i)}$-tuples, $1 \leq j \leq k$, and the sequence $m_{\eta_{i}}^{q}$ that characterizes $l_{\eta_{i}}^{q}, 1 \leq q \leq 2^{c_{\eta_{i}}}, 1 \leq i \leq n$. It is easy to estimate that $\mathcal{A}$ performs the whole computation in logarithmic time and space.

Corollary $5 S Z M L_{1}(C F) \subset \mathcal{N C}{ }^{1}$.
Corollary $6 S Z M L_{1}(C F) \subset D S P A C E(\log n)$.
The algorithm described in the proof of Theorem 5 cannot be applied for the case of leftmost-1 Szilard languages with appearance checking. The explanation is that, in the proof of Theorem 5 , for any matrix $\eta_{i}, 2 \leq i \leq n, \mathcal{A}$ has to guess a policy of a matrix $\eta_{v}$ that contains a non-terminal rule that produces the nonterminal rewritten by rule $p_{\eta_{i}, r}$ of $\eta_{i}$. However, even if process $\wp_{v}$ returns the true value, which means that at its turn $\wp_{v}$ can be applied in a leftmost- 1 derivation manner on the substring $\eta_{1} \eta_{2} \ldots \eta_{v-1}$, the process $\wp_{i}$ cannot "see" with which policy $\eta_{v}$ works in a leftmost-1 derivation manner, since all branches (or processes) spawned at the same level of the computation tree of $\mathcal{A}$ are independent on each other. Hence, the policy of matrix $\eta_{v}$ (guessed by $\wp_{v}$ ) that provides the rule that produces the nonterminal rewritten by $p_{\eta_{i}, r}$, may not work in leftmost- 1 derivation manner upon $\eta_{1} \eta_{2} \ldots \eta_{v-1}$. That is why, for the case of leftmost-1 derivations in matrix grammars with appearance checking another algorithm should be applied.

In the sequel, we focus on the letfmost- $i, i \in\{1,2,3\}$, derivation procedures and we describe an ATM that recognizes letfmost-i, $i \in\{1,2,3\}$, Szilard languages in logarithmic space and square logarithmic time.

In order to simulate letfmost derivations in matrix grammars and to check whether a given word $\eta \in M^{*}, \eta=\eta_{1} \eta_{2} \ldots \eta_{n}$, belongs to the class $S Z M L_{i}^{a c}(C F)$, $i \in\{1,2,3\}$, for each matrix $\eta_{i}, 1 \leq i \leq n$, the ATM must have information concerning the order in which the first occurrence of each nonterminal $A_{l} \in N, 1 \leq l \leq m$, occurs in the sentential form at any step of the derivation. This can be obtained either by sequentially reproducing the derivation up to the $i^{t h}$ step on which $\eta_{i}$ is applied, or by letting the ATM to guess the possible order in which the first occurrences of nonterminals in $N$ occur in the sentential form on which $\eta_{i}$ is applied. Then the ATM has to check whether the guessed order is correct, in the sense that $\eta_{i}$ can be applied in letfmost- $i, i \in\{1,2,3\}$, derivation manner on the sentential form built upon this order and whether the computation leads to a terminal derivation. In order to describe the way in which the parallel procedure works we introduce the notion of ranging vector. A ranging vector associated with a matrix $m_{j}, 1 \leq j \leq k$, or a policy of this matrix, provides the order in which the first occurrences of nonterminals in $N$ occur in the sentential form obtained after $m_{j}$ has been applied at that step of derivation.

Definition 11 Let $G=\left(N, T, A_{1}, M, F\right)$ be a MG with appearance checking, where $M=\left\{m_{1}, m_{2}, \ldots, m_{k}\right\}$ is the ordered finite set of matrices in $M$. Suppose that each matrix $m_{j}$ has $2^{c_{\eta_{i}}}$ policies, where $c_{\eta_{i}}=\left|\eta_{i} \cap F\right|$. Let $S F_{\ell_{j}^{q}}$ be the sentential form obtained after matrix $m_{j}$ with policy $\ell_{j}^{q}, 1 \leq j \leq k, 1 \leq q \leq 2^{c_{j}}$, has been applied at
a certain step of derivation in $G$. The ranging vector associated with the sentential form $S F_{\ell_{j}^{q}}$ and policy $\ell_{j}^{q}$, denoted ${ }^{14}$ by $S\left(\ell_{j}^{q}\right)$, is a vector in $\mathbf{N}^{m}$ defined as

$$
S_{l}\left(\ell_{j}^{q}\right)= \begin{cases}0, & \text { if } A_{l} \in N \text { does not occur in } S F_{\ell_{j}^{q}}, \text { i.e., }\left|S F_{\ell_{j}^{q}}\right|_{A_{l}}=0 \\
i, & \begin{array}{l}
\text { if the first occurrence of } A_{l} \text { in } S F_{\ell_{j}^{q}} \text { is the } i^{\text {th }} \text { element in the } \\
\text { order of first occurrences of nonterminals from } N \text { in } S F_{\ell_{j}^{q}} .
\end{array}\end{cases}
$$

Example 1 Consider $S\left(\ell_{j}^{q}\right)=(3,0,2,1,0) \in \mathbf{N}^{5}$ the ranging vector associated with the policy $\ell_{j}^{q}$ of a matrix $m_{j}$. The sentential form, obtained after the application of policy $\ell_{j}^{q}$, looks like $S F_{\ell_{j}^{q}}=t A_{4} X_{4} A_{3} X_{3,4} A_{1} X_{1,3,4}$, where $t \in T^{*}, X_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}$, $X_{3,4} \in\left(\left\{A_{3}, A_{4}\right\} \cup T\right)^{*}, X_{3,4,1} \in\left(\left\{A_{1}, A_{3}, A_{4}\right\} \cup T\right)^{*}$. Note that, $S\left(\ell_{j}^{q}\right)$ also provides the information concerning the leftmost nonterminal occurring in a sentential form useful for the leftmost-1 derivation, for example $A_{4}$ above.

If matrix $m_{j^{\prime}}$ with policy $\ell_{j^{\prime}}^{q}$, is applied in the Szilard word before matrix $m_{j}$ with the policy $\ell_{j}^{q}$, then $S\left(\ell_{j}^{q}\right)$ can be nondeterministically computed knowing the ranging vector $S\left(\ell_{j^{\prime}}^{q}\right)$, for all leftmost- $i, i \in\{1,2,3\}$, derivation cases (as in Examples 2,3, and 4).

Example 2 Consider $S\left(\ell_{j^{\prime}}^{q}\right)=(4,1,3,2,0)$ the ranging vector associated with the sentential form $S F_{\ell_{j^{\prime}}^{q}}$, obtained after the policy $\ell_{j^{\prime}}^{q}$ of matrix $m_{j^{\prime}}$ has been applied, at the $i^{\text {th }}$ step of derivation, such that $S F_{\ell_{j^{\prime}}^{q}}$ contains one occurrence of $A_{1}$, two occurrences of $A_{3}$, and arbitrary number of occurrences of $A_{2}$ and $A_{4}$. Then $S F_{\ell_{j^{\prime}}}$ looks like $S F_{\ell_{j^{\prime}}}=t A_{2} X_{2} A_{4} X_{2,4} A_{3} X_{2,3,4} A_{1} \bar{X}_{2,3,4}$, where $t \in T^{*}, X_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}, X_{2,3,4}, \bar{X}_{2,3,4} \in\left(\left\{A_{2}, A_{3}, A_{4}\right\} \cup T\right)^{*}$.

Suppose that matrix $m_{j}$, with the policy $\ell_{j}^{q}$, identified by the sequence $m_{j}^{q}=$ $\left(A_{4} \rightarrow t A_{5}, A_{3} \rightarrow \lambda\right), t \in T^{*}$, is applied at the $(i+1)^{t h}$ step of derivation. If $m_{j}^{q}$ rewrites the first occurrence of $A_{4}$ in $S F_{\ell_{j^{\prime}}^{q}}$ and the second occurrence of $A_{3}$ in $S F_{\ell_{j^{\prime}} j^{q}}$, then the sentential form obtained after $\ell_{j}^{q}$ has been applied, in the leftmost-2 derivation manner, may look like

- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{5} \bar{X}_{2} A_{4} X_{2,4} A_{3} \bar{X}_{2,4} A_{1} \tilde{X}_{2,4}, t \in T^{*}, X_{2}, \bar{X}_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4}, \bar{X}_{2,4}, \tilde{X}_{2,4}, \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(5,1,4,3,2)$,
- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{5} \bar{X}_{2} A_{3} \tilde{X}_{2} A_{4} X_{2,4} A_{1} \bar{X}_{2,4}, t \in T^{*}, X_{2}, \bar{X}_{2}, \tilde{X}_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4}, \bar{X}_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(5,1,3,4,2)$, or like
- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{5} \bar{X}_{2} A_{3} \tilde{X}_{2} A_{1} \breve{X}_{2} A_{4} X_{2,4}, t \in T^{*}, X_{2}, \bar{X}_{2}, \tilde{X}_{2}, \breve{X}_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(4,1,3,5,2)$.
Note that, since the first rule in $\ell_{j}^{q}$ rewrites $A_{4}, \ell_{j}^{q}$ is eligible to be applied in leftmost- 2 derivation manner, if and only if there is no other policy of $m_{j}$ and no other matrix in $M$, distinct of $m_{j}$, for which the first rule in the matrix sequence rewrites $A_{2}$.

[^8]Example 3 If $m_{j}$ with the policy $\ell_{j}^{q}$, defined by the sequence $m_{j}^{q}=\left(A_{4} \rightarrow t A_{5}, A_{3} \rightarrow\right.$ $\lambda$ ), is applied in the leftmost-3 derivation manner on $S F_{\ell_{j^{\prime}}^{q}}$ characterized by the ranging vector $S\left(\ell_{j^{\prime}}^{q}\right)=(4,1,3,2,0)$ in Example 2, then after rewriting $A_{4}, \ell_{j}^{q}$ must rewrite only the first occurrence of $A_{3}$ in $S F_{\ell_{j^{\prime}}}$. Note that, matrix $m_{j}$ with policy $\ell_{j}^{q}$, can be applied in leftmost- 3 derivation manner, even if there exists another policy of $m_{j}$, or other matrix in $M$ distinct of $m_{j}$, for which the first rule in the matrix sequence rewrites $A_{2}$. By applying $\ell_{j}^{q}$ in the leftmost-3 derivation manner on $S F_{\ell_{j^{\prime}}}=t A_{2} X_{2} A_{4} X_{2,4} A_{3} X_{2,3,4} A_{1} \bar{X}_{2,3,4}$, where $t \in T^{*}, X_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}, X_{2,3,4}, \bar{X}_{2,3,4} \in\left(\left\{A_{2}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, we may obtain

- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{5} \bar{X}_{2} A_{4} X_{2,4} A_{3} \bar{X}_{2,4} A_{1} \tilde{X}_{2,4}$, where $t \in T^{*}, X_{2}, \bar{X}_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4}, \bar{X}_{2,4}, \tilde{X}_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(5,1,4,3,2)$,
- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{5} \bar{X}_{2} A_{4} X_{2,4} A_{1} \bar{X}_{2,4} A_{3} \tilde{X}_{2,4}, t \in T^{*}, X_{2}, \bar{X}_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4}, \bar{X}_{2,4}, \tilde{X}_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(4,1,5,3,2)$,
- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{5} \bar{X}_{2} A_{1} \tilde{X}_{2} A_{4} X_{2,4} A_{3} \bar{X}_{2,4}, t \in T^{*}, X_{2}, \bar{X}_{2}, \tilde{X}_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4}, \bar{X}_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(3,1,5,4,2)$, or
- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{5} \bar{X}_{2} A_{1} \tilde{X}_{2} A_{3} \breve{X}_{2} A_{4} X_{2,4}, t \in T^{*}, X_{2}, \bar{X}_{2}, \tilde{X}_{2}, \breve{X}_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}$, $X_{2,4} \in\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(3,1,4,5,2)$.

Example 4 For the leftmost-1 derivation case the matrix $m_{j}$ with the policy $\ell_{j}^{q}$, defined by the sequence $m_{j}^{q}=\left(A_{4} \rightarrow t A_{5}, A_{3} \rightarrow \lambda\right)$ cannot be applied, since neither the first nor the second rule cannot rewrite the leftmost nonterminal occurring in the current sentential form. Matrix $m_{j}$ with the policy $\ell_{j}^{q}$, defined by the sequence $\left(A_{2} \rightarrow t A_{3}, A_{3} \rightarrow \lambda\right), t \in T^{*}$, can be applied in the leftmost-1 derivation manner on $S F_{\ell_{j^{\prime}}}=t A_{2} X_{2} A_{4} X_{2,4} A_{3} X_{2,3,4} A_{1} \bar{X}_{2,3,4}$, where $t \in T^{*}, X_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}, X_{2,4} \in$ $\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}, X_{2,3,4}, \bar{X}_{2,3,4} \in\left(\left\{A_{2}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, introduced in Example 2. In this case we may obtain

- $S F_{\ell_{j}^{q}}=t A_{2} X_{2} A_{4} X_{2,4} A_{3} X_{2,3,4} A_{1} \bar{X}_{2,3,4}$, where $t \in T^{*}, X_{2} \in\left(\left\{A_{2}\right\} \cup T\right)^{*}, X_{2,4} \in$ $\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}, X_{2,3,4}, \bar{X}_{2,3,4} \in\left(\left\{A_{2}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(4,1,3,2,0)$,
- $S F_{\ell_{j}^{q}}=t A_{4} X_{4} A_{2} X_{2,4} A_{3} X_{2,3,4} A_{1} \bar{X}_{2,3,4}$, where $t \in T^{*}, X_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}, X_{2,4} \in$ $\left(\left\{A_{2}, A_{4}\right\} \cup T\right)^{*}, X_{2,3,4}, \bar{X}_{2,3,4} \in\left(\left\{A_{2}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(4,2,3,1,0)$,
- $S F_{\ell_{j}^{q}}=t A_{4} X_{4} A_{3} X_{3,4} A_{2} X_{2,3,4} A_{1} \bar{X}_{2,3,4}$, where $t \in T^{*}, X_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}, X_{3,4} \in$ $\left(\left\{A_{3}, A_{4}\right\} \cup T\right)^{*}, X_{2,3,4}, \bar{X}_{2,3,4} \in\left(\left\{A_{2}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=(4,3,2,1,0)$, or
- $S F_{\ell_{j}^{q}}=t A_{4} X_{4} A_{3} X_{3,4} A_{1} \bar{X}_{3,4} A_{2} X_{2,3,4}$, where $t \in T^{*}, X_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}$, $X_{3,4}, \bar{X}_{3,4} \in\left(\left\{A_{3}, A_{4}\right\} \cup T\right)^{*}, X_{2,3,4} \in\left(\left\{A_{2}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(\ell_{j}^{q}\right)=$ (3, 4, 2, 1, 0).

In the sequel we briefly describe an ATM $\mathcal{A}$ that checks whether an input word $\eta \in M^{*}, \eta=\eta_{1} \eta_{2} \ldots \eta_{n}$, belongs to $S Z M L_{i}^{a c}(C F), i \in\{1,2,3\}$. First $\mathcal{A}$ guesses $n$ tuple of vectors $\Re=\left(S\left(\eta_{1}\right), S\left(\eta_{2}\right), \ldots, S\left(\eta_{n}\right)\right)$, where each $S\left(\eta_{v}\right)$ is the ranging vector associated with the matrix $\eta_{v}, 1 \leq v \leq n$. There may exist $\mathcal{O}\left(c^{n}\right)$ such $n$-tuples of ranging vectors, where $c$ is a constant that depends on the number of vectors in $\mathbf{N}^{m}$ that can be built upon the set $\{0,1, \ldots, m\}$. For instance, if we have the information that a certain sentential form has only $m-s$ distinct nonterminals, then there are $(m-s+1)^{m}$ guesses that may provide the ranging vector associated with this sentential form. Hence, $c=\mathcal{O}\left(\sum_{s=1}^{m-1}(m-s+1)^{m}\right)$. According to this observation, $\mathcal{A}$ spawns $\mathcal{O}\left(c^{n}\right)$ existential branches, each of them holding an $n$-tuple of type $\Re$. A branch will be labeled by 1 if each vector in $\Re$, i.e., $\Re_{v}=S\left(\eta_{v}\right)$, $1 \leq v \leq n-1$, provides ${ }^{15}$ a possible order of first occurrences of nonterminals in $N$ in the sentential form on which $\eta_{v}$ ends the $v^{t h}$ step of derivation, the matrix $\eta_{v+1}$ can be applied upon $S\left(\eta_{v}\right)$ in the leftmost- $i, i \in\{1,2,3\}$, derivation manner, and whether the derivation performed in the leftmost- $i$ manner by using all ranging vectors in $\Re$, leads to a word in the language.

On each existential branch, $\mathcal{A}$ proceeds with an universal and existential level as in Levels $2-3$ in the proof of Theorem 4. Briefly, $\mathcal{A}$ spawns $n$ universal processes $\wp_{i}$, $1 \leq i \leq n$. On each process $\mathcal{A}$ spawns a polynomial number of existential branches, each of them holding a possible configuration of policies used by matrices occurring in the input word up to the matrix $\eta_{i}$, and computes the net effect according to this configuration. $\mathcal{A}$ guesses a policy $\ell_{\eta_{i}}^{q}$ and, based on this net effect, checks whether matrix $\eta_{i}$ with the policy $\ell_{\eta_{i}}^{q}$ can be applied, in the leftmost- $i, i \in\{1,2,3\}$, derivation manner, on the current sentential form for which the order of first occurrences of nonterminals in $N$ is provided by the vector $S\left(\eta_{i-1}\right)$ in $\Re$. Then $\mathcal{A}$ checks whether $S\left(\eta_{i}\right)$ is a ranging vector on which $\ell_{\eta_{i}}^{q}$ may complete the $i^{\text {th }}$ step of derivation, in leftmost- $i, i \in\{1,2,3\}$, derivation manner.

Recall that the policy $\ell_{\eta_{i}}^{q}$ can be applied, in leftmost-1 derivation manner on the ranging vector $S\left(\eta_{i-1}\right)$ if the first rule in $\ell_{\eta_{i}}^{q}$ rewrites the nonterminal $A_{l}$ for which $S_{l}\left(\eta_{i-1}\right)=1$, and each rule in $\ell_{\eta_{i}}^{q}$ rewrites the leftmost nonterminal occurring in the sentential form built according to the information provided by $S\left(\eta_{i-1}\right)$ after applying the first rule in $\ell_{\eta_{i}}^{q}$.

The policy $\ell_{\eta_{i}}^{q}$ can be applied, in leftmost-2 derivation manner on the ranging vector $S\left(\eta_{i-1}\right)$ if there exists an index $l, 1 \leq l \leq m$, such that the first rule of $\ell_{\eta_{i}}^{q}$ rewrites $A_{l}$ and there is no matrix $m_{j}, m_{j} \neq \eta_{i}$, and no policy $\ell_{m_{j}}^{q}$ of $m_{j}, 1 \leq j \leq k$, such that the first rule in $\ell_{m_{j}}^{q}$ rewrites a nonterminal $A_{l^{\prime}}$ with $S_{l^{\prime}}\left(\eta_{i-1}\right)<S_{l}\left(\eta_{i-1}\right)$.

For the case of leftmost- 3 derivation manner $\mathcal{A}$ does not have to check the above leftmost-2 condition, since the first rule of the policy $\ell_{\eta_{i}}^{q}$ is allowed to rewrite the first occurrence of its left-hand side, i.e., $A_{l}$, even if there exist several other matrices for which the left-hand side of the first rule, say $A_{l^{\prime}}$, may be placed in the sentential form before $A_{l}$, i.e., $S_{l^{\prime}}\left(\eta_{i-1}\right)<S_{l}\left(\eta_{i-1}\right)$. Hence, for the leftmost-3 derivation case $\ell_{\eta_{i}}^{q}$ can be applied if the first rule in $\ell_{\eta_{i}}^{q}$ rewrites any nonterminal $A_{l}$ for which $S_{l}\left(\eta_{i-1}\right) \neq 0$. The same condition must be checked for any rule in $\ell_{\eta_{i}}^{q}$, applied on the sentential form built according to the information provided by $S\left(\eta_{i-1}\right)$.

[^9]Note that the ranging vector $S\left(\eta_{i-1}\right)$ does not provide complete information concerning the shape of the sentential form obtained after the application of matrix $\eta_{i-1}$, since $S\left(\eta_{i-1}\right)$ provides only the order of the first occurrences of each nonterminal in $N$. Hence, the position of the second, third, and so on, occurrence of a nonterminal must be considered according to the order provided by $S\left(\eta_{i-1}\right)$.

To verify whether $S\left(\eta_{i}\right)$ is a possible ranging vector on which $\ell_{\eta_{i}}^{q}$ may complete the $i^{\text {th }}$ step of derivation, $\mathcal{A}$ builds all possible ranging vectors that can be computed starting from $S\left(\eta_{i-1}\right)$ in the leftmost- $i, i \in\{1,2,3\}$, derivation manner. Then $\mathcal{A}$ checks whether $S\left(\eta_{i}\right)$ is one of the ranging vectors computed in this way.

Each process $\wp_{i}$ returns 1 if there exists at least one configuration of policies used by matrices occurring in the input word up to the matrix $\eta_{i}$, and at least one policy $\ell_{\eta_{i}}^{q}$ of $\eta_{i}$, that satisfies the above leftmost- $i, i \in\{1,2,3\}$, requirements.

If all processes $\eta_{i}, 1 \leq i \leq n$, returns 1 then $\Re$ is a correct guess and the existential branch holding this tuple is labeled by 1. The input is accepted if there exists at least one existential branch, holding an $n$ tuple $\Re$, labeled by 1 . Otherwise, the input is rejected.

Note that guesses yielded by different branches at a certain level of the computation tree of an ATM are independent on each other. If the ranging vectors composing $\Re$ are separately guessed by each process $\wp_{i}, 1 \leq i \leq n-1$, then $\mathcal{A}$ cannot check whether the policy $\ell_{\eta_{i}}^{q}$ that works in a leftmost- $i, i \in\{1,2,3\}$, derivation manner on the ranging vector $S\left(\eta_{i-1}\right)$ yields the same ranging vector for which the policy $\ell_{\eta_{i+1}}^{q}$ is guessed by process $\wp_{i+1}$ to work in a leftmost- $i, i \in\{1,2,3\}$, derivation manner on the ranging vector $S\left(\eta_{i}\right)$. Therefore, $\mathcal{A}$ has to guess from the very beginning an $n$-tuple $\Re$ of ranging vectors associated with each matrix in $\eta$ and to universally check the correctness of this guess through the processes $\wp_{i}$. In other words, the whole $n$-tuple $\Re$ must be seen by all the universal processes $\wp_{i}, 1 \leq i \leq n$.

It is easy to observe that the first level of the computation tree associated with $\mathcal{A}$ can be "unfolded", by using a divide and conquer procedure, into a computation tree of height $\mathcal{O}\left(\log c^{n}\right)=\mathcal{O}(n)$ in which each node has the out-degree 2. To record the $\Re$ vector $\mathcal{A}$ needs $\mathcal{O}(n)$ space. Hence, this algorithm cannot be related to the parallel complexity classes $\mathcal{N C}{ }^{1}$ and $\mathcal{N C} \mathcal{C}^{2}$. In order to improve the linear time and space resources to logarithmic (the logarithmic uniformity assumptions required by the $\mathcal{N C}$ classes) we divide the input string of length $n$, into $(\log n)^{\log n}$ substrings of length $\log n$, and apply the above algorithm for each substring. Briefly, the new algorithm works as follows.

The ATM $\mathcal{A}$ performs a number of $\log n$ "iterated" divisions, where $n$ is the length of the input word. Dividing $n$ by $[\log n]$ we obtain ${ }^{16}$ a quotient $Q_{1}$ and a remainder $R_{1}$, i.e., $n=Q_{1}[\log n]+R_{1}$, where $0 \leq R_{1}<\log n$. Dividing the quotient $Q_{1}$ by $[\log n]$ we obtain a new quotient $Q_{2}$ and a remainder $R_{2}$, i.e., $n=\left(Q_{2}[\log n]+\right.$ $R_{2}$ ) $[\log n]+R_{1}$, with $0 \leq R_{2}<\log n$. We continue this procedure until the resulted quotient can be no longer divided by $[\log n]$. Suppose that $Q_{\ell}$ is this quotient, then $n=\left(\left(\ldots\left(\left(Q_{\ell}[\log n]+R_{\ell}\right)[\log n]+R_{\ell-1}\right)[\log n]+\ldots\right)[\log n]+R_{2}\right)[\log n]+R_{1}$, with $1 \leq Q_{l}<[\log n]$ and $0 \leq R_{l}<[\log n], l \in\{1,2, \ldots, \ell\}$. It is easy to prove that $\ell<\log n$.

[^10]$\mathcal{A}$ guesses an $R_{1}$-tuple of ranging vectors associated with the first $R_{1}$ matrices occurring in $\eta=\eta_{1} \eta_{2} \ldots \eta_{n}$ and checks, similar as in the algorithm described above, whether the substring $\eta_{1} \eta_{2} \ldots \eta_{R_{1}}$ is valid, according to the leftmost- $i, i \in\{1,2,3\}$, derivation procedure. Then $\mathcal{A}$ guesses a $[\log n]$-tuple of ranging vectors associated with matrices placed at the $[\log n]$ cutting points in $\eta$ obtained by dividing the interval $\left[R_{1}+1 \ldots n\right]$ into $[\log n]$ intervals of length $Q_{1}$. $\mathcal{A}$ continues with this routine for each interval of length $Q_{1}$ as follows.
$\mathcal{A}$ checks, in parallel, whether the first $R_{2}$ matrices in each $Q_{1}$-interval forms a valid substring of a leftmost- $i, i \in\{1,2,3\}$, Szilard word. Then, in parallel for each $Q_{1}$-interval, $\mathcal{A}$ guesses another $[\log n]$-tuple of ranging vectors associated with matrices placed at the $[\log n]$ cutting points in $\eta$ obtained by dividing each interval of length $Q_{1}-R_{2}$ into $[\log n]$ intervals of length $Q_{2}$. This procedure is repeated until intervals of length $Q_{\ell}<\log n$ are obtained. At this point, $\mathcal{A}$ checks whether the substring of $\eta$ corresponding to the $Q_{\ell}$-intervals, are valid according to the leftmost$i, i \in\{1,2,3\}$, derivation order. It can be proved that all cutting points are right edges of these intervals. If correct ranging vectors can be found for all intervals and all cutting points, then $\eta$ is a correct leftmost- $i, i \in\{1,2,3\}$, Szilard word.

On the other hand, the division operation is a function in the $\mathcal{N C}{ }^{1}$ class $^{17}$ [5]. Since $\mathcal{A}$ performs a number of $\log n$ divisions, the computation tree associated with $\mathcal{A}$ has at least $\log n$ levels. At each level $\mathcal{A}$ needs $\mathcal{O}\left(\log c^{\log n}\right)=\mathcal{O}(\log n)$ time to check the correctness of a substring of length at most $\log n, \mathcal{O}(\log n)$ time to perform the division operation, and $\mathcal{O}(\log n)$ space (which is reused at each level) to record the ranging vectors. Hence, the above algorithm requires $\log ^{2} n$ time and $\log n$ space.

Theorem 6 Each language $L \in S Z M L_{i}^{a c}(C F)$, $i \in\{1,2,3\}$, can be recognized by an indexing ATM in $\mathcal{O}\left(\log ^{2} n\right)$ time and $\mathcal{O}(\log n)$ space.

Proof. We prove the claim for the leftmost-2 derivation. For the leftmost-1 and leftmost-3 cases the proof is almost the same. Let $G=\left(N, T, A_{1}, M, F\right)$ be a MG with appearance checking, and $\mathcal{A}$ an indexing ATM with a similar configuration as in the proof of Theorem 3 . Let $\eta \in M^{*}, \eta=\eta_{1} \eta_{2} \ldots \eta_{n}$, be an input word of length $n$. To guess the length of $\eta, \mathcal{A}$ proceeds with the Level 1 (Existential), Theorem 3.

Level 2 (Existential) Consider the quotient $Q_{1}$ and the remainder $R_{1}$ of the division of $n$ by $[\log n]$, where $0 \leq R_{1}<[\log n]$. $\mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding an $R_{1}$-tuple of ranging vectors $\Re_{R_{1}}=\left(S\left(\eta_{1}\right), S\left(\eta_{2}\right), \ldots, S\left(\eta_{R_{1}}\right)\right)$, where ${ }^{18} c=\mathcal{O}\left(\sum_{s=1}^{m-1}(m-s+1)^{m}\right)$ and $S\left(\eta_{v}\right)$ is the ranging vector associated with matrix $\eta_{v}, 1 \leq v \leq R_{1}$. Then $\mathcal{A}$ checks whether all vectors in $\Re_{R_{1}}$ are correct, according to the leftmost- 2 derivation order. This can be done in $\mathcal{O}(\log n)$ space and $\mathcal{O}(\log n)$ parallel time through Levels 3-4.

Levels 3-4 (Universal-Existential) $\mathcal{A}$ spawns (Level 3) $R_{1}$ universal processes $\wp_{v}^{\left(R_{1}\right)}$, $1 \leq v \leq R_{1}$.

[^11]- On $\wp_{1}^{\left(R_{1}\right)} \mathcal{A}$ checks whether there exists a policy for $\eta_{1}$ that can be applied in leftmost-2 derivation manner on the axiom $A_{1}$ and ends this step of derivation with the ranging vector $S\left(\eta_{1}\right)$. Process $\wp_{1}^{\left(R_{1}\right)}$ returns 1 if these conditions hold.
- On each $\wp_{v}^{\left(R_{1}\right)}, 2 \leq v \leq R_{1}, \mathcal{A}$ counts the number of occurrences of each ma$\operatorname{trix} m_{j} \in M, 1 \leq j \leq k$, in $\eta^{(v)}=\eta_{1} \eta_{2} \ldots \eta_{v-1}$. Suppose that each $m_{j}$ oc$\operatorname{curs} c_{j}^{(v)}$ times, $0 \leq c_{j}^{(v)} \leq v-1$, in $\eta^{(v)}$. $\mathcal{A}$ guesses $k$ tuples of integers $t_{j}^{(v)}=$ $\left(c_{j, 1}^{(v)}, c_{j, 2}^{(v)}, \ldots, c_{j, 2^{c_{j}}-1}^{(v)}, c_{j, 2^{c_{j}}}^{(v)}\right)$, where $c_{j, q}^{(v)}$ with $0 \leq c_{j, q}^{(v)} \leq c_{j}^{(v)}$ and $\sum_{q=1}^{2^{c} j} c_{j, q}^{(v)}=c_{j}^{(v)}$, represents the number of times the policy $\ell_{j}^{q}$ of matrix $m_{j}, 1 \leq q \leq 2^{c_{j}}$, can be used when $m_{j}$ is activated on $\eta^{(v)}$. Then $\mathcal{A}$ spawns (Level 4) $\mathcal{N}^{\left(R_{1}\right)}=\mathcal{O}\left(R_{1}^{\sum_{j=1}^{k} 2^{c j}}\right)$ existential branches, each of which holds $k$ tuples $t_{j}^{(v)}$ (one tuple for each matrix). On each branch, $\mathcal{A}$ computes $s_{l}^{(v)}=V_{l}^{0}+\sum_{j=1}^{k} \sum_{q=1}^{2^{c}} c_{j, q}^{(v)} V_{l}\left(\ell_{j}^{q}\right), 1 \leq l \leq m$. Suppose that $\eta_{v}$ is a matrix with $2^{c_{\eta_{v}}}$ policies, where $c_{\eta_{v}}=\left|\eta_{v} \cap F\right|$, and that each policy $\ell_{\eta_{v}}^{q}$, $1 \leq q \leq 2^{c_{\eta_{v}}}$, is identified by the sequence $m_{\eta_{v}}^{q}=\left(p_{\eta_{v}, 1}^{q}, p_{\eta_{v}, 2}^{q}, \ldots, p_{\eta_{v}, \xi_{\eta_{v}}^{q}}^{q}\right), 1 \leq r \leq \xi_{\eta_{v}}^{q}$, $\left|\eta_{v}-F\right| \leq \xi_{\eta_{v}}^{q} \leq\left|\eta_{v}\right|$. Then $\mathcal{A}$ computes $s d f_{\alpha_{\eta_{v}, r+1}^{q}}=s_{\alpha_{\eta_{v}, r+1}^{(v)}}^{(v)}+\sum_{l=1}^{r} d f_{\alpha_{\eta_{v}, r+1}^{q}}\left(p_{\eta_{v}, l}^{q}\right)$, $1 \leq r \leq \xi_{\eta_{v}}^{q}-1$, and, as in Theorem 4, it checks

1. $s_{\alpha_{\eta_{v}, 1}^{(v)}}^{(v)} \geq 1$, i.e., $p_{\eta_{v}, 1}^{q}$ can be applied on $\eta^{(v)}=\eta_{1} \eta_{2} \ldots \eta_{v-1}$,
2. $s d f_{\alpha_{\eta_{v}, r+1}^{q}} \geq 1,1 \leq r \leq \xi_{\eta_{v}}^{q}-1$, i.e., rules of policy $\ell_{\eta_{v}}^{q}$ can be applied one by one in the order defined by the sequence $m_{\eta_{v}}^{q}$,
3. $S\left(\eta_{v-1}\right)$ is a possible ranging vector with which $\eta_{v-1}$ ends the $(v-1)^{\text {th }}$ step of derivation, i.e., $S_{l}\left(\eta_{v-1}\right)=0$, if $s_{l}^{(v)}=0$, and $S_{l}\left(\eta_{v-1}\right)>0$, if $s_{l}^{(v)}>0$, $1 \leq l \leq m$. Then $\mathcal{A}$ checks whether policy $\ell_{\eta_{v}}^{q}$ of $\eta_{v}$, can be applied on $S\left(\eta_{v-1}\right)$ in the leftmost-2 derivation manner, i.e., there exists an index $l, 1 \leq l \leq m$, such that $p_{\eta_{v}, 1}^{q}$, the first rule in $m_{\eta_{v}}^{q}$, rewrites $A_{l}$, i.e., $S_{l}\left(\eta_{v-1}\right) \neq 0$, and there is no matrix $m_{j}, m_{j} \neq \eta_{v}$, and no policy $\ell_{m_{j}}^{q}$ of $m_{j}$, such that the first rule in $\ell_{m_{j}}^{q}$ rewrites a nonterminal $A_{l^{\prime}}$ with $S_{l^{\prime}}\left(\eta_{v-1}\right)<S_{l}\left(\eta_{v-1}\right)$. Then $\mathcal{A}$ verifies whether $S\left(\eta_{v}\right)$ is a possible ranging vector on which $\ell_{\eta_{v}}^{q}$ ends the $v^{t h}$ step of derivation in leftmost-2 manner. Note that $S\left(\eta_{v}\right)$ can be (nondeterministically) computed knowing the rules of the policy $\ell_{\eta_{v}}^{q}$ applied in leftmost- 2 derivation manner on $S\left(\eta_{v-1}\right)$ (Example 2).
Each $\wp_{v}^{\left(R_{1}\right)}, 2 \leq v \leq R_{1}$, returns 1 if there exist at least one $t_{j}^{(v)}$-tuple and at least one policy $\ell_{\eta_{v}}^{q}$ of $\eta_{v}$, that satisfy the above leftmost- 2 requirements. If each $\wp_{v}^{\left(R_{1}\right)}, 1 \leq v \leq R_{1}$, returns 1 then $\Re_{R_{1}}$ is a correct guess and the existential branch holding the $[\log n]$-tuple, spawned at Level 2 , is labeled by 1 .

Level 5 (Existential) Let $Q_{2}$ be the quotient and $R_{2}$ the remainder of $Q_{1}$ divided by $[\log n], 0 \leq R_{2}<[\log n]$. $\mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each of them holding a $2[\log n]$-tuple of ranging vectors $\Re_{R_{2}}^{c}=\left(S\left(\eta_{R_{1}}\right), S\left(\eta_{R_{1}+R_{2}}\right), S\left(\eta_{R_{1}+Q_{1}}\right)\right.$, $\left.S\left(\eta_{R_{1}+Q_{1}+R_{2}}\right), \ldots, S\left(\eta_{R_{1}+([\log n]-1) Q_{1}}\right), S\left(\eta_{R_{1}+([\log n]-1) Q_{1}+R_{2}}\right)\right)$, where $S\left(\eta_{R_{1}}\right)$ is the ranging vector belonging to the $\Re_{R_{1}}$-tuple found correct at Levels $3-4$, and each $S\left(\eta_{j}\right)$ is a guessed ranging vector associated with matrix $\eta_{j}, j \in\left\{R_{1}+R_{2}, R_{1}+Q_{1}, R_{1}+\right.$
$\left.Q_{1}+R_{2}, R_{1}+2 Q_{1}, \ldots, R_{1}+([\log n]-1) Q_{1}, R_{1}+([\log n]-1) Q_{1}+R_{2}, R_{1}+[\log n] Q_{1}\right\}$. Because $\Re_{R_{1}}$ is not useful anymore, the space used by $\mathcal{A}$ to record $\Re_{R_{1}}$ is allocated now to record $\Re_{R_{2}}^{c}$.

Level 6 (Universal) On each existential branch from Level $5, \mathcal{A}$ spawns $[\log n]$ universal processes $\wp_{i_{1}}^{\left(Q_{1}\right)}, 0 \leq i_{1} \leq[\log n]-1$. Each process $\wp_{i_{1}}^{\left(Q_{1}\right)}$ takes the interval [ $R_{1}+i_{1} Q_{1} \ldots R_{1}+i_{1} Q_{1}+R_{2}$ ], and checks whether the ranging vectors $S\left(\eta_{R_{1}+i_{1} Q_{1}}\right)$ and $S\left(\eta_{R_{1}+i_{1} Q_{1}+R_{2}}\right), 1 \leq i_{1} \leq[\log n]-1$, provide a correct order in which the leftmost- 2 derivation can be performed between matrices $\eta_{R_{1}+i_{1} Q_{1}}$ and $\eta_{R_{1}+i_{1} Q_{1}+R_{2}}$. Besides $S\left(\eta_{R_{1}+i_{1} Q_{1}}\right)$ and $S\left(\eta_{R_{1}+i_{1} Q_{1}+R_{2}}\right)$, each $\wp_{i_{1}}^{\left(Q_{1}\right)}$ also keeps, from the previous level, the ranging vector $S\left(\eta_{R_{1}+\left(i_{1}+1\right) Q_{1}}\right)$. In this way each $S\left(\eta_{R_{1}+i_{1} Q_{1}}\right), 1 \leq i_{1} \leq[\log n]-1$, guessed at Level 5 , is redirected to only one process, i.e., to $\wp_{i_{1}-1}^{\left(Q_{1}\right)}$.

Level 7 (Existential) For each process $\wp_{i_{1}}^{\left(Q_{1}\right)}, 0 \leq i_{1} \leq[\log n]-1, \mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches (guesses), each branch holding an ( $R_{2}+1$ )-tuple of ranging vectors $\Re_{R_{2}}=\left(S\left(\eta_{R_{1}+i_{1} Q_{1}}\right), S\left(\eta_{R_{1}+i_{1} Q_{1}+1}\right), \ldots, S\left(\eta_{R_{1}+i_{1} Q_{1}+R_{2}-1}\right), S\left(\eta_{R_{1}+i_{1} Q_{1}+R_{2}}\right)\right)$. Then $\mathcal{A}$ checks whether all vectors in $\Re_{R_{2}}$ are correct according to the leftmost2 derivation requirements. This can be done, for each process $\wp_{i_{1}}^{\left(Q_{1}\right)}, 1 \leq i_{1} \leq$ $[\log n]-1$, in $\mathcal{O}(\log n)$ time and space, through Levels 8-9 as follows.

Levels 8-9 (Universal-Existential) For each branch spawned at Level 7, i.e., for each $0 \leq i_{1} \leq[\log n]-1, \mathcal{A}$ spawns $R_{2}$ universal processes $\wp_{v}^{\left(R_{2}\right)}, 1 \leq v \leq R_{2}$. On each $\wp_{v}^{\left(R_{2}\right)}, \mathcal{A}$ checks whether each substring $\eta_{R_{1}+i_{1} Q_{1}} \eta_{R_{1}+i_{1} Q_{1}+1} \ldots \eta_{R_{1}+i_{1} Q_{1}+v}$ is correct according to the leftmost-2 derivation requirements, and whether each ranging vector in $\Re_{R_{2}}$ is correct. This is performed as follows. For each $\wp_{v}^{\left(R_{2}\right)}$, $1 \leq v \leq R_{2}, \mathcal{A}$ counts the number of occurrences of each matrix $m_{j} \in M, 1 \leq j \leq k$, in $\eta^{\left(i_{1}, v\right)}=\eta_{1} \eta_{2} \ldots \eta_{R_{1}+i_{1} Q_{1}+v-1}$. Denote by $x_{i_{1}}=R_{1}+i_{1} Q_{1}$. Suppose that each $m_{j}$ occurs $c_{j}^{\left(i_{1}, v\right)}$ times, $0 \leq c_{j}^{\left(i_{1}, v\right)} \leq x_{i_{1}}+v-1$, in $\eta^{\left(i_{1}, v\right)}$. Then $\mathcal{A}$ guesses a $t_{j}^{\left(i_{1}, v\right)}$-tuple of integers of the form $\left(c_{j, 1}^{\left(i_{1}, v\right)}, c_{j, 2}^{\left(i_{1}, v\right)}, \ldots, c_{j, 2^{c}-1}^{\left(i_{1}, v\right)}, c_{\left.j, 2^{c}{ }^{( }\right)}^{\left(i_{1}, v\right)}\right.$, where $c_{j, q}^{\left(i_{1}, v\right)}$ with $0 \leq c_{j, q}^{\left(i_{1}, v\right)} \leq c_{j}^{\left(i_{1}, v\right)}$ and $\sum_{q=1}^{2^{c_{j}}} c_{j, q}^{\left(i_{1}, v\right)}=c_{j}^{\left(i_{1}, v\right)}$, represents the number of times the policy $\ell_{j}^{q}$ of matrix $m_{j}, 1 \leq q \leq 2^{c_{j}}$, can be used when $m_{j}$ is activated on
 branches, each of which holds $k$ tuples $t_{j}^{\left(i_{1}, v\right)}, 1 \leq j \leq k$. On each existential branch, $\mathcal{A}$ computes the sums $s_{l}^{\left(i_{1}, v\right)}=\sum_{j=1}^{k} \sum_{q=1}^{2^{c_{j}}} c_{j, q}^{\left(i_{1}, v\right)} V_{l}\left(\ell_{j}^{q}\right), 1 \leq l \leq m$. Suppose that $\eta_{x_{i_{1}}+v}$ is a matrix with $2^{c_{x_{x_{1}}+v}}$ policies, where $c_{\eta_{x_{i_{1}}+v}}=\left|\eta_{x_{i_{1}}+v} \cap F\right|$, and that each policy $\ell_{\eta_{x_{i_{1}}+v}}^{q}, 1 \leq q \leq 2^{c_{\eta_{x_{1}}+v}}$, is identified by the sequence $m_{\eta_{x_{i_{1}}+v}}^{q}=\left(p_{\eta_{x_{i_{1}}+v, 1}}^{q}\right.$, $\left.p_{\eta_{x_{i_{1}}+v}, 2}^{q}, \ldots, p_{\eta_{x_{i_{1}}+v}, \xi_{\eta_{x_{1}+v}}^{q}}^{q}\right)$, where $\left|\eta_{x_{i_{1}}+v}-F\right| \leq \xi_{\eta_{x_{i_{1}}+v}}^{q} \leq\left|\eta_{x_{i_{1}}+v}\right|$.
$\mathcal{A}$ computes the net effect of each rule in $m_{\eta_{x_{i_{1}+v}+}}^{q}$, i.e., $s d f_{\alpha_{\eta_{x_{1}+v}^{q}, r+1}^{q}}=s_{\alpha_{\eta_{x_{i_{1}}+v}, r+1}^{(i, v)}}^{\left(i_{1}, v\right)}+$ $\sum_{l=1}^{r} d f_{\alpha_{\eta_{x_{i_{1}}+v}^{q}, r+1}^{q}}\left(p_{\eta_{x_{i_{1}+v}, l}}^{q}\right), 1 \leq r \leq \xi_{\eta_{x_{i_{1}+v}}}^{q}-1$, and it checks whether

1. $s_{\alpha_{\eta_{x_{1}}+v}^{q}, 1}^{(v)} \geq 1$, i.e., $p_{\eta_{x_{i_{1}}+v}, 1}^{q}$ the first rule of $\ell_{\eta_{x_{i_{1}}+v}}^{q}$, can be applied on $\eta^{\left(i_{1}, v\right)}$,
2. $s d f_{\alpha_{\eta_{x_{1}+v}, r+1}^{q}} \geq 1,1 \leq r \leq \xi_{\eta_{x_{i_{1}}+v}}^{q}-1$, i.e., rules of policy $\ell_{\eta_{\eta_{x_{i_{1}}+v}}}^{q}$ can be applied one by one in the order defined by the sequence $m_{\eta_{x_{i_{1}}+v}}^{q}$. Furthermore, $\mathcal{A}$ checks the following leftmost- 2 conditions:
3. $S\left(\eta_{x_{i_{1}}+v-1}\right)$ is a possible ranging vector with which matrix $\eta_{x_{i_{1}}+v-1}$ ends the $\left(x_{i_{1}}+v-1\right)^{t h}$ step of derivation, i.e., $S_{l}\left(\eta_{x_{i_{1}}+v-1}\right)=0$, if $s_{l}^{\left(i_{1}, v\right)}=0$, and $S_{l}\left(\eta_{x_{i_{1}}+v-1}\right)>0$, if $s_{l}^{\left(i_{1}, v\right)}>0,1 \leq l \leq m$. The policy $\ell_{\eta_{x_{i_{1}}+v}}^{q}$ of $\eta_{x_{i_{1}}+v}$, can be applied on $S\left(\eta_{x_{i_{1}}+v-1}\right)$ in a leftmost-2 manner, i.e., $\mathcal{A}$ checks whether there exists an $l, 1 \leq l \leq m$, such that $p_{\eta_{x_{i_{1}+v}, 1}}^{q}$, the first rule of $\ell_{\eta_{x_{i_{1}+v}}}^{q}$, rewrites $A_{l}$ and there is no matrix $m_{j}, m_{j} \neq \eta_{x_{i_{1}}+v}$, and no policy $\ell_{m_{j}}^{q}$ of $m_{j}$, such that the first rule in $\ell_{m_{j}}^{q}$ rewrites a nonterminal $A_{l^{\prime}}$ with $S_{l^{\prime}}\left(\eta_{x_{i_{1}}+v-1}\right)<S_{l}\left(\eta_{x_{i_{1}}+v-1}\right)$, $S_{l}\left(\eta_{x_{i_{1}}+v-1}\right) \neq 0$. Then $\mathcal{A}$ checks whether $S\left(\eta_{x_{i_{1}}+v}\right)$ is a possible ranging vector on which $\ell_{\eta_{x_{i_{1}}+v}}^{q}$ ends the $\left(x_{i_{1}}+v\right)^{t h}$ step of derivation. Note that $S\left(\eta_{x_{i_{1}}+v}\right)$ can be nondeterministically computed knowing $S\left(\eta_{x_{i_{1}}+v-1}\right)$ and the rules composing $\ell_{\eta_{x_{i_{1}}+v}}^{q}$.

Each $\wp_{v}^{\left(R_{2}\right)}, 1 \leq v \leq R_{2}$, is said partially correct if there exist at least one $t_{j}^{\left(i_{1}, v\right)}$-tuple (guessed at Level 9) and at least one policy $\ell_{\eta_{x_{i_{1}}+v}}^{q}$ of $\eta_{x_{i_{1}}+v}$, that satisfy conditions $1-3$. If $\wp_{v}^{\left(R_{2}\right)}$ is not partially correct, it is labeled by 0 . Note that, at this moment we cannot decide whether $\wp_{v}^{\left(R_{2}\right)}$ can be labeled by 1 , since we do not know whether $S\left(\eta_{x_{i_{1}}}\right)$ is valid, i.e., whether matrix $\eta_{x_{i_{1}}}$ indeed ends the $x_{i_{1}}^{t h}$ step of derivation with the ranging vector $S\left(\eta_{x_{i_{1}}}\right)$, and whether $\eta_{x_{i_{1}}}$ can be applied in the leftmost-2 derivation manner upon the ranging vector $S\left(\eta_{x_{i_{1}}-1}\right)$ (which is not yet guessed $\left.{ }^{19}\right)$. The logical value of each $\wp_{v}^{\left(R_{2}\right)}$ will be decided at the end of computation, when it will be known whether $S\left(\eta_{R_{1}+i_{1} Q_{1}}\right)$ is a valid ranging vector with respect to the matrices that compose the subword $\eta_{R_{1}+\left(i_{1}-1\right) Q_{1}} \ldots \eta_{R_{1}+i_{1} Q_{1}-1}$. A partially correct process $\wp_{v}^{\left(R_{2}\right)}$ is labeled by a symbol $\diamond$. If all processes $\wp_{v}^{\left(R_{2}\right)}$ are labeled by $\diamond$, then the existential branch holding the $\Re_{R_{2}}$-tuple, provided at Level 7 , is labeled by $\diamond$. Otherwise, this branch is labeled by 0 . A process $\wp_{i_{1}}^{\left(Q_{1}\right)}$, yielded at Level 6 , will be labeled by $\diamond$ if there exists at least one existential branch labeled by $\diamond$ at Level 7. Otherwise, $\wp_{i_{1}}^{\left(Q_{1}\right)}$ returns 0.

Suppose that we have run the algorithm up to the $(\ell-1)^{\text {th }}$ "iterated" division of $n$ by $[\log n]$, i.e., we know the quotient $Q_{\ell-1}$ and the remainder $R_{\ell-1}$ of $Q_{\ell-2}$ divided by $[\log n]$, i.e., $Q_{\ell-2}=Q_{\ell-1}[\log n]+R_{\ell-1}$. More precisely, $Q_{\ell-2}=Q_{\ell-1}[\log n]+R_{\ell-1}$ and $\left.n=\left((\ldots)\left(\left(Q_{\ell-1}[\log n]+R_{\ell-1}\right)[\log n]+R_{\ell-2}\right)[\log n]+\ldots\right)[\log n]+R_{2}\right)[\log n]+R_{1}$, with $Q_{\ell-1} \geq[\log n], 0 \leq R_{l}<[\log n], l \in\{1,2, \ldots, \ell-1\}$, and $\ell \leq[\log n]$.

Level $5(\ell-1)$ (Existential) Consider the quotient $Q_{\ell}$ and the remainder $R_{\ell}$ of $Q_{\ell-1}$ divided by $[\log n], 0 \leq Q_{\ell}, R_{\ell}<[\log n]$. Since $Q_{\ell-2}, R_{\ell-2}$ and $R_{\ell-1}$

[^12]are no more needed, the space used to record them is now used to record $Q_{\ell}$ and $R_{\ell}$, still keeping $Q_{\ell-1}$. Denote by $x_{i_{\ell-2}}=\sum_{l=1}^{\ell-1} R_{l}+\sum_{l=1}^{\ell-2} i_{l} Q_{l}$. For each existential branch labeled by $\diamond$ at Level $5 \ell-8, \mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches (guesses), each of which holds a $2[\log n]$-tuple of ranging vectors $\Re_{R_{\ell}}^{c}=$ $\left(S\left(\eta_{x_{i_{\ell-2}}}\right), S\left(\eta_{x_{i_{\ell-2}}+R_{\ell}}\right), S\left(\eta_{x_{i_{\ell-2}}+Q_{\ell-1}}\right), S\left(\eta_{x_{i_{\ell-2}}+Q_{\ell-1}+R_{\ell}}\right), \ldots, S\left(\eta_{x_{i_{\ell-2}}}+([\log n]-1) Q_{\ell-1}\right)\right.$, $\left.S\left(\eta_{x_{i_{\ell-2}}}+([\log n]-1) Q_{\ell-1}+R_{\ell}\right)\right)$, such that $S\left(\eta_{x_{i_{\ell-2}}}\right)$ is the ranging vector belonging to the tuple $\Re_{R_{\ell-1}}$ found correct at Level $5 \ell-8$. Because $\Re_{R_{\ell-1}}$ is no more needed, the space used by $\mathcal{A}$ to record $\Re_{R_{\ell-1}}$ is allocated now to record the tuple $\Re_{R_{\ell}}^{c}$. Then $\mathcal{A}$ proceeds with the Level $5 \ell-4$, similar to Levels $6,11, \ldots, 5 \ell-9$.

Level 5 $\ell-4$ (Universal) On each existential branch spawned at Level $5(\ell-1)$, $\mathcal{A}$ spawns $[\log n]$ universal processes $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}, 0 \leq i_{\ell-1} \leq[\log n]-1$. Denote by $x_{i_{\ell-1}}=\sum_{l=1}^{\ell-1} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}=x_{i_{\ell-2}}+i_{\ell-1} Q_{\ell-1}, 0 \leq i_{\ell-1} \leq[\log n]-1$. Each process $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$ takes the interval $\left[x_{i_{\ell-1}} \ldots x_{i_{\ell-1}}+R_{\ell}\right]$, and checks whether the ranging vectors (guessed at Level $5(\ell-1)) S\left(\eta_{x_{i_{\ell-1}}}\right)$ and $S\left(\eta_{x_{i_{\ell-1}}+R_{\ell}}\right), 0 \leq i_{\ell-1} \leq[\log n]-1$, provides a correct order in which the leftmost-2 derivation can be performed between matrices $\eta_{x_{i_{\ell-1}}}$ and $\eta_{x_{i_{\ell-1}}+R_{\ell}}$. Besides $S\left(\eta_{x_{i_{\ell-1}}}\right)$ and $S\left(\eta_{x_{i_{\ell-1}}}+R_{\ell}\right)$, each $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$, also keeps, from the previous level, the ranging vector $S\left(\eta_{x_{i_{\ell-2}}+\left(i_{\ell-1}+1\right)} Q_{\ell-1}\right)$. Then $\mathcal{A}$ continues with Level $5 \ell-3$, similar to Levels $7,12, \ldots, 5 \ell-8$.

Level $5 \ell-3$ (Existential) For each process $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}, 0 \leq i_{\ell-1} \leq[\log n]-1, \mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding an $\left(R_{\ell}+1\right)$-tuple $\Re_{R_{\ell}}=$ $\left(S\left(\eta_{x_{i_{\ell-1}}}\right), S\left(\eta_{x_{i_{\ell-1}}+1}\right), \ldots, S\left(\eta_{x_{i_{\ell-1}}+R_{\ell}-1}\right), S\left(\eta_{x_{i_{\ell-1}}+R_{\ell}}\right)\right)$ of ranging vectors. Then $\mathcal{A}$ checks whether all vectors in $\Re_{R_{\ell}}$ are correct. This can be done, for each process $\wp_{i i_{\ell-1}}^{\left(Q_{\ell-1}\right)}, 0 \leq i_{\ell-1} \leq[\log n]-1$, in $\mathcal{O}(\log n)$ time and space, through Levels $5 \ell-2$ (Universal) and $5 \ell-1$ (Existential) similar to Levels 3-4, 8-9, ..., $(5 \ell-7)-(5 \ell-6)$.

Levels (5 $\ell-2)-(5 \ell-1)($ Universal-Existential) For each existential branch spawned at Level $5 \ell-3, \mathcal{A}$ spawns $R_{\ell}$ universal processes $\wp_{v}^{\left(R_{\ell}\right)}, 1 \leq v \leq R_{\ell}$. On each $\wp_{v}^{\left(R_{\ell}\right)}$, $1 \leq v \leq R_{\ell}, \mathcal{A}$ spawns $\mathcal{N}^{\left(R_{\ell}\right)}=\mathcal{O}\left(\left(x_{i_{\ell-1}}+v\right)^{\sum_{j=1}^{k} 2^{c_{j}}}\right)=\mathcal{O}\left(n^{\sum_{j=1}^{k} 2^{c_{j}}}\right)$ existential branches, each of which holds a possible configuration of policies used by matrices occurring in $\eta^{\left(i_{\ell-1}, v\right)}=\eta_{1} \eta_{2} \ldots \eta_{x_{i_{\ell-1}}+v-1}$, and computes the net effect according to this configuration. $\mathcal{A}$ guesses a policy $\ell_{\eta_{x_{i_{\ell-1}+v}}}^{q}$ and, based on the net effect computed before, checks whether $\eta_{x_{i_{\ell-1}}+v}$ with the policy $\ell_{x_{i_{\ell-1}+v}}^{q}$ can be applied, in leftmost-2 derivation manner, on the sentential form having the associated ranging vector $S\left(\eta_{x_{i_{\ell-1}}+v-1}\right)$ in $\Re_{R_{\ell}}$. Then $\mathcal{A}$ checks whether $S\left(\eta_{x_{i_{\ell-1}}+v}\right)$ in $\Re_{R_{\ell}}$ is a possible ranging vector on which $\ell_{\eta_{i_{\ell-1}+v}}^{q}$ ends the $\left(x_{i_{\ell-1}}+v\right)^{\text {th }}$ step of derivation. Note that $S\left(\eta_{x_{i_{\ell-1}}+v}\right)$ can be nondeterministically computed, knowing the ranging vector $S\left(\eta_{x_{i_{\ell-1}}+v-1}\right)$ and the sequence of rules that defines $\ell_{\eta_{x_{i-1}+v}}^{q}$.

Each process $\wp_{v}^{\left(R_{\ell}\right)}, 1 \leq v \leq R_{\ell}$, that satisfies the above conditions is partially correct, and it is labeled by a $\diamond$. Otherwise, $\wp_{v}^{\left(R_{\ell}\right)}$ is labeled by 0. If all $\wp_{v}^{\left(R_{\ell}\right)}$ are labeled by $\diamond$, then the existential branch holding the tuple $\Re_{R_{\ell}}$, provided at Level $5 \ell-3$, is labeled by $\diamond$. Otherwise, this branch is labeled by 0 . The process $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$,
yielded at Level $5 \ell-4$, will be labeled by $\diamond$ if there exists at least one existential branch labeled by $\diamond$ at Level $5 \ell-3$. Otherwise, $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$ is labeled by 0.

At this level the only substrings of $\eta$ left unchecked are those substrings that corresponds to intervals $I_{Q_{\ell-1}}=\left[\sum_{l=1}^{\ell-1} R_{l}+\sum_{l=1}^{\ell-2} i_{l} Q_{l}+i_{\ell-1} Q_{\ell-1}+R_{\ell} \ldots \sum_{l=1}^{\ell-1} R_{l}+\right.$ $\left.\sum_{l=1}^{\ell-2} i_{l} Q_{l}+\left(i_{\ell-1}+1\right) Q_{\ell-1}\right]=\left[x_{i_{\ell-2}}+i_{\ell-1} Q_{\ell-1}+R_{\ell} \ldots x_{i_{\ell-2}}+\left(i_{\ell-1}+1\right) Q_{\ell-1}\right], 0 \leq i_{l} \leq$ $[\log n]-1,1 \leq l \leq \ell-1$, and besides the cutting points $P_{\ell}^{u}=\sum_{l=1}^{u} R_{l}+\sum_{l=1}^{u-1} i_{l} Q_{l}+$ $\left(i_{u}+1\right) Q_{u}, 1 \leq u \leq \ell-1$.

Level $5 \ell$ (Existential) Each interval $I_{Q_{\ell-1}}$ can be divided into $[\log n]$ subintervals of length $1 \leq Q_{\ell}<[\log n]$. Hence, $\mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches each of which holds a $[\log n]$-tuple of ranging vectors $\Re_{Q_{\ell}}^{c}=\left(S\left(\eta_{x_{i_{\ell-1}}}+R_{\ell}\right), S\left(\eta_{x_{i_{\ell-1}}}+R_{\ell}+Q_{\ell}\right)\right.$, $\left.\ldots, S\left(\eta_{x_{i_{\ell-1}}}+R_{\ell}+([\log n]-1) Q_{\ell}\right)\right)$, where $S\left(\eta_{x_{i_{\ell-1}}}+R_{\ell}\right)$ is the ranging vector found valid at Level $5 \ell-3$.

Level $5 \ell+1$ (Universal) For each existential branch spawned at Level $5 \ell, \mathcal{A}$ spawns [ $\log n]$ universal processes $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}, 0 \leq i_{\ell} \leq[\log n]-1$. Each $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}$ takes an interval of length $Q_{\ell}$ of the form [ $\left.\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+i_{\ell} Q_{\ell} \ldots \sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+\left(i_{\ell}+1\right) Q_{\ell}\right]$. Denote by $x_{i_{\ell}}=\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+i_{\ell} Q_{\ell}, 0 \leq i_{\ell} \leq[\log n]-1$. For each interval $\left[x_{i_{\ell}} \ldots x_{i_{\ell}+1}\right], \mathcal{A}$ checks whether the substring $\eta_{x_{i_{\ell}}} \ldots \eta_{x_{i_{\ell}+1}}, 0 \leq i_{\ell} \leq[\log n]-1$, is valid according to the leftmost- 2 derivation order.

Level $5 \ell+2$ (Existential) For each $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}, 0 \leq i_{\ell} \leq[\log n]-1, \mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding an $\left(Q_{\ell}+1\right)$-tuple of ranging vectors $\Re_{Q_{\ell}}=$ $\left(S\left(\eta_{x_{i_{\ell}}}\right), S\left(\eta_{x_{i_{\ell}}+1}\right), \ldots, S\left(\eta_{x_{i_{\ell}}+Q_{\ell}-1}\right), S\left(\eta_{x_{i_{\ell}+1}}\right)\right.$ ). In each $\Re_{Q_{\ell}}$-tuple the first vector $S\left(\eta_{x_{i_{\ell}}}\right)$ and the last vector $S\left(\eta_{x_{i_{\ell}+1}}\right)$ have been guessed at Level $5 \ell$. They are ranging vectors associated with matrices placed in cutting points, i.e., end points of intervals of length at most $\log n$. They are also overlapping points of two consecutive intervals of type $\left[x_{i_{\ell}} \ldots x_{i_{\ell}+1}\right]$. Hence, each ranging vector $S\left(\eta_{x_{i_{\ell}}}\right)$ is checked two times. Once if it is a valid vector on which matrix $\eta_{x_{i_{\ell}}+1}$ can be applied in leftmost- 2 derivation manner, and twice if by applying $\eta_{x_{i_{\ell}}}$ on the sentential form built by using the ranging vector $S\left(\eta_{x_{i_{\ell}}-1}\right)$ a sentential form with the associated ranging vector $S\left(\eta_{x_{i_{\ell}}}\right)$ is obtained.

As all intervals of type $\left[x_{i_{\ell}} \ldots x_{i_{\ell}+1}\right]$ are universally checked, the tuple $\Re_{Q_{\ell}}^{c}$ spawned at Level $5 \ell$ is labeled by 1 , if all ranging vectors $S\left(\eta_{x_{i_{\ell}}}\right)$ and all vectors composing $\Re_{Q_{\ell}}$ are correct. To check whether all ranging vectors in $\Re_{Q_{\ell}}$ are correct, for each process $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}, 0 \leq i_{\ell} \leq[\log n]-1, \mathcal{A}$ follows the same procedure, that requires $\mathcal{O}(\log n)$ time and space, described at Levels $5 \ell-2$ (Universal) and $5 \ell-1$ (Existential).

For the last substring of length $Q_{\ell}$ in $\eta$, i.e., the suffix of $\eta$ of length $Q_{\ell}$ of the form $\eta_{\left.\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1}([\log n]-1) Q_{l}+([\log n]-1) Q_{\ell} \cdots \eta_{\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1}([\log n]-1) Q_{l}+[\log n] Q_{\ell}} \text {,on } \wp_{[\log n]-1}^{\left(Q_{\ell}\right)}{ }^{\prime}\right) .}$ $\mathcal{A}$ must check whether the matrix $\eta_{\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1}([\log n]-1) Q_{l}+[\log n] Q_{\ell}}=\eta_{n}$ ends up the computation. This can be checked as in process $\wp_{n}$, Theorem 3.

Each cutting point $P_{\ell}^{u}=\sum_{l=1}^{u} R_{l}+\sum_{l=1}^{u-1} i_{l} Q_{l}+\left(i_{u}+1\right) Q_{u}$ can be equivalently rewritten as $\sum_{l=1}^{u+1} R_{l}+\sum_{l=1}^{u} i_{l} Q_{l}+[\log n] Q_{u+1}$, due to the equality $Q_{u}=$ $[\log n] Q_{u+1}+R_{u+1}$, for any $1 \leq u \leq \ell-1$. Furthermore, $\sum_{l=1}^{u+1} R_{l}+\sum_{l=1}^{u} i_{l} Q_{l}+$ $[\log n] Q_{u+1}$ is equal with $\sum_{l=1}^{u+1} R_{l}+R_{u+2}+\sum_{l=1}^{u} i_{l} Q_{l}+([\log n]-1) Q_{u+1}+[\log n] Q_{u+2}$,
due to the equality $Q_{u+1}=[\log n] Q_{u+2}+R_{u+2}$, for any $1 \leq u \leq \ell-2$. By applying this transformation $k$ times, where $k=\ell-u$, each $P_{\ell}^{u}$ can be equivalently rewritten as $\sum_{l=1}^{u+1} R_{l}+R_{u+2}+\ldots+R_{u+k}+\sum_{l=1}^{u} i_{l} Q_{l}+([\log n]-1)\left(Q_{u+1}+\ldots+Q_{u+k-1}\right)+[\log n] Q_{u+k}$, where $u+k=\ell$.

In this way each cutting point $P_{\ell}^{u}$, yielded at Level $5 u$ by the $\Re_{R_{u+1}}^{c}$-tuple, $1 \leq u \leq \ell-1$, is in fact the end point of an interval of the form $\left[\sum_{l=1}^{\ell} R_{l}+\right.$ $\left.\sum_{l=1}^{\ell-1} i_{l} Q_{l}+i_{\ell} Q_{\ell} \cdots \sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+\left(i_{\ell}+1\right) Q_{\ell}\right]$ for which $0 \leq i_{l} \leq[\log n]-1$, $1 \leq l \leq \ell-1, i_{\ell}=[\log n]-1$. Hence, the decision on the correctness of each ranging vector $S\left(\eta_{\sum_{l=1}^{u} R_{l}+\sum_{l=1}^{u-1} i_{l} Q_{l}+\left(i_{u}+1\right) Q_{u}}\right)=S\left(\eta_{P_{\ell}^{u}}\right)$ will be actually taken by a process of type $\wp_{[\log n]-1}^{\left(Q_{\ell}\right)}$.

Since the validity of each cutting point is decided by a process of type $\wp_{[\log n]-1}^{\left(Q_{\ell}\right)}$, the logical value returned by this process is "propagated" up to the level of the computation tree that has spawned the corresponding cutting point, and thus each $\diamond$ symbol receives a logical value. The input is accepted, if going up in the computation tree, with all $\diamond$ 's changed into logical values, the root of the tree is labeled by 1.

The $\Re_{R_{\hbar}}$, $\Re_{R_{\hbar}}^{c}$, $\Re_{Q_{\ell}}$, and $\Re_{Q_{\ell}}^{c}$-tuples of ranging vectors, $1 \leq \hbar \leq \ell$, the sequences $m_{j}^{q}$, the vectors $V\left(\ell_{j}^{q}\right), 1 \leq j \leq k$, and auxiliary net effects computed by $\mathcal{A}$ during the algorithm, are stored by using only $\mathcal{O}(\log n)$ space, in a similar manner as in Theorem 4. It is easy to observe that $\mathcal{A}$ has $\mathcal{O}(\log n)$ levels. Since at each level $\mathcal{A}$ spawns either $\mathcal{O}\left(n^{c}\right)$ or $\mathcal{O}\left(c^{\log n}\right)$ existential branches, where $c$ is a constant, (each level being thus convertible into a binary tree with $\mathcal{O}(\log n)$ levels), and at each Level $5 \hbar, 1 \leq \hbar \leq \ell, \mathcal{A}$ performs a division operation, which requires $\mathcal{O}(\log n)$ time and space, $\mathcal{A}$ performs the whole computation in $\mathcal{O}\left(\log ^{2} n\right)$ parallel time and $\mathcal{O}(\log n)$ space.

Corollary 7 Each language $L \in S Z M L_{i}(C F)$, $i \in\{1,2,3\}$, can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ space and $\mathcal{O}\left(\log ^{2} n\right)$ time.

Proof. The proof is similar to the proof provided for Theorem 6. The main difference is that at each Level $5 \hbar+4,0 \leq \hbar \leq \ell, \mathcal{A}$ does not have to spawn $\mathcal{N}^{\left(R_{\hbar+1}\right)}=$ $\mathcal{O}\left(R_{\hbar+1}^{\sum_{j=1}^{k} 2^{c_{j}}}\right)$ existential branches in order to guess the $t_{j}^{\left(i_{\hbar}, v\right)}$-tuples of integers that for each matrix $m_{j}, 1 \leq j \leq k$, provide the number of times each policy of $m_{j}$ can be used in the substring $\eta^{\left(i_{\hbar}, v\right)}$. However, this does not decrease the time resources needed, since $\mathcal{A}$ has to perform $\log n$ division operations, each of which requiring $\mathcal{O}(\log n)$ time and space. Hence, the parallel time is still $\mathcal{O}\left(\log ^{2} n\right)$.

Corollary $8 S Z M L_{i}(C F) \cup S Z M L_{i}^{a c}(C F) \subset \mathcal{N C}{ }^{2}, i \in\{1,2,3\}$.
Corollary $9 S Z M L_{i}(C F) \cup S Z M L_{i}^{a c}(C F) \subset D S P A C E\left(\log ^{2} n\right), i \in\{1,2,3\}$.

## 4 Szilard Languages of Programmed Grammars

Programmed grammars are regulated rewriting grammars in which the application of a rule is conditioned by its occurrence in the so called success field associated with the rule previously applied in the derivation process. If a rule is effectively applied
then the next rule to be used is chosen from its success field. For programmed grammars working in appearance checking mode, if the left-hand side of a rule, named to be applied by the previous rule, does not occur in the current sentential form then a rule from its failure field, must be applied. Programmed grammars have been introduced in [38], as a generalization of phrase-structure grammars with applications in natural language processing. This is possible due to the success and failure fields that prescribe an order in which productions can be used during the derivation. Extended versions of context-free programmed grammars, namely stochastic context-free programmed grammars, have been effectively used in pattern recognition [22] and [44]. For more results on the generative capacity of PGs the reader is referred to [38], [39], and [13].

### 4.1 Programmed Grammars - Prerequisites

Definition 12 A programmed grammar (PG) is a quadruple $G=(N, T, S, P)$ where $N, T$, and $S$ are specified as in a CG. $P$ is a finite set of triples (programmed grammar rule) of the form $r=(p, \sigma, \varphi)$ where $p$ is an unrestricted Chomsky rule, $\sigma$ and $\varphi$ are subsets of $P$, called the success field and failure field of $r$, respectively. If $\varphi=\emptyset$, for any $r \in P$, then $G$ is a programmed grammar without appearance checking, otherwise $G$ is a programmed grammar with appearance checking. If all rules in $P$ are phrase-structure (PS), context-sensitive (CS), context-free (CF), or regular (REG) rules then $G$ is a PS, CS, CF, or REG programmed grammar, respectively.

Definition 13 Let $G=(N, T, S, P)$ be a PG and $V=N \cup T$. The language $L(G)$ generated by $G$ is defined as the set of all words $w \in T^{*}$ such that there is a derivation $D: S=w_{0} \Rightarrow_{r_{i_{1}}} w_{1} \Rightarrow_{r_{i_{2}}} w_{2} \Rightarrow_{r_{i_{3}}} \ldots \Rightarrow_{r_{i_{s}}} w_{s}=w, s \geq 1$, and for $r_{i_{j}}=$ $\left(\alpha_{i_{j}} \rightarrow \beta_{i_{j}}, \sigma_{i_{j}}, \varphi_{i_{j}}\right), 1 \leq j \leq s-1$, either $w_{j-1}=w_{j-1}^{\prime} \alpha_{i_{j}} w_{j-1}^{\prime \prime}, w_{i}=w_{j-1}^{\prime} \beta_{i_{j}} w_{j-1}^{\prime \prime}$ for some $w_{j-1}^{\prime}, w_{j-1}^{\prime \prime} \in V^{*}$ and $r_{i_{j+1}} \in \sigma_{i_{j}}$, or $\alpha_{i_{j}}$ does not occur in $w_{j-1}, w_{j-1}=w_{j}$ and $r_{i_{j+1}} \in \varphi_{i_{j}}$.

Denote by $L(P, X)$ and $L(P, X, a c)$ the class of languages generated by PGs and PGs with appearance checking, respectively, with $X$-rules, $X \in\{R E G, C F, C F-$ $\lambda, C S, P S\}$, then $L(M, X)=L(P, X)$ and $L(M, X, a c)=L(P, X, a c)$, [13]. Hence

1. $C F L \subset L(P, C F-\lambda) \subset L(P, C F-\lambda, a c) \subset C S L \subset L(P, C F, a c)=R E$,
2. $C F L \subset L(P, C F-\lambda) \subset L(P, C F) \subset R E$,
3. $L(P, X)=L(P, X, a c)=X L, X \in\{R E G, C S, P S\}$.

Let $G=(N, T, S, P)$ be a PG. If labels are associated with triplets ${ }^{20} r=$ $(p, \sigma, \varphi) \in P$, in one-to-one correspondence, then the Szilard language associated with $G$ is defined as follows.

Definition 14 Let $G=(N, T, S, P)$ be a programmed grammar, $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ the set of productions, $L(G)$ the language generated by $G$, and $w$ a word in $L(G)$. The Szilard word of $w$ associated with the derivation $D: S=w_{0} \Rightarrow_{r_{i_{1}}} w_{1} \Rightarrow_{r_{i_{2}}}$ $w_{2} \Rightarrow_{r_{i_{3}}} \ldots \Rightarrow_{r_{i_{s}}} w_{s}=w, s \geq 1$, is defined as $S z_{D}(w)=r_{i_{1}} r_{i_{2}} \ldots r_{i_{s}}, r_{i_{j}} \in P$,

[^13]$1 \leq j \leq s$. The Szilard language of $G$ is $S z(G)=\left\{S z_{D}(w) \mid w \in L(G), D\right.$ is a terminal derivation of $w\}$.

Let $S Z P(X)$ and $S Z P^{a c}(X)$ be the classes of Szilard languages associated with programmed grammars and programmed grammars with appearance checking, respectively, with $X$ rules, $X \in\{C F, C S, P S\}$.

Definition 10 is applicable also for leftmost- $i, i \in\{1,2,3\}$, derivations in PGs with CF rules [13]. In terms of triplets $r=\left(p_{r}, \sigma_{r}, \varphi_{r}\right) \in P$, where $p$ is a CF rule of the form $\alpha_{i_{j}} \rightarrow \beta_{i_{j}}, \alpha_{i_{j}} \in N$, these derivations can be explained as follows.

For the case of leftmost-1 derivations, after $r$ has been effectively applied in leftmost-1 manner, the rule from $\sigma_{r}$ that rewrites the leftmost nonterminal occurring in the current sentential form must be applied. If no rule in $\sigma_{r}$ can rewrite the leftmost nonterminal occurring in the sentential form, then a rule in $\varphi_{r^{\prime}}$, where $r^{\prime}=\left(p_{r^{\prime}}, \sigma_{r^{\prime}}, \varphi_{r^{\prime}}\right)$ is an arbitrary rule in $\sigma_{r}$ must be applied leftmost- 1 manner.

For the case of leftmost-2 derivations, after $r$ has been effectively applied in leftmost- 2 manner, the rule from $\sigma_{r}$ that rewrites the leftmost nonterminal that can be rewritten by rules in $\sigma_{r}$ (not necessary the leftmost nonterminal occurring in the sentential from) must be applied. If no rule in $\sigma_{r}$ can be applied in leftmost-2 manner, then a rule in $\varphi_{r^{\prime}}$, where $r^{\prime}=\left(p_{r^{\prime}}, \sigma_{r^{\prime}}, \varphi_{r^{\prime}}\right)$ is an arbitrary rule in $\sigma_{r}$, that rewrites the leftmost nonterminal that can be rewritten by rules in $\varphi_{r^{\prime}}$, must be applied.

For the case of leftmost-3 derivations, after $r$ has been effectively applied in leftmost-3 manner, a rule from $\sigma_{r}$ that rewrites the leftmost occurrence of its lefthand side in the current sentential form must be applied. If no rule in $\sigma_{r}$ can be applied in leftmost-3 manner, then a rule in $\varphi_{r^{\prime}}$, where $r^{\prime}=\left(p_{r^{\prime}}, \sigma_{r^{\prime}}, \varphi_{r^{\prime}}\right)$ is an arbitrary rule in $\sigma_{r}$, must be applied in leftmost- 3 manner.

Szilard languages associated with leftmost-i, $i \in\{1,2,3\}$, derivations can be defined in the same way as in Definition 14, with the specification that $D$ is a leftmost- $i$ derivation of $w$.

We denote by $S Z P L_{i}(X)$ and $S Z P L_{i}^{a c}(X)$ the classes of leftmost- $i, i \in\{1,2,3\}$, Szilard languages associated with PGs and PGs with appearance checking with $X$ rules, $X \in\{C F, C S, P S\}$, respectively.

Let $G=\left(N, T, P, A_{1}\right)$ be an arbitrary programmed grammar with appearance checking, where $A_{1}$ is the axiom, $N=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ and $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ are the finite sets of ordered nonterminals and labels, respectively.

For each production $r=\left(p_{r}, \sigma_{r}, \varphi_{r}\right) \in P$, where $p_{r}$ is a rewriting rule of the form $\alpha_{p_{r}} \rightarrow \beta_{p_{r}}, \alpha_{p_{r}} \in(N \cup T)^{*} N(N \cup T)^{*}$, and $\beta_{p_{r}} \in(N \cup T)^{*}$, its net effect during the derivation $D$ with respect to each nonterminal $A_{l} \in N, 1 \leq l \leq m$, is given by the difference $d f_{A_{l}}\left(p_{r}\right)=\left|\beta_{p_{r}}\right|_{A_{l}}-\left|\alpha_{p_{r}}\right|_{A_{l}}$. To each rule $r$ we associate a vector $V(r) \in \mathbf{Z}^{m}$ defined by $V(r)=\left(d f_{A_{1}}\left(p_{r}\right), d f_{A_{2}}\left(p_{r}\right), \ldots, d f_{A_{m}}\left(p_{r}\right)\right)$, where $\mathbf{Z}$ is the set of integers. The value of $V(r)$ taken at the $l^{t h}$ place, $1 \leq l \leq m$, is denoted by $V_{l}(r)$.

### 4.2 On the Complexity of Unrestricted Szilard Languages

In this subsection we focus on unrestricted Szilard languages of PGs with CF rules. Leftmost Szilard languages are studied in Subsection 4.3. The case of Szilard languages of PGs with CS and PS rules is briefly discussed in Section 6.

Theorem 7 Each language $L \in S Z P(C F) \cup S Z P^{a c}(C F)$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Proof. We give the proof for the class $S Z P^{a c}(C F)$. For the class $S Z P(C F)$ the proof is simpler. Let $G=\left(N, T, P, A_{1}\right)$ be a PG with CF rules and appearance checking. Consider an indexing ATM $\mathcal{A}$ composed of an input tape that stores an input word, $\gamma \in P^{*}$, of length $n, \gamma=\gamma_{1} \gamma_{2} \ldots \gamma_{n}$, an index tape to read the input symbols, and a working tape composed of three tracks. Each label $\gamma_{i}$ corresponds to a triple in $P$ of the form $r_{\gamma_{i}}=\left(p_{\gamma_{i}}, \sigma_{\gamma_{i}}, \varphi_{\gamma_{i}}\right)$, where $p_{\gamma_{i}}$ is a rule of the form $\alpha_{\gamma_{i}} \rightarrow \beta_{\gamma_{i}}$, $\alpha_{\gamma_{i}} \in N$, and $\beta_{\gamma_{i}} \in(N \cup T)^{*}, 1 \leq i \leq n$. At the beginning of the computation the first track of the working tape of $\mathcal{A}$ stores $k+1$ vectors, $V^{0}$ corresponding to the axiom, i.e., $V_{1}^{0}=1$ and $V_{l}^{0}=0,2 \leq l \leq m$, and $V\left(r_{j}\right), 1 \leq j \leq k$.

Level 1 (Existential) In an existential state $\mathcal{A}$ guesses the length of $\gamma$ in a similar manner as in Level 1, Theorem 3. $\mathcal{A}$ stores the binary value of $n$ in the second track of its working tape.

Levels 2-3 (Universal-Existential) $\mathcal{A}$ spawns $n$ universal processes (Level 2) $\wp_{i}$, $1 \leq i \leq n$.

- The first process $\wp_{1}$ reads $\gamma_{1}$ and checks whether $\alpha_{\gamma_{1}}=A_{1}$. It returns 1 if the equality holds. Otherwise, $\wp_{1}$ returns 0 .
- The second process $\wp_{2}$ reads $\gamma_{2}$ and checks whether $\gamma_{2} \in \sigma_{\gamma_{1}}$. It returns 1 if the equality holds. Otherwise, $\wp_{2}$ returns 0 .
- For each $\wp_{i}, 3 \leq i \leq n-1, \mathcal{A}$ counts the number of occurrences of each $r_{j} \in P$, $1 \leq j \leq k$, in $\gamma^{(i-1)}=\gamma_{1} \gamma_{2} \ldots \gamma_{i-2}$. Suppose that $r_{j}$ occurs $c_{j}^{(i-1)}$ times in $\gamma^{(i-1)}$, $0 \leq c_{j}^{(i-1)} \leq i-2$. Since for some occurrences of $r_{j}=\left(p_{j}, \sigma_{j}, \varphi_{j}\right)$ in $\gamma^{(i-1)}, p_{j}$ may be either effectively applied (because its left-hand side $\alpha_{\gamma_{j}}$ occurs in the sentential form) or it is a dummy rule (because $p_{j}$ cannot be applied), for each $1 \leq j \leq$ $k, \mathcal{A}$ guesses a pair of arbitrary large integers $t_{j}^{(i-1)}=\left(c_{j, a}^{(i-1)}, c_{j, d}^{(i-1)}\right)$ such that $c_{j, a}^{(i-1)}+c_{j, d}^{(i-1)}=c_{j}^{(i-1)}$, where $c_{j, a}^{(i-1)}$ is the number of times $r_{j}$ is effectively applied up to the $(i-1)^{t h}$ step of derivation, and $c_{j, d}^{(i-1)}$ is the number of times $r_{j}$ is a dummy rule in $\gamma^{(i-1)}$. Since there exist $\mathcal{O}\left(n^{2}\right)$ guesses, $\mathcal{A}$ spawns $\mathcal{O}\left(n^{2}\right)$ existential branches (Level 3). On each existential branch holding a pair $t_{j}^{(i-1)}$, $\mathcal{A}$ computes the sums $s_{A_{l}}^{(i-1)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j, a}^{(i-1)} V_{l}\left(r_{j}\right)$, i.e., the number of occurrences of nonterminal $A_{l}$ in the sentential form obtained at the $(i-1)^{t h}$ step of derivation, and it checks whether one of the following conditions holds:

1. $s_{\alpha_{\gamma_{i-1}}}^{(i-1)} \geq 1$ and $\gamma_{i} \in \sigma_{i-1}$, i.e., $\gamma_{i-1}$ is effectively applied and the next rule must be chosen from its success field,
2. $s_{\alpha_{\gamma_{i-1}}}^{(i-1)}=0$ and $\gamma_{i} \in \varphi_{i-1}$, i.e., $\gamma_{i-1}$ is a dummy rule and the next rule must be chosen from its failure field.

- On the last process $\wp_{n}, \mathcal{A}$ counts the number of occurrences $c_{j}^{(n-1)}$, of each $r_{j}$, $1 \leq j \leq k$, in $\gamma^{(n-1)}=\gamma_{1} \gamma_{2} \ldots \gamma_{n-2}$. Then $\mathcal{A}$ spawns $\mathcal{O}\left(n^{2}\right)$ existential branches (Level
3), each branch holding a pair $t_{j}^{(n-1)}=\left(c_{j, a}^{(n-1)}, c_{j, d}^{(n-1)}\right)$ of arbitrary large integers such that $c_{j, a}^{(n-1)}+c_{j, d}^{(n-1)}=c_{j}^{(n-1)}$, where $c_{j, a}^{(n-1)}$ is the number of times $r_{j}$ is effectively applied up to the $(n-1)^{t h}$ step of derivation, and $c_{j, d}^{(n-1)}$ is the number of times $r_{j}$ is a dummy rule in $\gamma^{(n-1)}$. Then $\mathcal{A}$ computes the sums $s_{A_{l}}^{(n-1)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j, a}^{(n-1)} V_{l}\left(r_{j}\right)$, $s_{A_{l}}^{(n, \text { out }, a)}=s_{A_{l}}^{(n-1)}+d f_{A_{l}}\left(p_{\gamma_{n-1}}\right)+d f_{A_{l}}\left(p_{\gamma_{n}}\right)$ and $s_{A_{l}}^{(n, o u t, d)}=s_{A_{l}}^{(n-1)}+d f_{A_{l}}\left(p_{\gamma_{n}}\right), 1 \leq$ $l \leq m$, and it checks whether one of the following conditions holds:

1. $s_{\alpha_{\gamma_{n-1}}^{(n-1)}}^{(n)} \geq 1, \gamma_{n} \in \sigma_{n-1}, s_{\alpha_{\gamma_{n}}}^{(n)} \geq 1, s_{A_{l}}^{(n, \text { out }, a)}=0,1 \leq l \leq m$,
2. $s_{\alpha_{\gamma_{n-1}}^{(n-1)}}^{(n)}=0, \gamma_{n} \in \varphi_{n-1}, s_{\alpha_{\gamma_{n}}}^{(n)} \geq 1, s_{A_{l}}^{(n, \text { out }, d)}=0,1 \leq l \leq m$.

Each process $\wp_{i}, 3 \leq i \leq n$, returns 1 , if one of the conditions $1-2$ holds. Otherwise it returns 0 . Finally, $\gamma$ is accepted if all $\wp_{i}, 1 \leq i \leq n$, return 1, i.e., all $n$ universal branches are labeled by 1.

Each of the above processes uses the third track of the working tape for auxiliary computations, i.e., to record in binary the elements $c_{j}^{(i-1)}, c_{j, a}^{(i-1)}$, and $\left.c_{j, d}^{(i-1)}\right), 3 \leq i \leq$ $n, 1 \leq j \leq k$, and to compute the sums $s_{A_{l}}^{(i-1)}, 3 \leq i \leq n$, and $s_{A_{l}}^{(n, o u t, a)}, 1 \leq l \leq m$.

The counting procedure used by each process $\wp_{i}, 1 \leq i \leq n$, is a function in the $U_{E^{*} \text {-uniform }} N C^{1}$ class. The same observation holds for the summation of a constant number of vectors or multiplication of an integer of at most $\log n$ bits long with a binary constant. Hence, all the above operations can be performed by an ATM in $\log n$ time and space. The out-degree of the computation tree at this level is $n$. By using a divide and conquer procedure the computation tree can be converted into a binary tree of height at most $\log n$. Consequently, for the whole computation $\mathcal{A}$ uses $\mathcal{O}(\log n)$ time and space.

Corollary $10 S Z P(C F) \cup S Z P^{a c}(C F) \subset \mathcal{N C}{ }^{1}$.
Corollary $11 S Z P(C F) \cup S Z P^{a c}(C F) \subset D S P A C E(\log n)$.

### 4.3 On the Complexity of Leftmost Szilard Languages

The algorithm described in the proof of Theorem 5 cannot be applied for the case of leftmost-1 SZLs of PGs with appearance checking. As for the case of MGs, the explanation is that, in the proof of Theorem 5 , even if process $\wp_{v}$ returns the true value, which means that at its turn $\gamma_{v}$ can be applied in a leftmost-1 derivation manner on $\gamma_{1} \gamma_{2} \ldots \gamma_{v-1}$, the process $\wp_{i}$ cannot "see" whether $\gamma_{v}$ has been effectively applied in the derivation, or it is only a dummy rule, since all branches spawned at the same level of the computation tree of $\mathcal{A}$ are independent on each other. Hence, for the case of leftmost-1 derivation in PGs with appearance checking an algorithm similar to that described in Theorem 6 must be applied. Using a similar method as in Theorem 5 we have

Theorem 8 Each language $L \in S Z P L_{1}(C F)$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Corollary $12 S Z P L_{1}(C F) \subset \mathcal{N C}{ }^{1}$.

Corollary $13 S Z P L_{1}(C F) \subset D S P A C E(\log n)$.
In order to simulate derivations of type letfmost- $i, i \in\{1,2,3\}$, and to check whether a given word $\gamma \in P^{*}, \gamma=\gamma_{1} \gamma_{2} \ldots \gamma_{n}$, belongs to $S Z P L_{i}^{a c}(C F)$, as in the case of MGs, for each triplet $\gamma_{i}, 1 \leq i \leq n$, the ATM must have information concerning the order in which the first occurrence of each nonterminal $A_{l} \in N, 1 \leq l \leq m$, occurs in the sentential form at any step of derivation. In this respect we redefine the notion of a ranging vector for PGs. A ranging vector associated with a triple $r_{j}=\left(p_{j}, \sigma_{j}, \varphi_{j}\right) \in P, 1 \leq j \leq k$, provides the order in which first occurrences of nonterminals in $N$ occur in the sentential form obtained after $r_{j}$ has been applied at that step of derivation. Similar to the Definition 11, for the case of PGs we have

Definition 15 Let $G=(N, T, S, P)$ be a PG with appearance checking and CF rules, where $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ is the ordered finite set of triples in $P$. Let $S F_{r_{j}}$ be the sentential form obtained after triplet $r_{j}=\left(p_{j}, \sigma_{j}, \varphi_{j}\right), 1 \leq j \leq k$, has been applied at a certain step of derivation in $G$. The ranging vector associated with $S F_{r_{j}}$, denoted by $S\left(r_{j}\right), 1 \leq j \leq k$, is a vector in $\mathbf{N}^{m}$ defined as

$$
S_{l}\left(r_{j}\right)= \begin{cases}0, & \text { if } A_{l} \in N \text { does not occur in } S F_{r_{j}}, \text { i.e., }\left|S F_{r_{j}}\right| A_{l}=0, \\
i, & \begin{array}{l}
\text { if the first occurrence of } A_{l} \text { in } S F_{r_{j}} \text { is the } i^{\text {th }} \text { element in the } \\
\text { order of first occurrences of nonterminals from } N \text { in } S F_{r_{j}} .
\end{array}\end{cases}
$$

Note that if $r_{j^{\prime}}=\left(p_{j^{\prime}}, \sigma_{j^{\prime}}, \varphi_{j^{\prime}}\right)$ is applied in the Szilard word before $r_{j}=$ ( $p_{j}, \sigma_{j}, \varphi_{j}$ ) then the ranging vector $S\left(r_{j}\right)$ can be computed knowing $S\left(r_{j^{\prime}}\right)$. This observation holds for all leftmost- $i, i \in\{1,2,3\}$, derivations.

Example 5 Consider the ranging vector $S\left(r_{j^{\prime}}\right)=(3,0,2,1,0) \in \mathbf{N}^{5}$, associated with the sentential form $S F_{r_{j^{\prime}}}$ obtained after the application of the PG rule $r_{j^{\prime}}$, i.e., $S F_{r_{j^{\prime}}}=A_{4} X_{4} A_{3} X_{3,4} A_{1} \bar{X}_{3,4}, X_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}, X_{3,4}, \bar{X}_{3,4} \in\left(\left\{A_{3}, A_{4}\right\} \cup T\right)^{*}$.

If in $r_{j}=\left(p_{j}, \sigma_{j}, \varphi_{j}\right), p_{j}$ is the rule $A_{3} \rightarrow t A_{5}$, then $r_{j}$ can be applied in leftmost2 derivation manner after $r_{j^{\prime}}$, if either $r_{j^{\prime}}$ has been effectively applied in leftmost- 2 manner, $r_{j} \in \sigma_{j^{\prime}}$, and no rule in $\sigma_{j^{\prime}}$ rewrites $A_{4}$, or $r_{j^{\prime}}$ is a dummy rule (case in which the shape of the sentential form $S F_{r_{j^{\prime}}}$ is actually borrowed from the very last PG rule effectively applied before $r_{j^{\prime}}$ ), $r_{j} \in \varphi_{j^{\prime}}$, and no rule in $\varphi_{j^{\prime}}$ rewrites $A_{4}$.

The triplet $r_{j}=\left(p_{j}, \sigma_{j}, \varphi_{j}\right)$ can be applied in leftmost-3 derivation manner after $r_{j^{\prime}}$, if either $r_{j^{\prime}}$ has been effectively applied in leftmost-3 manner, $r_{j} \in \sigma_{j^{\prime}}$, and the rule $p_{j}$ rewrites the first occurrence of $A_{3}$ in $S F_{r_{j^{\prime}}}$ (even if there may exist rules in $\sigma_{j^{\prime}}$ that rewrites the first occurrence of $A_{4}$ in $S F_{r_{j^{\prime}}}$ ), or $r_{j^{\prime}}$ is a dummy rule, $r_{j} \in \varphi_{j^{\prime}}$, and the rule $p_{j}$ rewrites the first occurrence of $A_{3}$ in $S F_{r_{j^{\prime}}}$.

Note that, in this example, the PG rule $r_{j}=\left(p_{j}, \sigma_{j}, \varphi_{j}\right)$, where $p_{j}$ is the rule $A_{3} \rightarrow t A_{5}$, cannot be effectively applied in leftmost-1 derivation manner on $S F_{r_{j^{\prime}}}$ (since $p_{j}$ cannot rewrite $A_{4}$ ). However, $r_{j}$ may occur in the Szilard word as a dummy rule, if either $r_{j^{\prime}}$ has been effectively applied in leftmost-1 manner, $r_{j} \in \sigma_{j^{\prime}}$, and no rule in $\sigma_{j^{\prime}}$ rewrites $A_{4}$, or $r_{j^{\prime}}$ is a dummy rule, $r_{j} \in \varphi_{j^{\prime}}$, and there is no rule in $\sigma_{j^{\prime}}$ able to rewrite $A_{4}$.

Depending on the position of the second occurrence of $A_{3}$ in $S F_{r_{j^{\prime}}}$, the sentential form obtained after $p_{j}$ has been applied on $S F_{r_{j^{\prime}}}$ may look like

- $S F_{r_{j}}=A_{4} X_{4} A_{5} A_{3} X_{3,4} A_{1} X_{1,3,4}, X_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}, X_{3,4} \in\left(\left\{A_{3}, A_{4}\right\} \cup T\right)^{*}$, $X_{1,3,4} \in\left(\left\{A_{1}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(r_{j}\right)=(4,0,3,1,2)$,
- $S F_{r_{j}}=A_{4} X_{4} A_{5} \bar{X}_{4} A_{3} X_{3,4} A_{1} X_{1,3,4}, X_{4}, \bar{X}_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}, X_{3,4} \in\left(\left\{A_{3}, A_{4}\right\} \cup\right.$ $T)^{*}, X_{1,3,4} \in\left(\left\{A_{1}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(r_{j}\right)=(4,0,3,1,2)$, or like
- $S F r_{j}=A_{4} X_{4} A_{5} \bar{X}_{4} A_{1} X_{1,4} A_{3} X_{1,3,4}, X_{4}, \bar{X}_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}, X_{1,4} \in\left(\left\{A_{1}, A_{4}\right\} \cup\right.$ $T)^{*}, X_{1,3,4} \in\left(\left\{A_{1}, A_{3}, A_{4}\right\} \cup T\right)^{*}$, i.e., $S\left(r_{j}\right)=(3,0,4,1,2)$.

Using a similar method as in Theorem 6, for the case of leftmost- $i$ derivations, $i \in\{1,2,3\}$, we have

Theorem 9 Each language $L \in S Z P L_{i}^{a c}(C F), i \in\{1,2,3\}$, can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ space and $\mathcal{O}\left(\log ^{2} n\right)$ time.

Corollary $14 S Z P L_{i}^{a c}(C F) \subset \mathcal{N C}^{2}, i \in\{1,2,3\}$.
Corollary $15 S Z P L_{i}^{a c}(C F) \subset D S P A C E\left(\log ^{2} n\right), i \in\{1,2,3\}$.

## 5 Szilard Languages of Random Context Grammars

Random Context Grammars (RCGs) are regulated rewriting grammars in which the application of a rule is enabled by the existence in the current sentential form of some nonterminals that provide the context under which the rule in question can be applied. These nonterminals are listed by the so called permitting context of that rule. The use of a rule may be also disabled by the existence, in the current sentential form, of some nonterminals that provide the forbidden context under which the rule in question cannot be applied. These nonterminals are listed by the so called forbidding context of that rule.

RCGs with context-free rules have been first introduced in [46] to cover the gap existing between the classes CFLs and CSLs. A generalization of RCGs for phrase-structure rules can be found in [13]. The generative capacity and several descriptional properties of RCGs can be found in [10], [13], [16], [46], and [47].

### 5.1 Random Context Grammars - Prerequisites

Definition 16 A random context grammar (RCG) is a quadruple $G=(N, T, S, P)$ where $N, T$, and $S$ are specified as in a Chomsky grammar. $P$ is a finite set of triples (random context rules) of the form $r=(p, Q, R)$, where $p$ is an unrestricted Chomsky rule of the form $\alpha \rightarrow \beta, \alpha \in(N \cup T)^{*} N(N \cup T)^{*}, \beta \in(N \cup T)^{*}, Q$ and $R$ are subsets of $N$, called the permitting and forbidding context of $r$, respectively. If $R=\emptyset$, then $G$ is a permitting random context grammar. If $Q=\emptyset$, then $G$ is a forbidding random context grammar. If all rules in $P$ are phrase-structure (PS), context-sensitive (CS), context-free (CF), or regular (REG) rules then $G$ is a PS, CS , CF , or REG random context grammar.

A permitting RCG, is also said to be a RCG without appearance checking. If $R \neq \emptyset$, then the grammar is called a RCG with appearance checking.

Definition 17 Let $G=(N, T, S, P)$ be a RCG and $V=N \cup T$. The language $L(G)$ generated by $G$ is defined as the set of all words $w \in T^{*}$ such that there is a derivation $D: S=w_{0} \Rightarrow_{r_{i_{1}}} w_{1} \Rightarrow_{r_{i_{2}}} w_{2} \Rightarrow r_{i_{i_{3}}} \ldots \Rightarrow_{r_{i_{s}}} w_{s}=w, s \geq 1$, where $r_{i_{j}}=\left(\alpha_{i_{j}} \rightarrow \beta_{i_{j}}, Q_{i_{j}}, R_{i_{j}}\right), 1 \leq j \leq s-1, w_{j-1}=w_{j-1}^{\prime} \alpha_{i_{j}} w_{j-1}^{\prime \prime}, w_{i}=w_{j-1}^{\prime} \beta_{i_{j}} w_{j-1}^{\prime \prime}$ for some $w_{j-1}^{\prime}, w_{j-1}^{\prime \prime} \in V^{*}$, all symbols in $Q_{i_{j}}$ occur in $w_{j-1}^{\prime} w_{j-1}^{\prime \prime}$, and no symbol of $R_{i_{j}}$ occur in $w_{j-1}^{\prime} w_{j-1}^{\prime \prime}$.

Denote by $L(R C, X)$ and $L(R C, X, a c)$ the class of languages generated by RCGs without appearance checking $(R=\emptyset)$ and RCGs with appearance checking $(R \neq \emptyset)$, respectively, with $X$-rules, $X \in\{R E G, C F, C F-\lambda, C S, P S\}$, then $L(M, X)=$ $L(R C, X)$ and $L(M, X, a c)=L(R C, X, a c)$, [13]. Hence

1. $C F L \subset L(R C, C F-\lambda) \subset L(R C, C F-\lambda, a c) \subset C S L \subset L(R C, C F, a c)=R E$,
2. $C F L \subset L(R C, C F-\lambda) \subset L(R C, C F) \subset R E$,
3. $L(R C, X)=L(R C, X, a c)=X L, X \in\{R E G, C S, P S\}$.

Let $G=(N, T, S, P)$ be a RCG. If labels are associated with triplets ${ }^{21} r=$ $(p, Q, R) \in P$, in one-to-one correspondence, then the Szilard language associated with a $R C G$ is defined as follows.

Definition 18 Let $G=(N, T, S, P)$ be a RCG, $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ the set of productions, $L(G)$ the language generated by $G$, and $w$ a word in $L(G)$. The Szilard word of $w$ associated with the derivation $D: S=w_{0} \Rightarrow r_{i_{1}} w_{1} \Rightarrow r_{i_{2}} w_{2} \Rightarrow r_{r_{3}} \ldots \Rightarrow r_{i_{s}}$ $w_{s}=w, s \geq 1$, is defined as $S z_{D}(w)=r_{i_{1}} r_{i_{2}} \ldots r_{i_{s}}, r_{i_{j}} \in P, 1 \leq j \leq s$. The Szilard language of $G$ is $S z(G)=\left\{S z_{D}(w) \mid w \in L(G), D\right.$ is a terminal derivation of $\left.w\right\}$.

Denote by $S Z R C(X)$ and $S Z R C(X)^{a c}$ the classes of Szilard languages associated with RCGs without appearance checking and RCGs with appearance checking and $X$ rules, $X \in\{C F, C S, P S\}$, respectively.

Definition 10 is applicable also for leftmost- $i, i \in\{1,2,3\}$, derivations in RCGs with CF rules [13]. In terms of triplets $r=\left(p_{r}, Q_{r}, R_{r}\right) \in P$, where $p_{r}$ is a CF rule of the form $\alpha_{p_{r}} \rightarrow \beta_{p_{r}}, \alpha_{p_{r}} \in N, \beta_{p_{r}} \in(N \cup T)^{*}$, and $Q_{r}$ and $R_{r}$ are the permitting and forbidding context of $r$, respectively, these derivations can be explained as follows.

A production $r=\left(p_{r}, Q_{r}, R_{r}\right) \in P$ can be applied in leftmost-1 derivation manner if $p_{r}$ rewrites the leftmost nonterminal occurring in the sentential form, as long as the sentential form on which $r$ is applied contains all nonterminals in $Q_{r}$ and no nonterminal in $R_{r}$.

A production $r=\left(p_{r}, Q_{r}, R_{r}\right) \in P$ can be applied in leftmost-2 derivation manner if the rule $p_{r}$ rewrites the leftmost nonterminal that can be rewritten by any rule in $P$ eligible to be applied on the current sentential form, in the sense that if any other rule $r^{\prime}=\left(p_{r^{\prime}}, Q_{r^{\prime}}, R_{r^{\prime}}\right) \in P$ can be applied, because the sentential form contains all nonterminals in $Q_{r^{\prime}}$ and no nonterminal in $R_{r^{\prime}}$, then the nonterminal rewritten by $r^{\prime}$ follows in the sentential form the nonterminal rewritten by $r$.

A production $r=\left(p_{r}, Q_{r}, R_{r}\right) \in P$ can be applied in leftmost-3 derivation manner if the rule $p_{r}$ rewrites the leftmost nonterminal that can be rewritten by $r$, as long as the sentential form on which $r$ is applied contains all nonterminals in $Q_{r}$ and no nonterminal in $R_{r}$.

[^14]Szilard languages associated with leftmost- $i, i \in\{1,2,3\}$, derivations can be defined in the same way as in Definition 18, with the specification that $D$ is a leftmost- $i$ derivation of $w$.

We denote by $S Z R C L_{i}(X)$ and $S Z R C L_{i}^{a c}(X)$ the classes of leftmost- $i, i \in$ $\{1,2,3\}$, Szilard languages associated with RCGs and RCGs with appearance checking with $X$ rules, $X \in\{C F, C S, P S\}$, respectively.

Let $G=\left(N, T, P, A_{1}\right)$ be an arbitrary RCG with CF rules, where $A_{1}$ is the axiom, $N=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ and $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ are the finite sets of ordered nonterminals and labels associated in one-to-one correspondence, respectively. For each production $r=\left(p_{r}, Q_{r}, R_{r}\right) \in P$, where $p_{r}$ is a rewriting rule of the form $\alpha_{p_{r}} \rightarrow \beta_{p_{r}}, \alpha_{p_{r}} \in N$, and $\beta_{p_{r}} \in(N \cup T)^{*}$, its net effect during the derivation $D$ with respect to each nonterminal $A_{l} \in N, 1 \leq l \leq m$, is given by $d f_{A_{l}}\left(p_{r}\right)=$ $\left|\beta_{p_{r}}\right|_{A_{l}}-\left|\alpha_{p_{r}}\right|_{A_{l}}$. To each rule $r$ we associate a vector $V(r) \in \mathbf{Z}^{m}$ defined by $V(r)=$ $\left(d f_{A_{1}}\left(p_{r}\right), d f_{A_{2}}\left(p_{r}\right), \ldots, d f_{A_{m}}\left(p_{r}\right)\right)$, where $\mathbf{Z}$ is the set of integers. The value of $V(r)$ taken at the $l^{\text {th }}$ place, $1 \leq l \leq m$, is denoted by $V_{l}(r)$.

### 5.2 On the Complexity of Unrestricted Szilard Languages

Theorem 10 Each language $L \in S Z R C(C F) \cup S Z R C^{a c}(C F)$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Proof. Let $G=\left(N, T, P, A_{1}\right)$ be an arbitrary RCG with appearance checking and CF rules, where $A_{1}$ is the axiom, $N=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ and $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ are the finite sets of ordered nonterminals and labels associated in one-to-one correspondence, respectively. Consider an indexing ATM $\mathcal{A}$ composed of an input tape that stores an input word, $\gamma \in P^{*}$, of length $n, \gamma=\gamma_{1} \gamma_{2} \ldots \gamma_{n}$, an index tape to read the input symbols, and a working tape composed of three tracks. Each label $\gamma_{i}$ corresponds to a triple in $P$ of the form $\left(p_{\gamma_{i}}, Q_{\gamma_{i}}, R_{\gamma_{i}}\right)$, where $p_{\gamma_{i}}$ is a CF rule of the form $\alpha_{\gamma_{i}} \rightarrow \beta_{\gamma_{i}}, 1 \leq i \leq n$. At the beginning of the computation the first track stores $k+1$ vectors, $V^{0}$ that corresponds to the axiom, i.e., $V_{1}^{0}=V_{A_{1}}^{0}=1$ and $V_{l}^{0}=V_{A_{l}}^{0}=0,2 \leq l \leq m$, and $V\left(r_{i}\right), 1 \leq i \leq k$. The other two tracks are initially empty.

Level 1 (Existential) In an existential state $\mathcal{A}$ guesses the length of $\gamma$ in a similar manner as in Level 1, Theorem 3. The binary value of $n$ is stored in the second track of the working tape of $\mathcal{A}$.

Level 2 (Universal) $\mathcal{A}$ spawns $n$ universal processes $\wp_{i}, 1 \leq i \leq n$.

- The first process reads $\gamma_{1}$ and checks whether $\alpha_{p_{1}}=A_{1}$. It returns 1 if the equality holds. Otherwise, $\wp_{1}$ returns 0 .
- For each $\wp_{i}, 2 \leq i \leq n-1, \mathcal{A}$ counts the number of occurrences of each rule $r_{j} \in P, 1 \leq j \leq k$, in $\gamma^{(i)}=\gamma_{1} \gamma_{2} \ldots \gamma_{i-1}$. Suppose that each $r_{j}$ occurs $c_{j}^{(i)}$ times, $0 \leq c_{j}^{(i)} \leq i-1$, in $\gamma^{(i)}$. Then $\mathcal{A}$ computes the sums $s_{A_{l}}^{(i)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(i)} V_{l}\left(r_{j}\right)$, i.e., the number of times each nonterminal $A_{l}, 1 \leq l \leq m$, occurs in the sentential form obtained at the $i^{\text {th }}$ step of derivation. Each $\wp_{i}$ returns 1 if $s_{\alpha_{\gamma_{i}}}^{(i)} \geq 1, s_{X}^{(i)} \geq 1$ for each $X \in Q_{\gamma_{i}}$, and $s_{Y}^{(i)}=0$ for each $Y \in R_{\gamma_{i}}$. Otherwise, $\wp_{i}$ returns 0 .
- The last process $\wp_{n}$ counts the number of occurrences $c_{j}^{(n)}$, of each $r_{j}, 1 \leq j \leq k$, in $\gamma^{(n)}=\gamma_{1} \gamma_{2} \ldots \gamma_{n-1}$, and computes the sums $s_{A_{l}}^{(n)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(n)} V_{l}\left(r_{j}\right), s_{A_{l}}^{(n, \text { out })}=$ $V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(n)} V_{l}\left(r_{j}\right)+V_{l}\left(\gamma_{n}\right), 1 \leq l \leq m$. Process $\wp_{n}$ returns 1 , if $s_{\alpha_{\gamma_{n}}}^{(n)} \geq 1, s_{X}^{(n)} \geq 1$ for each $X \in Q_{\gamma_{n}}, s_{Y}^{(n)}=0$ for each $Y \in R_{\gamma_{n}}$, and $s_{A_{l}}^{(n, o u t)}=0$ for each $1 \leq l \leq m$. Otherwise, $\wp_{n}$ returns 0 .

Finally, $\gamma$ is accepted if all $\wp i, 1 \leq i \leq n$, returns 1, i.e., all $n$ universal branches are labeled by 1 . If at least one of the above process returns 0 , then $\gamma$ is rejected.

The computation tree of $\mathcal{A}$ has only two levels (in which each node has unbounded out-degree). By using a divide and conquer algorithm each of these levels can be converted into a binary tree of height $\mathcal{O}(\log n)$. All functions used in the algorithm, such as counting and addition, are in $\mathcal{N C}^{1}$. Therefore, the time complexity of $\mathcal{A}$ is $\mathcal{O}(\log n)$. In order to store (on the third track of the working tape) the (binary) value of $c_{j}^{(i)}$, and to compute (in binary) $s_{A_{l}}^{(i)}$ and $s_{A_{l}}^{(n, \text { out })}, \mathcal{A}$ needs only $\mathcal{O}(\log n)$ space.

Corollary 16 Each language generated by a permitting (forbidding) random context grammar can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Corollary $17 S Z R C(C F) \cup S Z R C^{a c}(C F) \subset \mathcal{N C}{ }^{1}$.
Corollary $18 S Z R C(C F) \cup S Z R C^{a c}(C F) \subset D S P A C E(\log n)$.

### 5.3 On the Complexity of Leftmost Szilard Languages

Theorem 11 Each language $L \in S Z R C L_{1}(X) \cup S Z R C L_{1}^{a c}(X), X \in\{C F, C S, P S\}$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space.

Proof. Let $G=\left(N, T, P, A_{1}\right)$ be a RCG with appearance checking, working in leftmost-1 derivation manner. Consider an indexing ATM $\mathcal{A}$ having a similar structure as in the proof of Theorem 10. Let $\gamma=\gamma_{1} \gamma_{2} \ldots \gamma_{n} \in P^{*}$, be an input word of length $n$. In order to guess the length of $\gamma, \mathcal{A}$ proceeds with the procedure described at Level 1 -Existential, Theorem 3. Then $\mathcal{A}$ spawns (Level 2 -Universal) $n$ universal processes $\wp_{i}, 1 \leq i \leq n$, and (briefly) proceeds as follows. For each $\wp_{i}$, $1 \leq i \leq n, \mathcal{A}$ checks as in Theorem 10, whether each triple $\gamma_{i}$ can be applied on $\gamma^{(i)}=\gamma_{1} \gamma_{2} \ldots \gamma_{i-1}$ according to Definition 17. Then $\mathcal{A}$ checks whether rule $p_{\gamma_{i}}$ can be applied in a leftmost-1 derivation manner on $\gamma^{(i)}$. To do so, $\mathcal{A}$ spawns at most $i-1$ existential branches (Level 3 -Existential) each branch corresponding to a label $\gamma_{v}$, $1 \leq v \leq i-1$, such that $p_{\gamma_{v}}$ in $\left(p_{\gamma_{v}}, Q_{\gamma_{v}}, R_{\gamma_{v}}\right)$ is a non-terminal rule. Denote by $q$ the number of non-terminal rules used in $\gamma$ between $\gamma_{v+1}$ and $\gamma_{i-1}$ (including $\gamma_{v+1}$ and $\gamma_{i-1}$ ), and by $s_{q}$ the total number of nonterminals produces by these rules, and let $s=i-v-s_{q}$. $\mathcal{A}$ checks whether $\alpha_{\gamma_{i}}$ is the $s^{\text {th }}$ nonterminal occurring on the right-hand side ${ }^{22}$ of rule $p_{\gamma_{v}}$.

[^15]An existential branch spawned at Level 3, is labeled by 1 if $p_{\gamma_{v}}$ satisfies these properties. For each existential branch labeled by 1 at Level $3, \mathcal{A}$ checks whether the $s^{\text {th }}$ nonterminal occurring in $\beta_{\gamma_{v}}$ is indeed the $\alpha_{\gamma_{i}}$ nonterminal rewritten by rule $p_{\gamma_{i}}$, i.e., no other rule used between rule $p_{\gamma_{v}}$ of $\gamma_{v}$ and rule $p_{\gamma_{i}}$ of $\gamma_{i}$ rewrites the $s^{t h}$ nonterminal, equal to $\alpha_{\gamma_{i}}$, in $\beta_{\gamma_{v}}$ (for which a relation of type " $s+s_{q}=i-v$ " may also hold). Hence, $\mathcal{A}$ universally branches (Level 4-Universal) all symbols occurring between rules $\gamma_{v+1}$ and $\gamma_{i-1}$. On each branch holding a triple $\gamma_{l}=\left(p_{\gamma_{l}}, Q_{l}, R_{l}\right)$, $v<l<i, \mathcal{A}$ checks whether

1. $\alpha_{\gamma_{l}}$ equals $\alpha_{\gamma_{i}}$,
2. $s+\bar{s}_{q}=l-v$, providing that $\alpha_{\gamma_{i}}$ is the $s^{\text {th }}$ nonterminal occurring on the right-hand side of rule $p_{\gamma_{v}}$ (found at Level 3) and $\bar{s}_{q}$ is the number of nonterminals produced between rules $p_{\gamma_{v}}$ and $p_{\gamma_{l}}$,
3. the number of nonterminals $\alpha_{\gamma_{i}}$ rewritten between $p_{\gamma_{v}}$ and $p_{\gamma_{l}}$ is equal to the number of nonterminals $\alpha_{\gamma_{i}}$ produced between these rules, up to the $s^{\text {th }}$ nonterminal occurring on the right-hand side of rule $p_{\gamma_{v}}$.

On each universal branch (Level 4) $\mathcal{A}$ returns 0 if conditions $1-3$ hold. Otherwise, it returns 1. Note that, for each $\wp_{i}, 1 \leq i \leq n, \mathcal{A}$ does not have to check whether $\gamma_{v}$ and $\gamma_{l}$, can be applied in leftmost- 1 derivation manner. This condition is checked by each of the processes $\wp_{v}$ and $\wp_{i}$, since all of them are universally considered. It is easy to estimate that $\mathcal{A}$ performs the whole computation in logarithmic time and space.

Corollary $19 S Z R C L_{1}(X) \cup S Z R C L_{1}^{a c}(X) \subset \mathcal{N C}{ }^{1}, X \in\{C F, C S, P S\}$.
Corollary $20 S Z R C L_{1}(X) \cup S Z R C L_{1}^{a c}(X) \subset D S P A C E(\log n), X \in\{C F, C S, P S\}$.
In order to simulate letfmost- $i$ derivations, $i \in\{2,3\}$, and to check whether $\gamma=\gamma_{1} \gamma_{2} \ldots \gamma_{n} \in P^{*}$ belongs to $S Z R C L_{i}^{a c}(C F)$, for each triplet $\gamma_{i}, 1 \leq i \leq n$, as in the case of PGs, an ATM must have information concerning the order in which the first occurrence of each nonterminal $A_{l} \in N, 1 \leq l \leq m$, occurs in the sentential form at any step of derivation. In this respect we introduce the notion of ranging vector for RCGs.

Definition 19 Let $G=\left(N, T, P, A_{1}\right)$ be a RCG with appearance checking and CF rules, where $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ is the ordered finite set of triplets in $P$. Let $S F_{r_{j}}$ be the sentential form obtained after triplet $r_{j}=\left(p_{j}, Q_{j}, R_{j}\right), 1 \leq j \leq k$, has been applied at a certain step of derivation in $G$. The ranging vector associated with $S F_{r_{j}}$, denoted by $S\left(r_{j}\right), 1 \leq j \leq k$, is a vector in $\mathbf{N}^{m}$ defined as

$$
S_{l}\left(r_{j}\right)= \begin{cases}0, & \text { if } A_{l} \in N \text { does not occur in } S F_{r_{j}}, \text { i.e., }\left|S F_{r_{j}}\right|_{A_{l}}=0 \\
i, & \begin{array}{l}
\text { if the first occurrence of } A_{l} \text { in } S F_{r_{j}} \text { is the } i^{\text {th }} \text { element in the } \\
\text { order of first occurrences of nonterminals from } N \text { in } S F_{r_{j}} .
\end{array}\end{cases}
$$

[^16]Note that if $r_{j^{\prime}}=\left(p_{j^{\prime}}, Q_{j^{\prime}}, R_{j^{\prime}}\right)$ is applied in the Szilard word before $r_{j}=$ $\left(p_{j}, Q_{j}, R_{j}\right)$ then the ranging vector $S\left(r_{j}\right)$ can be computed knowing $S\left(r_{j^{\prime}}\right)$. This observation holds for both leftmost- 2 and leftmost- 3 derivations.

Example 6 Consider the ranging vector $S\left(r_{j^{\prime}}\right)=(3,0,2,1,0) \in \mathbf{N}^{5}$, associated with the sentential form $S F_{r_{j^{\prime}}}$ obtained after the application of the RC rule $r_{j^{\prime}}$, i.e., $S F_{r_{j^{\prime}}}=A_{4} X_{4} A_{3} X_{3,4} A_{1} \bar{X}_{3,4}, X_{4} \in\left(\left\{A_{4}\right\} \cup T\right)^{*}, X_{3,4}, \bar{X}_{3,4} \in\left(\left\{A_{3}, A_{4}\right\} \cup T\right)^{*}$.

If in $r_{j}=\left(p_{j}, Q_{j}, R_{j}\right), p_{j}$ is the rule $A_{3} \rightarrow t A_{5}$ and if $Q_{j}=\left\{A_{3}, A_{4}\right\}$ and $R_{j}=\left\{A_{5}\right\}$, then $r_{j}$ can be applied in leftmost- 2 derivation manner after $r_{j^{\prime}}$, if there is no other RC rule $r_{j^{\prime \prime}}=\left(p_{j^{\prime \prime}}, Q_{j^{\prime \prime}}, R_{j^{\prime \prime}}\right) \in P$, such that $p_{j^{\prime \prime}}$ rewrites $A_{4}, S F_{r_{j^{\prime}}}$ contains all nonterminals in $Q_{j^{\prime \prime}}$ and no nonterminal in $R_{j^{\prime \prime}}$. The sentential form obtained after $p_{j}$ has been applied on $S F_{r_{j^{\prime}}}$ has the same form as in Example 5.

Note that, rule $r_{j}$ can be applied in leftmost-3 derivation manner after $r_{j^{\prime}}$, by rewriting the leftmost occurrence of $A_{3}$ in $S\left(r_{j^{\prime}}\right)$, even if there exist a RC rule $r_{j^{\prime \prime}} \in P$ able to rewrite $A_{4}$.
Theorem 12 Each language $L \in S Z R C L_{i}(C F) \cup S Z R C L_{i}^{a c}(C F), i \in\{2,3\}$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ space and $\mathcal{O}\left(\log ^{2} n\right)$ time.

Proof. We prove the claim for the leftmost-2 derivation in RCGs with appearance checking. For the case of RCGs without appearance checking, or RCGs with appearance checking working in leftmost-3 derivation manner, the proof is similar.

Let $G=\left(N, T, P, A_{1}\right)$ be an arbitrary RCG, with appearance checking, working in leftmost- 2 derivation manner, and $\mathcal{A}$ be an indexing ATM with a similar configuration as in the proof of Theorem 10. Let $\gamma=\gamma_{1} \gamma_{2} \ldots \gamma_{n} \in P^{*}$, be an input of length $n$. To guess the length of $\gamma, \mathcal{A}$ proceeds with the procedure described at Level 1 (Existential), Theorem 3.
Level 2 (Existential) Consider the quotient $Q_{1}$ and the remainder $R_{1}$ of the division of $n$ by $[\log n]$, where $0 \leq R_{1}<[\log n]$. $\mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding an $R_{1}$-tuple $\Re_{R_{1}}=\left(S\left(\gamma_{1}\right), S\left(\gamma_{2}\right), \ldots, S\left(\gamma_{R_{1}}\right)\right)$ of ranging vectors, where $c=\mathcal{O}\left(\sum_{s=1}^{m-1}(m-s+1)^{m}\right)^{23}$ and $S\left(\gamma_{v}\right)$ is the ranging vector associated with $\gamma_{v}, 1 \leq v \leq R_{1} . \mathcal{A}$ checks (Levels 3 ) in $\mathcal{O}(\log n)$ time and space, whether all vectors in $\Re_{R_{1}}$ are correct, in the sense that $S\left(\gamma_{v}\right)$ can be obtained from $S\left(\gamma_{v-1}\right)$ by applying rule $\gamma_{v}$ in leftmost-2 derivation manner on the sentential form built from $S\left(\gamma_{v-1}\right)$.
Level 3 (Universal) $\mathcal{A}$ spawns $R_{1}$ universal processes $\wp_{v}^{\left(R_{1}\right)}, 1 \leq v \leq R_{1}$.

- Process $\wp_{1}^{\left(R_{1}\right)}$ reads $\gamma_{1}=\left(p_{\gamma_{1}}, Q_{\gamma_{1}}, R_{\gamma_{1}}\right)$ and it checks whether $\gamma_{1}$ can be applied on $A_{1}$, i.e., $\alpha_{\gamma_{1}}=A_{1}$, and whether $S\left(\gamma_{1}\right)$ is the ranging vector associated with $\beta_{\gamma_{1}}$. If these conditions hold, $\wp_{1}^{\left(R_{1}\right)}$ returns 1 . Otherwise, it returns 0 .
- For each $\wp_{v}^{\left(R_{1}\right)}, 2 \leq v \leq R_{1}, \mathcal{A}$ counts the number of occurrences of each RC rule $r_{j} \in P, 1 \leq j \leq k$, in $\gamma^{(v)}=\gamma_{1} \gamma_{2} \ldots \gamma_{v-1}$. Suppose that each $r_{j}$ occurs $c_{j}^{(v)}$ times in

[^17]$\gamma^{(v)}, 0 \leq c_{j}^{(v)} \leq v-1$. For each $1 \leq l \leq m, \mathcal{A}$ computes $s_{A_{l}}^{(v)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{(v)} V_{l}\left(r_{j}\right)$, i.e., the number of times nonterminal $A_{l}$ occurs in the sentential form obtained at the $v^{t h}$ step of derivation. Then $\mathcal{A}$ checks whether

1. $s_{\alpha_{\gamma_{v}}}^{(v)} \geq 1, s_{X}^{(v)} \geq 1$ for each $X \in Q_{\gamma_{v}}$, and $s_{Y}^{(v)}=0$ for each $Y \in R_{\gamma_{v}}$, i.e., rule $p_{\gamma_{v}}$ can be applied on $\gamma^{(v)}$,
2. $S\left(\gamma_{v-1}\right)$ is a possible ranging vector with which $\gamma_{v-1}$ ends the $(v-1)^{\text {th }}$ step of derivation, i.e., $S_{l}\left(\gamma_{v-1}\right)=0$ if $s_{l}^{(v)}=0$, and $S_{l}\left(\gamma_{v-1}\right) \neq 0$ if $s_{l}^{(v)} \geq 0$, for each $1 \leq l \leq m$,
3. for any RC rule $r=(p, Q, R) \in P\left(p\right.$ of the form $\left.\alpha_{p} \rightarrow \beta_{p}\right), r \neq \gamma_{v}$, with $s_{\alpha_{p}}^{(v)} \neq 0, s_{X}^{(v)} \neq 0$ for each $X \in Q$, and $s_{Y}^{(v)}=0$ for each $Y \in R$, we have $S_{\alpha_{p v}}\left(\gamma_{v-1}\right)<S_{\alpha_{p}}\left(\gamma_{v-1}\right)$, i.e., $p_{\gamma_{v}}$ can be applied in leftmost-2 manner on $\gamma^{(v)}$ with the associated ranging vector $S\left(\gamma_{v-1}\right)$,
4. $S\left(\gamma_{v}\right)$ is a possible ranging vector on which $\gamma_{v}$ ends the $v^{t h}$ step of derivation.

Each $\wp_{v}^{\left(R_{1}\right)}, 2 \leq v \leq R_{1}$, returns 1 if the above $1-4$ conditions hold. If all processes $\gamma_{v}, 1 \leq v \leq R_{1}$, return 1 then $\Re_{R_{1}}$ is a correct guess and the existential branch holding the $[\log n]$-tuple, spawned at Level 2, is labeled by 1.

Level 4 (Existential) Let $Q_{2}$ be the quotient and $R_{2}$ the remainder of $Q_{1}$ divided by $[\log n], 0 \leq R_{2}<[\log n]$. $\mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding a $2[\log n]$-tuple $\Re_{R_{2}}^{c}=\left(S\left(\gamma_{R_{1}}\right), S\left(\gamma_{R_{1}+R_{2}}\right), S\left(\gamma_{R_{1}+Q_{1}}\right), S\left(\gamma_{R_{1}+Q_{1}+R_{2}}\right), \ldots\right.$, $\left.S\left(\gamma_{R_{1}+([\log n]-1) Q_{1}}\right), S\left(\gamma_{R_{1}+([\log n]-1) Q_{1}+R_{2}}\right)\right)$, where $S\left(\gamma_{R_{1}}\right)$ is the ranging vector belonging to the $\Re_{R_{1}}$-tuple found correct at Level 3. Because the $\Re_{R_{1}}$-tuple is not useful anymore, the space used by $\mathcal{A}$ to record the $\Re_{R_{1}}$ is allocated now to record $\Re_{R_{2}}^{c}$.
Level 5 (Universal) On each existential branch from Level 4, $\mathcal{A}$ spawns $[\log n]$ universal processes $\wp_{i_{1}}^{\left(Q_{1}\right)}, 0 \leq i_{1} \leq[\log n]-1$. Each process $\wp_{i_{1}}^{\left(Q_{1}\right)}$ takes the interval [ $\left.R_{1}+i_{1} Q_{1} \ldots R_{1}+i_{1} Q_{1}+R_{2}\right]$, and checks whether the ranging vectors $S\left(\gamma_{R_{1}+i_{1} Q_{1}}\right)$ and $S\left(\gamma_{R_{1}+i_{1} Q_{1}+R_{2}}\right), 1 \leq i_{1} \leq[\log n]-1$, provide a correct order in which the leftmost-2 derivation can be performed between $\gamma_{R_{1}+i_{1} Q_{1}}$ and $\gamma_{R_{1}+i_{1} Q_{1}+R_{2}}$. Besides $S\left(\gamma_{R_{1}+i_{1} Q_{1}}\right)$ and $S\left(\gamma_{R_{1}+i_{1} Q_{1}+R_{2}}\right)$, each $\wp_{i_{1}}^{\left(Q_{1}\right)}$ also keeps, from the previous level, the ranging vector $S\left(\gamma_{R_{1}+\left(i_{1}+1\right) Q_{1}}\right)$. In this way each ranging vector $S\left(\gamma_{R_{1}+i_{1} Q_{1}}\right)$, $1 \leq i_{1} \leq[\log n]-1$, guessed at Level 4 , is redirected to only one process, i.e., $\wp_{i_{1}-1}^{\left(Q_{1}\right)}$.

Level 6 (Existential) For each universal process $\wp_{i_{1}}^{\left(Q_{1}\right)}, 0 \leq i_{1} \leq[\log n]-1, \mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding an $\left(R_{2}+1\right)$-tuple of ranging vectors $\Re_{R_{2}}=\left(S\left(\gamma_{R_{1}+i_{1} Q_{1}}\right), S\left(\gamma_{R_{1}+i_{1} Q_{1}+1}\right), \ldots, S\left(\gamma_{R_{1}+i_{1} Q_{1}+R_{2}-1}\right), S\left(\gamma_{R_{1}+i_{1} Q_{1}+R_{2}}\right)\right)$. Then $\mathcal{A}$ checks whether all vectors composing $\Re_{R_{2}}$ are correct ranging vectors according to the leftmost- 2 derivation requirements. This can be done, for each process $\wp_{i_{1}}^{\left(Q_{1}\right)}, 1 \leq i_{1} \leq[\log n]$, in $\mathcal{O}(\log n)$ time and space, through Level 7 as follows.

Level 7 (Universal) For each existential branch spawned at Level $6, \mathcal{A}$ spawns $R_{2}$ universal processes $\wp_{v}^{\left(R_{2}\right)}, 1 \leq v \leq R_{2}$. On each $\wp_{v}^{\left(R_{2}\right)}, \mathcal{A}$ checks whether each substring $\gamma_{R_{1}+i_{1} Q_{1}} \gamma_{R_{1}+i_{1} Q_{1}+1} \ldots \gamma_{R_{1}+i_{1} Q_{1}+v}$ is correct according to the leftmost- 2 derivation order, and whether each ranging vector in $\Re_{R_{2}}$ is correct. In this respect, for
each $\wp_{v}^{\left(R_{2}\right)}, 1 \leq v \leq R_{2}, \mathcal{A}$ counts the number of occurrences of each RC rule $r_{j} \in P$, $1 \leq j \leq k$, in $\gamma^{\left(i_{1}, v\right)}=\gamma_{1} \gamma_{2} \ldots \gamma_{R_{1}+i_{1} Q_{1}+v-1}$. Suppose that each $r_{j}$ occurs $c_{j}^{\left(i_{1}, v\right)}$ times, $0 \leq c_{j}^{\left(i_{1}, v\right)} \leq R_{1}+i_{1} Q_{1}+v-1$, in $\gamma^{\left(i_{1}, v\right)}$. For each $1 \leq l \leq m$, $\mathcal{A}$ computes $s_{A_{l}}^{\left(i_{1}, v\right)}=V_{l}^{0}+\sum_{j=1}^{k} c_{j}^{\left(i_{1}, v\right)} V_{l}\left(r_{j}\right)$, i.e., the number of times $A_{l}$ occurs in the sentential form obtained at the $\left(R_{1}+i_{1} Q_{1}+v\right)^{t h}$ step of derivation. Then $\mathcal{A}$ checks conditions of type 1-4 (Level 3) for the RC rule $\gamma_{R_{1}+i_{1} Q_{1}+v}$.

Each $\wp_{v}^{\left(R_{2}\right)}, 1 \leq v \leq R_{2}$, is said partially correct if conditions of type 1-4 (Level 3) hold. If $\wp_{v}^{\left(R_{2}\right)}$ is not partially correct, it is labeled by 0 . Note that, as for the case of MGs, at this moment we cannot decide whether $\wp_{v}^{\left(R_{2}\right)}$ can be labeled by 1 , since we do not know whether $S\left(\gamma_{R_{1}+i_{1} Q_{1}}\right)$ is valid, i.e., whether $\gamma_{R_{1}+i_{1} Q_{1}}$ indeed ends the $\left(R_{1}+i_{1} Q_{1}\right)^{\text {th }}$ step of derivation with the ranging vector $S\left(\gamma_{R_{1}+i_{1} Q_{1}}\right)$, and whether $\gamma_{R_{1}+i_{1} Q_{1}}$ can be applied in the leftmost- 2 derivation manner upon the ranging vector $S\left(\gamma_{R_{1}+i_{1} Q_{1}-1}\right)$. The logical value of each $\wp_{v}^{\left(R_{2}\right)}$ will be decided at the end of computation, when it will be known whether $S\left(\gamma_{R_{1}+i_{1} Q_{1}}\right)$ is a valid ranging vector with respect to the RC rules that compose the subword $\gamma_{R_{1}+\left(i_{1}-1\right) Q_{1}} \cdots \gamma_{R_{1}+i_{1} Q_{1}-1}$.

A partially correct process $\wp_{v}^{\left(R_{2}\right)}$ is labeled by $\diamond$. If all $\wp_{v}^{\left(R_{2}\right)}$ are labeled by $\diamond$, then the existential branch holding the tuple $\Re_{R_{2}}$, provided at Level 6 , is labeled by $\diamond$. Otherwise, this branch is labeled by $0 . \wp_{i_{1}}^{\left(Q_{1}\right)}$, yielded at Level 5 , will be labeled by $\diamond$ if there exists at least one existential branch labeled by $\diamond$ at Level 6 . Otherwise, $\wp_{i_{1}}\left(Q_{1}\right)$ returns 0 .

Suppose we have run the algorithm up to the $(\ell-1)^{\text {th }}$ "iterated" division of $n$ by $[\log n]$, i.e., we know the quotient $Q_{\ell-1}$ and the remainder $R_{\ell-1}$ of $Q_{\ell-2}$ divided by $[\log n]$.

Level $4(\ell-1)($ Existential $)$ Let $Q_{\ell}$ be the quotient and $R_{\ell}$ the remainder of $Q_{\ell-1}$ divided by $[\log n], 0 \leq Q_{\ell}, R_{\ell}<[\log n]$. Since $Q_{\ell-2}, R_{\ell-2}$ and $R_{\ell-1}$ are no more needed, the space used to record them is now used to record $Q_{\ell}$ and $R_{\ell}$ in binary, still keeping $Q_{\ell-1}$. Denote by $x_{i_{\ell-2}}=\sum_{l=1}^{\ell-1} R_{l}+\sum_{l=1}^{\ell-2} i_{l} Q_{l}$. For each existential branch labeled by $\diamond$ at Level $4 \ell-6, \mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding a $2[\log n]$-tuple $\Re_{R_{\ell}}^{c}=\left(S\left(\gamma_{x_{i_{-2}}}\right), S\left(\gamma_{x_{i_{\ell-2}}+R_{\ell}}\right), S\left(\gamma_{x_{i_{-2}}+Q_{\ell-1}}\right)\right.$, $\left.S\left(\gamma_{x_{i_{\ell-2}}}+Q_{\ell-1}+R_{\ell}\right), \ldots, S\left(\gamma_{x_{i_{\ell-2}}+([\log n]-1) Q_{\ell-1}}\right), S\left(\gamma_{x_{i_{\ell-2}}}+([\log n]-1) Q_{\ell-1}+R_{\ell}\right)\right)$, where $S\left(\gamma_{x_{i-2}}\right)$ is the ranging vector belonging to tuple $\Re_{R_{\ell-1}}$ found correct at Level $4 \ell-5$. Because $\Re_{R_{\ell-1}}$ is no more needed the space used to record $\Re_{R_{\ell-1}}$ is allocated now to record $\Re_{R_{\ell}}^{c}$. Then $\mathcal{A}$ proceeds with Level $4 \ell-3$, similar to Levels $5, \ldots, 4 \ell-7$.

Level 4 $\ell-3$ (Universal) On each existential branch spawned at Level $4(\ell-1)$, $\mathcal{A}$ spawns $[\log n]$ universal processes $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}, 0 \leq i_{\ell-1} \leq[\log n]-1$. Denote by $x_{i_{\ell-1}}=$ $\sum_{l=1}^{\ell-1} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}=x_{i_{\ell-2}}+i_{\ell-1} Q_{\ell-1}, 0 \leq i_{\ell-1} \leq[\log n]-1$. Each $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$ takes the interval $\left[x_{i_{\ell-1}} \ldots x_{i_{\ell-1}}+R_{\ell}\right]$, and checks whether the ranging vectors (guessed at Level $4(\ell-1)) S\left(\gamma_{x_{i_{-1}}}\right)$ and $S\left(\gamma_{x_{i_{-1}}+R_{\ell}}\right), 0 \leq i_{\ell-1} \leq[\log n]-1$, provide a correct order in which the leftmost-2 derivation can be performed between $\gamma_{x_{i_{-1}}}$ and $\gamma_{x_{i_{-1}}+R_{\ell}}$. Besides $S\left(\gamma_{x_{i_{-1}}}\right)$ and $S\left(\gamma_{x_{i_{\ell-1}}+R_{\ell}}\right)$, each $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$, also keeps from the previous level $S\left(\gamma_{x_{i_{\ell-2}}+\left(i_{\ell-1}+1\right) Q_{\ell-1}}\right) . \mathcal{A}$ continues with Level $4 \ell-2$, similar to Levels $6, \ldots, 4 \ell-6$.

Level 4 $\ell-2$ (Existential) For each universal process $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}, 0 \leq i_{\ell-1} \leq[\log n]-1, \mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding an $\left(R_{\ell}+1\right)$-tuple of ranging vectors $\Re_{R_{\ell}}=\left(S\left(\gamma_{x_{i_{\ell-1}}}\right), S\left(\gamma_{x_{i_{\ell-1}}+1}\right), \ldots, S\left(\gamma_{x_{i_{\ell-1}}+R_{\ell}-1}\right), S\left(\gamma_{x_{i_{\ell-1}}+R_{\ell}}\right)\right)$. Then $\mathcal{A}$ checks whether all vectors composing $\Re_{R_{\ell}}$ are correct. This can be done, for each process $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}, 0 \leq i_{\ell-1} \leq[\log n]-1$, in $\mathcal{O}(\log n)$ time and space, through Level $4 \ell-1$ similar to Levels $3,7, \ldots, 4 \ell-5$.

Level $4 \ell-1$ (Universal) For each existential branch spawned at Level $4 \ell-2, \mathcal{A}$ spawns $R_{\ell}$ universal processes $\wp_{v}^{\left(R_{\ell}\right)}, 1 \leq v \leq R_{\ell}$. On each $\wp_{v}^{\left(R_{\ell}\right)}$, $\mathcal{A}$ checks (as at Levels $3,7, \ldots, 4 \ell-5)$ whether each substring $\gamma_{x_{i_{\ell-1}}} \ldots \gamma_{x_{i_{\ell-1}}+v}$ and each ranging vector in $\Re_{R_{\ell}}$ is correct according to the leftmost- 2 derivation order.

Each process $\wp_{v}^{\left(R_{\ell}\right)}, 1 \leq v \leq R_{\ell}$, that satisfies the above conditions is partially correct, and it is labeled by a $\diamond$. Otherwise, $\wp_{v}^{\left(R_{\ell}\right)}$ is labeled by 0 . If all $\wp_{v}^{\left(R_{\ell}\right)}$, s are labeled by $\diamond$, then the existential branch holding the tuple $\Re_{R_{\ell}}$, provided at Level $4 \ell-2$, is labeled by $\diamond$. Otherwise, this branch is labeled by 0. Process $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$, yielded at Level $4 \ell-1$ is labeled by $\diamond$ if there exists at least one existential branch labeled by $\diamond$ at Level $4 \ell-2$. Otherwise, $\wp_{i_{\ell-1}}^{\left(Q_{\ell-1}\right)}$ is labeled by 0 .

At this level the only substrings of $\gamma$ left unchecked are those substrings that corresponds to the intervals of the form $I_{Q_{\ell-1}}=\left[\sum_{l=1}^{\ell-1} R_{l}+\sum_{l=1}^{\ell-2} i_{l} Q_{l}+i_{\ell-1} Q_{\ell-1}+\right.$ $\left.R_{\ell} \ldots \sum_{l=1}^{\ell-1} R_{l}+\sum_{l=1}^{\ell-2} i_{l} Q_{l}+\left(i_{\ell-1}+1\right) Q_{\ell-1}\right], 0 \leq i_{l} \leq[\log n]-1,1 \leq l \leq \ell-1$, and besides the cutting points $P_{\ell}^{u}=\sum_{l=1}^{u} R_{l}+\sum_{l=1}^{u-1} i_{l} Q_{l}+\left(i_{u}+1\right) Q_{u}, 1 \leq u \leq \ell-1$. On each interval of type $I_{Q_{\ell-1}}, \mathcal{A}$ proceeds with Level $4 \ell$.
Level $4 \ell$ (Existential) Each interval $I_{Q_{\ell-1}}$ can be divided into $[\log n]$ subintervals of length $1 \leq Q_{\ell}<[\log n]$. Hence, $\mathcal{A}$ spawns $\mathcal{O}\left(c^{\log n}\right)$ existential branches each of which holds a $[\log n]$-tuple of ranging vectors $\Re_{Q_{\ell}}^{c}=\left(S\left(\gamma_{x_{i_{\ell-1}}}+R_{\ell}\right), S\left(\gamma_{x_{i_{\ell-1}}}+R_{\ell}+Q_{\ell}\right), \ldots\right.$, $\left.S\left(\gamma_{x_{i_{\ell-1}}+R_{\ell}+([\log n]-1) Q_{\ell}}\right)\right), S\left(\gamma_{x_{i_{\ell-1}}+R_{\ell}}\right)$ is the ranging vector found valid at Level $4 \ell-1$.

Level $4 \ell+1$ (Universal) For each existential branch spawned at Level $4 \ell, \mathcal{A}$ spawns [ $\log n]$ universal processes $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}, 0 \leq i_{\ell} \leq[\log n]-1$. Each $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}$ takes an interval of length $Q_{\ell}$ of the form $\left[\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+i_{\ell} Q_{\ell} \ldots \sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+\left(i_{\ell}+1\right) Q_{\ell}\right]$. Denote by $x_{i_{\ell}}=\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+i_{\ell} Q_{\ell}, 0 \leq i_{\ell} \leq[\log n]-1$. For each interval $\left[x_{i_{\ell}} \ldots x_{i_{\ell}+1}\right], \mathcal{A}$ checks whether the substring $\gamma_{x_{i_{\ell}}} \ldots \gamma_{x_{i_{\ell}+1}}$ is valid according to the leftmost-2 derivation order.
Level $4 \ell+2$ (Existential) For each $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}, 0 \leq i_{\ell} \leq[\log n]-1, \mathcal{A} \operatorname{spawns} \mathcal{O}\left(c^{\log n}\right)$ existential branches, each branch holding an $\left(Q_{\ell}+1\right)$-tuple of ranging vectors $\Re_{Q_{\ell}}=$ $\left(S\left(\gamma_{x_{i_{\ell}}}\right), S\left(\gamma_{x_{i_{\ell}}+1}\right), \ldots, S\left(\gamma_{x_{i_{\ell}}+Q_{\ell}-1}\right), S\left(\gamma_{x_{i_{\ell}+1}}\right)\right)$. In each $\Re_{Q_{\ell}}$ the vectors $S\left(\gamma_{x_{i_{\ell}}}\right)$ and $S\left(\gamma_{x_{i_{\ell}+1}}\right)$ have been guessed at Level 4 4 . They are ranging vectors associated with triplets placed in cutting points, i.e., edges of intervals of length $[\log n]$. They are also overlapping points of two consecutive intervals of type $\left[x_{i_{\ell}} \ldots x_{i_{\ell}+1}\right]$. Hence, each ranging vector $S\left(\gamma_{x_{i_{\ell}}}\right)$ is checked two times. Once if it is a valid vector on which $\gamma_{x_{i_{\ell}}+1}$ can be applied in leftmost-2 derivation manner (checked by process
$\left.\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}\right)$. Then, if by applying $\gamma_{x_{i_{\ell}}}$ on the sentential form built upon the ranging vector $S\left(\gamma_{x_{i_{\ell}}-1}\right)$ a sentential form with an associated ranging vector equal to $S\left(\gamma_{x_{i_{\ell}}}\right)$ is obtained (this is checked by $\wp_{i_{\ell}-1}^{\left(Q_{\ell}\right)}$ ).

As all intervals of type $\left[x_{i_{\ell}} \ldots x_{i_{\ell}+1}\right]$ are universally checked by processes $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}$, the tuple $\Re_{Q_{\ell}}^{c}$ spawned at Level $4 \ell$ is labeled by 1 , if all ranging vectors $S\left(\gamma_{x_{i_{\ell}}}\right)$ and all vectors in $\Re_{Q_{\ell}}$ are correct. To check whether all ranging vectors in $\Re_{Q_{\ell}}$ are correct, for each process $\wp_{i_{\ell}}^{\left(Q_{\ell}\right)}, 0 \leq i_{\ell} \leq[\log n]-1, \mathcal{A}$ follows the same procedure, that requires $\mathcal{O}(\log n)$ time and space, described at Levels $4 \ell-1$ (Universal).

For the last substring of length $Q_{\ell}$ in $\gamma$, i.e., the suffix of $\gamma$ of length $Q_{\ell}$
 $\wp_{[\log n]-1}^{\left(Q_{\ell}\right)}$ must check whether the triple $\gamma_{\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1}([\log n]-1) Q_{l}+[\log n] Q_{\ell}}=\gamma_{n}$ ends up the computation. This is done as for process $\wp_{n}$, Theorem 10.

Each cutting point $P_{\ell}^{u}=\sum_{l=1}^{u} R_{l}+\sum_{l=1}^{u-1} i_{l} Q_{l}+\left(i_{u}+1\right) Q_{u}$ can be equivalently rewritten as $\sum_{l=1}^{u+1} R_{l}+\sum_{l=1}^{u} i_{l} Q_{l}+[\log n] Q_{u+1}$, due to the equality $Q_{u}=$ $[\log n] Q_{u+1}+R_{u+1}$, for any $1 \leq u \leq \ell-1$. Furthermore, $\sum_{l=1}^{u+1} R_{l}+\sum_{l=1}^{u} i_{l} Q_{l}+$ $[\log n] Q_{u+1}$ is equal with $\sum_{l=1}^{u+1} R_{l}+R_{u+2}+\sum_{l=1}^{u} i_{l} Q_{l}+([\log n]-1) Q_{u+1}+[\log n] Q_{u+2}$, due to the equality $Q_{u+1}=[\log n] Q_{u+2}+R_{u+2}$, for any $1 \leq u \leq \ell-2$. By applying this transformation $k$ times, where $k=\ell-u$, each $P_{\ell}^{u}$ can be equivalently rewritten as $\sum_{l=1}^{u+1} R_{l}+R_{u+2}+\ldots+R_{u+k}+\sum_{l=1}^{u} i_{l} Q_{l}+([\log n]-1)\left(Q_{u+1}+\ldots+Q_{u+k-1}\right)+[\log n] Q_{u+k}$, where $u+k=\ell$.

In this way each $P_{\ell}^{u}$, yielded at Level $4 u$ by $\Re_{R_{u+1}}^{c}, 1 \leq u \leq \ell-1$, is in fact the right edge of an interval of the form $\left[\sum_{l=1}^{\ell} R_{l}+\sum_{l=1}^{\ell-1} i_{l} Q_{l}+i_{\ell} Q_{\ell} \ldots \sum_{l=1}^{\ell} R_{l}+\right.$ $\left.\sum_{l=1}^{\ell-1} i_{l} Q_{l}+\left(i_{\ell}+1\right) Q_{\ell}\right]$ for which $0 \leq i_{l} \leq[\log n]-1,1 \leq l \leq \ell-1, i_{\ell}=[\log n]-1$. The decision on the correctness of each ranging vector $S\left(\gamma_{\sum_{l=1}^{u} R_{l}+\sum_{l=1}^{u-1} i_{l} Q_{l}+\left(i_{u}+1\right) Q_{u}}\right)=$ $S\left(\gamma_{P_{\ell}^{u}}\right)$ will be actually taken by a process of type $\wp_{[\log n]-1}^{\left(Q_{\ell}\right)}$.

Since the validity of each cutting point is decided by a process of type $\wp_{[\log n]-1}^{\left(Q_{\ell}\right)}$, the logical value returned by this process is "propagated" up to the level of the computation tree that has spawned the corresponding cutting point, and thus each $\diamond$ symbol receives a logical value. The input is accepted, if going up in the computation tree, with all $\diamond$ 's changed into logical values, the root of the tree is labeled by 1.

The tuples $\Re_{R_{\hbar}}, \Re_{R_{\hbar}}^{c}, \Re_{Q_{\ell}}, \Re_{Q_{\ell}}^{c}, 1 \leq \hbar \leq \ell$, vectors $V\left(r_{j}\right), 1 \leq j \leq k$, and auxiliary net effects computed by $\mathcal{A}$ during the algorithm, are stored by using $\mathcal{O}(\log n)$ space, in a similar manner as in Theorems 10 and 11.

It is easy to observe that $\mathcal{A}$ has $\mathcal{O}(\log n)$ levels. Since at each level $\mathcal{A}$ spawns either $\mathcal{O}\left(n^{c_{1}}\right)$ or $\mathcal{O}\left(c_{2}^{\log n}\right)$ existential branches, where $c_{1}$ and $c_{2}$ are constants, (each level being thus convertible into a binary tree with $\mathcal{O}(\log n)$ levels), and at each Level $4 \hbar, 1 \leq \hbar \leq \ell, \mathcal{A}$ performs a division operation, which requires $\mathcal{O}(\log n)$ time and space $[20], \mathcal{A}$ will perform the whole computation in $\mathcal{O}\left(\log ^{2} n\right)$ parallel time and $\mathcal{O}(\log n)$ space.

Corollary $21 S Z R C L_{i}(C F) \cup S Z R C L_{i}^{a c}(C F) \subset \mathcal{N C}{ }^{2}, i \in\{2,3\}$.
Corollary $22 S Z R C L_{i}(C F) \cup S Z R C L_{i}^{a c}(C F) \subset D S P A C E\left(\log ^{2} n\right), i \in\{2,3\}$.

## 6 Remarks on Szilard Languages of Regulated Rewriting Grammars with PS Rules

The derivation mechanism in MGs, PGs, or RCGs is quite similar to the derivation mechanism in Chomsky grammars. In the case of MGs, the only difference is that productions are grouped into matrices composed of a finite number of rules obeying a predefined order and some constraints that prohibit the use of some of rules composing the matrix sequence. For the case of PGs constraints are imposed by the success and failure lists that prescribe the rules eligible to be applied at a certain step of derivation, while for the case or RCGs constraints are provided by the permitting and forbidding contexts that enable or disable a rule to be applied. These restrictions do increase the generative power of MGs, PGs, or RCGs [13] but they do not change the complexity of the corresponding Szilard languages.

On the other hand Definition 10 of leftmost- $i, i \in\{1,2,3\}$, derivations in MGs, PGs, or RCGs with CF rules, can be naturally generalized for PS rules as follows.

Let $G=(N, T, S, M, F)$ be a MG with PS rules, where $M=\left\{m_{1}, m_{2}, \ldots, m_{k}\right\}$, each $m_{j}$ is a finite sequence of the form $m_{j}=\left(p_{j_{1}}, p_{j_{2}}, \ldots, p_{j_{k(j)}}\right), k(j) \geq 1$, and each rule $p_{j_{i}} \in m_{j}, 1 \leq i \leq k(j)$, is of the form $\alpha_{p_{j_{i}}} \rightarrow \beta_{p_{j_{i}}}, \alpha_{p_{j_{i}}} \in(N \cup T)^{*} N(N \cup T)^{*}$, $\beta_{p_{j_{i}}} \in(N \cup T)^{*}$. Consider $P_{\alpha}=\left\{\alpha_{p_{j_{i}}} \mid 1 \leq j \leq k, 1 \leq i \leq k(j)\right\}$ the set of the left-hand sides of all rules in $m_{j}, 1 \leq j \leq k$.

Consider $G=(N, T, S, P)$ a PG or RCG with PS rules, where $P=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ and each rule $p_{j} \in P, 1 \leq j \leq k$, is of the form $\alpha_{p_{j}} \rightarrow \beta_{p_{j}}, \alpha_{p_{j}} \in(N \cup T)^{*} N(N \cup T)^{*}$ and $\beta_{p_{j}} \in(N \cup T)^{*}$. Consider $P_{\alpha}=\left\{\alpha_{p_{j}} \mid 1 \leq j \leq k\right\}$ the set of the left-hand sides of all rules in $P$.

Definition 20 A derivation in $G$, where $G$ is a MG, PG or RCG is called

- leftmost-1 if each rule used in the derivation rewrites the leftmost substring $\alpha$ occurring in the current sentential form, such that if $\alpha_{0} \alpha$ is a prefix of the current sentential form, then $\alpha_{0} \in T^{*}$ and $\alpha \in P_{\alpha}$,
- leftmost-2 if at each step of derivation, the leftmost occurrence of $\alpha \in P_{\alpha}$ that can be rewritten is rewritten,
- leftmost-3 if each rule used in the derivation rewrites the leftmost occurrence of its left-hand side in the current sentential form.

In [9] we proved that the class of leftmost Szilard languages of PS (and particularly of CS) grammars can be recognized in logarithmic time and space by indexing ATMs. The case of leftmost-1 derivation in MGs, PGs, or RCGs with CF or PS rules is in fact a generalization of the leftmost derivation in CGs (Defintion 5). Using a similar method as in [9] it can be proved that Theorems 5, 8, and 11 hold for classes of leftmost-1 Szilard languages of MGs, PGs, or RCGs (with or without appearance checking) with CS or PS rules, too. Hence, we have

Theorem 13 Each $L \in S Z M L_{1}(X) \cup S Z P L_{1}(X) \cup S Z R C L_{1}(X) \cup S Z R C L_{1}^{a c}(X)$, $X \in\{C S, P S\}$ can be recognized by an indexing ATM in $\mathcal{O}(\log n)$ time and space. Corollary $23 S Z M L_{1}(X) \cup S Z P L_{1}(X) \cup S Z R C L_{1}(X) \cup S Z R C L_{1}^{a c}(X) \subset \mathcal{N C}{ }^{1}$, $X \in\{C S, P S\}$.

Corollary $24 S Z M L_{1}(X) \cup S Z P L_{1}(X) \cup S Z R C L_{1}(X) \cup S Z R C L_{1}^{a c}(X) \subset D S P A C E$ $(\log n), X \in\{C S, P S\}$.

For the moment we have no results concerning the complexity of leftmost-1 Szilard languages of MGs and PGs with appearance checking and PS rules, or leftmost-i, $i \in\{2,3\}$, Szilard languages of MGs, PGs, and RCGs, with or without appearance checking, and PS rules.
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[^0]:    ${ }^{1}$ A family of languages is called trio if it is closed under $\lambda$-free homomorphism, inverse homomorphism, and intersection with regular languages.
    ${ }^{2}$ A multicounter machine is linear bounded if it works in realtime, i.e., there exists a constant $k$ such that during the computation the contents of each counter is less than $k|w|$, where $|w|$ is the length of the input string.
    ${ }^{3}$ An off-line Turing machine is a Turing machine equipped with a read-only input tape and a read-write working tape. It is allowed to shift both heads on both directions. Otherwise, it works similar to a Turing machine.
    ${ }^{4}$ DSPACE $(\log n)$, or the L class, is the class of languages recognizable by an off-line deterministic Turing machine using logarithmic space.

[^1]:    ${ }^{5}$ An on-line Turing machine is an off-line Turing machine with the restriction that the input head cannot be shifted to the left.

[^2]:    ${ }^{6}$ That is a derivation that leads to a word in the language.

[^3]:    ${ }^{7}$ By $C F-\lambda$ we denote a non-erasing context-free rule, i.e., a rule of the form $\alpha \rightarrow \beta$, where $\alpha \in N, \beta \in(N \cup T)^{+}$.

[^4]:    ${ }^{8}$ Note that $s_{\alpha_{\eta_{i}, r+1}}^{(i)}$ is actually the sum $s_{l}^{(i)}$ where $\alpha_{\eta_{i}, r+1}$ is the $l^{t h}$ nonterminal occurring in $V\left(m_{j}\right)$.

[^5]:    ${ }^{9}$ Recall that $d f_{\alpha_{\eta_{1}, r}^{q}}\left(p_{\eta_{1}, l}^{q}\right)=\left|\beta_{\eta_{1}, l}^{q}\right|_{\alpha_{\eta_{1}, r}^{q}}^{q}-\left|\alpha_{\eta_{1}, l}^{q}\right| \alpha_{\eta_{1}, r}^{q}, 1 \leq r \leq \xi_{\eta_{1}}^{q}, 1 \leq l \leq r$, and $1 \leq q \leq 2^{c_{\eta_{1}}}$.

[^6]:    ${ }^{10}$ The number of all possible vectors $\mathcal{V} \in \mathbf{N}^{h}$ that can be obtained by filling in all places in $\mathcal{V}$ with $s$ distinct values is $s^{h}$. Hence, the problem is how many possibilities there exist to chose $s$ distinct values, from the set $\left\{0,1,2, \ldots, c_{j}^{(i)}\right\}$, such that substituting all places $\mathcal{V}_{l}$ in $\mathcal{V}$ with these values to have $\sum_{l=1}^{h} \mathcal{V}_{l}=c_{j}^{(i)}$. This number is $\mathcal{O}\left(c_{j}^{(i) h}\right)$, where $h=2^{c_{j}}$. Since $c_{j}^{(i)}$ may depend on $n$ (the length of the input string) for all matrices $m_{j}, 1 \leq j \leq k$, there will be $\mathcal{O}\left(n^{\sum_{j=1}^{k} 2^{c_{j}}}\right)$ guesses.
    ${ }^{11}$ Recall that $V_{l}\left(\ell_{j}^{q}\right)=s_{l}\left(\ell_{j}^{q}\right)=\Sigma_{r=1}^{\xi_{j}^{q}} d f_{A_{l}}\left(p_{j, r}^{q}\right)$, where the policy $\ell_{j}^{q}$ is identified by the sequence $m_{j}^{q}=\left(p_{j, 1}^{q}, p_{j, 2}^{q}, \ldots, p_{j, \xi_{j}^{q}}^{q}\right),\left|m_{j}-F\right| \leq \xi_{j}^{q} \leq\left|m_{j}\right|$.
    ${ }^{12}$ Note that $s_{\alpha_{\eta_{i}, 1}^{q}}^{(i)}$ is actually the $\operatorname{sum} s_{l}^{(i)}$ where $\alpha_{\eta_{i}, 1}^{q}$ is the $l^{t h}$ nonterminal occurring in $V\left(m_{j}\right)$.

[^7]:    ${ }^{13}$ Note that $s_{\alpha_{\eta_{i}, r+1}}^{(i)}$ is actually the sum $s_{l}^{(i)}$ where $\alpha_{\eta_{i}, r+1}$ is the $l^{t h}$ nonterminal occurring in $V\left(m_{j}\right)$.

[^8]:    ${ }^{14}$ If $\ell_{j}^{q}$ is not yet "decided" or $F=\emptyset$, then instead of $S\left(\ell_{j}^{q}\right)$ the notation $S\left(m_{j}\right)$ is used.

[^9]:    ${ }^{15} S\left(\eta_{n}\right)$ must be the null vector.

[^10]:    ${ }^{16} \mathrm{By}[a]$ we denote the floor value of $a$, where $a$ is a real number.

[^11]:    ${ }^{17}$ It is actually a function in the logspace-uniform $\mathcal{T} \mathcal{C}^{0}$ class [20].
    ${ }^{18}$ The constant $c$ depends on the number of vectors in $\mathbf{N}^{m}$ that can be built upon the set $\{0,1, \ldots, m\}$. Here and throughout the paper, $c=\mathcal{O}\left(\sum_{s=1}^{m-1}(m-s+1)^{m}\right)$. At page 21 we have explained the manner in which this constant can be computed.

[^12]:    ${ }^{19} S\left(\eta_{x_{i_{1}}-1}\right)$ will be guessed at the last level of the computation tree associated with $\mathcal{A}$, when all the remainders of the "iterated" division of $n$ by $[\log n]$ will be spent, and when $\eta_{R_{1}+i_{1} Q_{1}-1}$ will actually be the last matrix occurring in the suffix of $\eta_{R_{1}+\left(i_{1}-1\right) Q_{1}} \ldots \eta_{R_{1}+i_{1} Q_{1}-1}$ of length $Q_{\ell}$, the last quotient of the "iterated" division.

[^13]:    ${ }^{20}$ As in the case of MGs, for the sake of simplicity, we use the same notation both for a triple and the label associated with it.

[^14]:    ${ }^{21}$ As in the case of PGs, for the sake of simplicity, we use the same notation both for a triple and the label associated with it.

[^15]:    ${ }^{22}$ If $p_{\gamma_{v}}$ is the rule that produces the nonterminal rewritten by rule $p_{\gamma_{i}}$, and this is the $s^{t h}$ nonterminal occurring on the right-hand side of $p_{\gamma_{v}}$, then for the case of leftmost- 1 derivation

[^16]:    order, we must have $s+s_{q}=i-v$. This is because each nonterminal produced in the sentential form by rules used in a leftmost-1 derivation manner, between $p_{\gamma_{v}}$ and $p_{\gamma_{i}}$ (including nonterminals existing up to the $s^{t h}$ nonterminal on the right-hand side of $p_{\gamma_{v}}$ ), must be fully rewritten by these rules. The nonterminals existing in the sentential form before $p_{\gamma_{v}}$ has been applied, will be rewritten only after the new nonterminals produced between $p_{\gamma_{v}}$ and $p_{\gamma_{i}}$ are fully rewritten.

[^17]:    ${ }^{23}$ The constant $c$ depends on the number of vectors in $\mathbf{N}^{m}$ that can be built upon the set $\{0,1, \ldots, m\}$. If a certain sentential form has only $m-s$ distinct nonterminals, then there are $(m-s+1)^{m}$ guesses that may provide the ranging vector associated with this sentential form. Hence, here and throughout the paper, $c=\mathcal{O}\left(\sum_{s=1}^{m-1}(m-s+1)^{m}\right)$.

