A Two-Fluid Model for Vertical Flow Applied to CO, Injection Wells

Gaute Linga®P”, Halvor Lund®*

@*SINTEF Energy Research, P.O. Box 4761 Sluppen, NO-7465 Trondheim, Norway
b Niels Bohr Institute, University of Copenhagen, Blegdamsvej 17, DK-2100 Copenhagen, Denmark

Abstract

Flow of CO, in wells is associated with substantial variations in thermophysical properties downhole, due to
the coupled transient processes involved: complex flow patterns, density changes, phase transitions, and heat
transfer to and from surroundings. Large temperature variations can lead to thermal stresses and subsequent
loss of well integrity, and it is therefore crucial to employ models that can predict this accurately. In this
work, we present a model for vertical well flow that includes both two-phase flow and heat conduction. The
flow is described by a two-fluid model, where mass transfer between the phases is modelled by relaxation
source terms that drive the phases towards thermodynamic equilibrium. We suggest a new formulation of
the mass transfer process that satisfies the second law of thermodynamics, and that is also continuous in
the single-phase limit. This provides a more robust transition from two-phase to single-phase flow than the
previous formulation. The model predicts which flow regimes are present downhole, and calculates friction
and heat transfer depending on this. Moreover, the flow model is coupled with a heat conduction model for
the layers that comprise the well, including tubing, packer fluid, casing, cement or drilling mud, and rock
formation. This enables prediction of the temperature in the well fluid and in each layer of the well. The
model is applied to sudden shut-in and blowout cases of a CO, injection well, where we employ the highly
accurate Span—Wagner reference equation-of-state to describe the thermodynamics of CO,. We predict
pressure, temperature and flow regimes during these cases and discuss implications for well integrity.
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1. Introduction

Carbon Capture and Storage (CCS) will play an
important role on the path to a low-carbon soci-
ety. In the two-degree scenario of the International
Energy Agency (IEA), CCS is expected to reduce
the global emissions of CO, by about seven giga-
tonnes per year in 2050 [25]. The captured CO,, can
be transported to storage sites using both pipelines
and ships. Several authors [3, 27, 55, 68| have con-
cluded that ship transport can be a cost-efficient
solution for many offshore storage sites. Ship trans-
port creates additional challenges when CO, is in-
jected through a well into a reservoir. The trans-
ported CO, will typically be kept at a low temper-
ature and pressure, close to the triple point (5.1 bar
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and —56.6°C). Some heating will be required be-
fore the CO, is pumped into the well, in order to
avoid damage to the well and the reservoirs due to
low temperatures or high pressures. To predict the
temperature and pressure conditions in a well, ac-
curate and reliable models are required.

A significant body of research concerns the flow of
CO, in reservoirs, and leakage through sealed wells
[46-48]. The thermal effects of CO, flow in reser-
voirs have also been specifically considered [2, 18].
However, models developed specifically for well flow
of CO, seem to be scarce, especially for transient
scenarios.

For wells without any downhole measuring equip-
ment, steady state models can provide predictions
for the pressure and temperature conditions in the
well under steady conditions. Lindeberg [32] pro-
posed a simple model using Bernoulli’s equation
and a model for heat exchange with the surround-
ing rock, and used it to the predict temperature and

April 15, 2016



pressure in the Sleipner CO, injection well. Pan
et al. [51] derived an analytic solution for steady-
state flow of a CO,~water mixture in a well using
a drift-flux model. Similarly, Lu and Connell [35]
proposed a quasi-steady model to predict the bot-
tomhole pressure and injection rate in a CO, in-
jection well. Singhe et al. [59] presented a simple
quasi-steady analytical model for temperature ef-
fects in a gas injection well, and compared their
model to results from the Ketzin injection well [24].
Han et al. [22] considered injection of relatively hot
(supercritical) CO, at 35 °C to 45 °C, using a model
based on that of Lu and Connell [35]. They focused
on the effects of CO, injection on injectivity, due to
cooling when water vaporizes in supercritical CO,,
and the following precipitation of salt. Precipita-
tion of salt has been identified as one of the main
causes of the pressure build-up experienced during
CO, injection at Snghvit [23].

Transient models allow the prediction of condi-
tions in wells that are subject to more transient
operations such as blowout, shut-in and varying in-
jection rates. Ruan et al. [56] considered an ax-
isymmetric two-dimensional model, accounting for
the convection of water in the annulus in addition
to that of the CO, in the tubing. They simulated
injection using the Peng—Robinson cubic equation
of state with a reservoir pressure of 27 MPa, which
resulted in the CO, being in a single, dense phase
during the injection scenario. Pan et al. [50] im-
plemented a drift-flux model in the TOUGH2 code
with the ECO2N equation of state, and used it to
simulate upwards flow of CO, and brine in a well-
bore. Lu and Connell [37] simulated CO, injec-
tion using the homogeneous equilibrium model and
the Peng—Robinson cubic equation of state, coupled
with a heat conduction model. The same authors
have also presented a drift-flux model with phase
slip [36].

Krogh et al. [29] simulated offloading of CO, from
ships and injection of liquid CO, using OLGA and
HYSYS. They found that there is a high risk of
hydrate formation and freezing in the formation
and on the outside of the riser. Klinkby et al. [2§]
also used OLGA to study transient variations in
pressure, temperature and phase composition dur-
ing injection of CO,—brine mixtures into the pro-
posed Vedsted pipeline, injection well, and reser-
voir. Li et al. [31] focused on the well-head tempera-
ture during shut-in and start-up, also using OLGA.
Azaroual et al. [4] presented experiments and mod-
elling of injection of supercritical CO, into saline

aquifers. They focused on how e.g. precipitation of
salt due to dryout in the near wellbore can lead to
changes in injectivity. Three commercial simulators
— PipeSIM, PROSPER and NEWSIM — were used
and their results compared, which showed signifi-
cant differences.

The available research on flow in vertical CO,
wells is to a large extent based on either sim-
plified steady-state models, or commercial simula-
tors. The use of complex commercial simulators can
make model validation difficult, since there is often
little public data available about the details of the
models.

1.1. Contributions of the current paper

In this paper, we aim to present a model that is
suitable for vertical flow of CO,, and to explain to
a sufficient level of detail all parameters and sub-
models used. The flow is described by a physically
consistent two-fluid model, with the Span—Wagner
reference equation-of-state [61] to describe the ther-
modynamics of CO,. Friction and heat transfer
in the flow is modelled specifically for each flow
regime, such as bubbly, annular and mist flow. The
flow model is coupled to a model for heat conduc-
tion through the various layers of the well, such as
tubing, packer fluid, casing, cement and rock. Large
temperature variations can be detrimental to well
integrity and are therefore given special attention.
The performance of the model is demonstrated by
using it to simulate transient well operations; in
particular critical incidents such as sudden shut-in
and blowout.

1.2. Paper outline

In Section 2, we present the model including flow
equations, heat conduction model and correlations
employed for friction and fluid-to-wall heat transfer.
Section 3 gives a brief description of the numerical
methods used, with references to relevant literature,
and Section 4 presents the simulation cases consid-
ered. In Section 5 we present results from simula-
tions of sudden blowout and shut-in of a vertical
CO, well, with emphasis on pressure and temper-
ature conditions in the well. We also discuss the
implications of the simulation results on well oper-
ations and well integrity. Finally, in Section 6, we
summarize and draw conclusions.



2. Model

In this section, we present the model used in our
simulations.

2.1. Flow model

In the present work, we consider pure CO, in
at most two phases, i.e. liquid and gas. Since the
vertical length scale of a well is several orders of
magnitude larger than the radial scale, we consider
a fluid flowing in one dimension. Modelling the flow
in more than one dimension could require detailed
resolution of the gas—liquid interface, as well as a
much higher computational cost. For this reason,
most models for well and pipeline flow are one-
dimensional, with constitutive relations that im-
plicitly account for higher-dimensional effects that
cannot be explicitly captured in a one-dimensional
model.

In order to allow for three-dimensional effects,
such as phase separation, we employ a two-fluid
model. This class of two-phase flow models is char-
acterized by the property that the two phases are
allowed to have individual velocities, i.e. each phase
is governed by a separate momentum equation
[44, 49, 62, 67]. This is in contrast to the further
simplified class of drift-flux models [16, 41, 58, 69|,
wherein the velocities of the two phases are related
by a functional relation (a slip law).

Two-fluid models have been extensively studied
in the literature, and are commonly used in numer-
ous applications. A general seven-equation model
for two-phase flow was derived by Baer and Nunzi-
ato [5], and later revived by Saurel and Abgrall [57],
upon which many of later two-phase flow models
have been based. To bring the phases towards equi-
librium in velocity, pressure, temperature or spe-
cific Gibbs free energy at a finite rate, relaxation
source terms are typically included in the equations
of motion. This has been studied by a range of
authors [6, 26, 45, 52, 53]. By assuming instan-
taneous equilibrium, i.e. infinitely stiff relaxation
source terms, in zero or more of these variables,
a hierarchy of models can be derived [15, 33, 38].
For each imposed equilibrium condition, the num-
ber of partial differential equations (PDEs) in the
model is reduced by one. Popular models in this
context include e.g. a six-equation two-fluid model
used in nuclear industry [8, 66], and a five-equation
model used in simulation of pipeline transport of
petroleum [7].

For the purpose of our simulations, we assume
that the time scale of the thermodynamic relax-
ation is much smaller than that of the flow, and
hence we assume instantaneous equilibrium in pres-
sure (p), temperature (T') and specific Gibbs free
energy (). However, for practical reasons (which
we shall discuss in Section 2.2), we choose to al-
low the specific Gibbs free energy to be out of
equilibrium and model mass transfer using a re-
laxation process. The resulting five-equation two-
fluid model (the pT-model, cf. [33]) was studied by
Martinez Ferrer et al. [40] and further by Morin and
Flatten [42]. Hammer and Morin [20] combined the
model with the Span-Wagner equation of state [61].

With source terms accounting for the interaction
between phases and with the pipe wall, the model
may be stated as the following set of PDEs, for time
t and spatial coordinate x,

e Mass balance:

O(agpg) + 0z (agpgvg) = ¥, (1)
Or(agpe) + On(cuupeve) = =V, (2)

e Momentum balance:

O¢(agpgvg) + Oy (ag(pgvg + p)) — pidyag
=u¥+ fi+ QgPofr — fwall,g7 (3)

O (aupeve) + 0y (cu(pevy +p)) + pidzoyg
= -0V — fi+ awpege — fwane, (4)

e Energy conservation:

O E + 0, (Egug + Egvg + 0p)
= (agpgvg + arpeve)gz + Q. (5)

Herein, we have used the volume fraction a4, the
density pg, and the velocity vy for each phase k €
{g,l}, where g denotes gas and ¢ denotes liquid.
We have defined the total phasic energy by

Ey = appk (e + 3v7), (6)

where ey, is the specific internal energy. The com-
mon pressure is denoted by p, the mixed density
and mixed total energy are respectively given by

p=0agps+oypy, and E=EFE;,+E;, (7)



and the volume-averaged velocity is given by

T = QgUg + Q. (8)
The regularizing interface pressure, which makes
the model hyperbolic, is modelled as [64]

- U¢)27 (9)

QgQlyPgpPr
pi=p— 00— (v,

Qupg + Qgpe

where 0 > 1, and in this work we choose § = 1.2.
Further, f; is an interfacial friction term, g, is the
gravitational acceleration along the x coordinate,
fwail,k represents the fluid-wall friction of phase k,
and @ represents heat exchange with the surround-
ings. Finally, U represents the mass transfer be-
tween the two phases, and v; is the interfacial ve-
locity. Expressions for these terms will be given in
the following.

2.2. Mass transfer

The term W, representing mass transfer between
phases, can in general be expressed as ¥ = K(up —
lg), where K is associated with a characteristic re-
laxation time for the mass transfer. As K > 0,
the relaxation term drives the two phases asymp-
totically towards equilibrium in specific Gibbs free
energy, i.e. mass is transferred from the phase with
the highest Gibbs free energy to the phase with the
lowest, until the values are equal. If the mass trans-
fer is taken to be instantaneous (as advocated in
the previous section), i.e. X — oo (zero relaxation
time), the model is equivalent to the four-equation
model with full thermodynamic equilibrium [20], as
described by Morin and Flatten [42]. In particular,
solutions of the relaxation model should approach
solutions to the equilibrium model as XX — oo. For
a recent survey of the underlying theory for general
hyperbolic relaxation systems, consider Solem et al.
[60, Sec. 1] and the references therein.

Mass transfer also leads to transfer of momen-
tum, represented by the term ;¥ in egs. (3)
and (4). As Morin and Flatten [42] point out,
v; = (vg +vg)/2 is the only interfacial velocity that
satisfies the second law of thermodynamics (i.e. that
the global entropy is nondecreasing), and that is
also independent of the difference in specific Gibbs
free energy jig — fio.

The relation between change in entropy and in
kinetic energy, when transferring mass from one
phase to the other, is found from the fundamental
thermodynamic relation,

d(pe) =TdS+ pdp=T4dS, (10)

where have utilized that the total mass is constant,
dp = 0, and introduced the total volumetric en-
tropy S and the mixture specific Gibbs free energy
uw=e+(p—T5)/p. The total energy E = pe+ Fxin
is conserved,

dE = d(p@) + dEyin = 0. (].].)

Combining egs. (10) and (11) yields
ds = ! d By (12)
- T kin»

in other words the second law of thermodynamics,
implied by the local relation dS > 0 [15, 33, 38,
42], is satisfied as long as the kinetic energy is not
increasing during the mass transfer process. Note
that these relations only apply to the local mass
transfer process, not the fluid flow model as a whole.

The interfacial velocity suggested by Morin and
Flatten [42] conserves kinetic energy during the
mass transfer relaxation process, and, in other
words, no entropy is generated. However, this inter-
facial velocity presents problems if the mass transfer
process brings us from a two-phase to a single-phase
solution. In this case, kinetic energy cannot be con-
served and entropy must be generated, as we will
see next.

We will solve the equation system (1)—(5) using
a fractional-step method, in which we

1. solve the equation (1)—(5) system with ¥ = 0,

2. solve an ODE system for mass transfer given
by

o, (13)
i, "
% = ;9 (15)
% = -7, (16)
%f —0, (17)

where we have introduced the shorthands M, =
agpr and Il = agprvg for mass and momentum
of phase k, respectively. The mass transfer term is
U = K(pe — ptg) where K — oo, so the ODE sys-
tem approaches thermodynamic equilibrium where



tg = fte. We therefore rather solve a more straight-
forward discrete equation system.

Let M, and II} denote the mass and momen-
tum of phase k after the homogeneous step (step
1), and M} and Il denote values after mass has
been transferred (step 2). We need to conserve to-
tal mass, momentum and energy,

S =3 My (18)
k k
Mo => T (19)
k k
;Mk, (ek + 2<vk)2) = ;Mk (ek + 21;,%)

(20)

Through the equation of state we ensure thermo-
dynamic equilibrium,

pg(eg, pg) = pe(ee, pe) (21)
Pg(eg, pg) = pelee, pe) (22)
Ty(eg; pg) = Tuler, pe) (23)

Together with ), a; = 1, this gives us 7 equations
and 8 unknowns (ay, ek, pk, Vk), which allows us
to make a choice that determines the amount of
entropy generated by the mass transfer, or in other
words how much kinetic energy is lost.

However, if the equation of state predicts that the
mass transfer will lead to a single-phase solution,
we are forced to set ay = vy = 0, where V is
the vanishing phase. Interestingly, this uniquely
determines the total kinetic energy after the mass
transfer,

1 1I* 2
Eyin = iMKU%( = Ma (24)
where K is the phase that is kept. The change in
kinetic energy is given by

(2, IT5)?
AByy = - |~ =) M (vp)?
Ry

— _Mg*MZ (’U* _ U*)2

= 5 . —
As we see, kinetic energy is lost, which corresponds
to an increase in entropy as given by eq. (12). With
this insight, we therefore suggest a general expres-
sion for the kinetic energy lost,

(25)

1 * * * *
AFEy, = *Q(Mg (Avg)? + M7 (Avp)?)
(I%—Mﬂ ) (26)
p—|Mg+Mg—pl)’

Nk

where Avf = v}, — 0%, and

o = (I, +115)/p, (27)

is the centre-of-mass velocity. This expression (26)
gives a smooth transition between cases where ki-
netic energy must be lost, and those where it can
be conserved. For example, AFy;, = 0 if the ve-
locities are equal or if no mass is transferred, while
eq. (25) is fulfilled if My = 0 or My, = 0. We pro-
pose that this gives a numerically more robust tran-
sition from two-phase to single-phase flow than the
previous formulation, which we experienced to give
unphysical oscillations in the transition region.

2.3. Equation of state

The state-of-the-art reference equation-of-state
(EOS) for CO, is that of Span and Wagner [61],
which gives the Helmholtz free energy in terms
of phasic density and temperature, ie. a(p,T).
It is formulated in terms of the non-dimensional
Helmholtz free energy ¢ = a/RT, where R is the
specific gas constant; and is comprised of an ideal
gas part, ¢°, and a residual part, ¢",

¢(7—7 5) = ¢0 (7—7 5) + ¢r (T> 5) (28)

Here, 7 = T, /T is the non-dimensional inverse tem-
perature, and § = p/p. is the non-dimensional den-
sity. p. and T, are the critical density and temper-
ature, respectively. The expressions in the original
paper [61] contain a total of 51 terms, including
logarithms and exponentials, making it computa-
tionally demanding to solve compared to e.g. cubic
equations of state. However, due to their simplic-
ity, cubic equations of state do not accurately de-
scribe the thermophysical properties of CO, on the
vast range of densities and temperatures required
for simulating CO, injection wells, in contrast to
the Span—Wagner EOS. The energy—density equi-
librium problem is solved using the approach of
Hammer et al. [21].

2.4. Flow regimes

The behaviour of two-phase flow can change dra-
matically depending on the amount of gas in the
flow and the velocity of each phase. This behaviour
can typically be divided into flow regimes, such
as bubbly, stratified, slug, churn, annular and dis-
persed/mist flow.

Since experimental data and mathematical mod-
els for flow regimes in vertical CO, flow are rather



scarce, we use the RELAP [54] code to classify
flow regimes. RELAP was developed for simu-
lation of water—steam flow in cooling systems for
nuclear reactors. Nevertheless, its expressions for
flow regimes and friction are formulated so that the
properties of any fluid can be used as input, which
allows us to use them for CO, flow. We limit our-
selves to bubbly, annular and mist flow, since these
flow regimes are most relevant for the cases we look
at. Slug flow is not expected to occur in vertical
pipes of such large diameters as those we consider;
in the RELAP code the maximum diameter where
slug flow can occur is 8 cm.

2.5. Friction

The friction correlations we have employed are
based on the RELAP code [54]. Since experimen-
tal data on CO, in large-diameter tubes are scarce,
we assume that RELAP’s correlations hold also for
CO,, as long as physical parameters for CO, are
used as input.

2.6. Heat transfer

Heat transfer between the fluid and the pipe wall
can depend significantly on which flow regime is
present. For turbulent flow we use the correlation
by Dittus and Boelter [13]. For subcooled and sat-
urated boiling, we use the correlations by Chen [12]
and Forster and Zuber [17].

2.7. Heat conduction

Heat conduction is modelled in the layers extend-
ing outwards from the well tubing. In a radial ge-
ometry this can be expressed as [10]

p(r)ep(r)OT(r,t) = %@ (re(r)o.T(r,t)), (29)

where £(r), p(r) and cp(r) are the thermal conduc-
tivity, density and specific heat capacity (at con-
stant pressure) at radius r, respectively. Using this
formulation, we neglect any heat conducted along
the pipe (in the axial direction). Heat is neverthe-
less transported along the pipe by the fluid inside
the well.

3. Numerical method

In this section, we present the numerical methods
used in the simulations. We may write the equation
system (1)—(5) as

Ou + 0.f(u) + B(u)d,w(u) = s(u). (30)

In general terms, we can write eq. (30) as
opu = (A+ B)u, (31)

where A and B are the solution operators for the
flow and source terms, respectively. If u™ is the
solution at time ¢", then the solution u™*! at time
t"t1 =" + At can be formally written as [30]

un+1 — eAt(A+B)u7L (32)
Since the flow and source terms have somewhat dif-
ferent time scales, we treat them separately using
a fractional-step approach. A fractional-step ap-
proach applies the solution operators in separate
steps, as opposed to simultaneously. Strang split-
ting [63] is a second-order fractional-step method,
as long as each step is of second order, and applies
the operators in three steps,

o - eAt/ZBeAtAeAt/ZBun (33)
In other words, we first apply flux terms with time
step At/2, then the source terms with time step At,
and finally flux terms again. This splitting allows
us to solve each substep in the most efficient way.
In the following, we describe how each substep is
solved.

3.1. Flow equations
The flow equations

Opu + 0f(u) + B(u)d,w(u) =0, (34)

are solved with a finite-volume scheme. To achieve
second spatial order, we use piecewise linear recon-
struction based on the MUSCL approach, and use
the FORCE flux to calculate the numerical fluxes.
For more details, see Hammer and Morin [20].

A main advantage of employing a finite-volume
scheme is that conserved quantities are well con-
served over shocks, not only for smooth solutions.
However, such numerical schemes generally apply
to the flux part (0,f) of eq. (34), and the non-
conservative part (Bd,w) must be integrated sep-
arately, e.g. as a source term. In our context, this
affects only the numerical integration of the mo-
mentum egs. (3) and (4).

An important property that should be satisfied,
is therefore that the total momentum should be
conserved (up to the accuracy of the finite-volume
scheme), according to its evolution equation, which
is found by summing egs. (3) and (4):

O+ 0y (gvg + Mpvg +p) =0.  (35)



Here we disregard wall friction, gravity and heat
transfer for the sake of the argument, and II = II,+
II, is the total momentum. In order to conserve
the total momentum, summing the discretizations
of egs. (3) and (4), the numerical scheme should
therefore reduce to a pure flux formulation,

Ol = (Fi_1/2 — Fip1)2)/ A (36)

In the model formulation of Hammer and Morin
[20], the momentum equations are discretized as

Ollg s = (Fgi—1/2 — Fgit1/2 + agAp;)/Ax, (37)
Oilly; = (Fyi—1/2 — Fpiv1/2 + aelp;)/ Az, (38)

which yields the total momentum discretization

Olly = (Fpi—1y2 — Frizi2 + Fgiz1/2 — Fyiv1)2
+ Ap;)/Az. (39)

The superfluous last term in eq. (39), with respect
to eq. (36), shows that this formulation does not
conserve total momentum properly. In the present
model formulation, i.e. egs. (3) and (4), we have

Oillg s = (Fyi—1/2 — Fgiv1/2 + pildagi) /Ax,
(40)

Oilly; = (Fpi—1/2 — Fpiv1/2 + pildag,)/ Az, (41)
which adds up to

Ol = (Fyi_1j20—Fpiz1otFyio1/2—Fyit1/2)/Ax.

(42)
Identlfylng Fij:l/2 = Fg,ii1/2 + FZ,iil/?y thlS com-
plies with eq. (36). In other words, our model for-
mulation ensures that whatever amount of momen-
tum is added to one phase due to non-conservative
terms, is subtracted from the other phase. Hence,
the total momentum is conserved according to
eq. (35), up to the accuracy of the flux-based nu-
merical scheme.

3.2. Source terms and closure relations

The source term ODEs

du

= su), (43)
are solved using the Forward Euler method. Since
we let the flow equations determine the global time
step At, it might need to be reduced to ensure sta-
bility in the source terms ODE. In this case, more
than one smaller time step At is performed that
in total add up to At.

3.3. Heat equations

The heat equation (29) is solved using a finite
volume scheme as described by Lund et al. [39].

8.4. Reservoir boundary condition

The injection rate into a reservoir can be de-
scribed by the injectivity I, which determines the
injection rate resulting from a certain pressure dif-
ference between the well and the reservoir. This is
implemented as a ghost cell with prescribed pres-
SUre P = Preservoir + (Ap0)/I where Apd is the flow
rate. The same procedure is used when fluid flows
out of the reservoir, in which case the pressure in
the well will be lower than the reservoir pressure.
In other words we assume that the productivity and
injectivity are equal.

4. Simulation cases

In the following, we describe the simulation cases
including material parameters, initial and bound-
ary conditions. In all cases, we use the same well
geometry and material parameters. Key parame-
ters are listed in Table 1. The parameters used are
inspired by the conditions at the Sleipner CO, in-
jection well [29, 32|, and hence the results are to
some extent applicable to this well. However, in
our case we consider a purely vertical well of length
1000 m, whereas the Sleipner well has significant
horizontal deviation. In a real-world application,
the reservoir injectivity /productivity will typically
be time-dependent when the well starts to produce.
However, since the effect of injectivity is not our
main focus, we here assume a constant reservoir in-
jectivity.

The heat conduction model assumes that the well
is divided into five layers, whose properties are
listed in Table 2. The layers are a 7 inch tubing,
packer fluid, 9.5 inch casing, drilling mud (or ce-
ment for the lower 100 meters), and a sandstone
formation.

4.1. Sudden blowout

In this case, we consider an abrupt blowout sce-
nario from a well. In the initial state, the well is
closed at the top, and in contact with the reservoir
at the bottom. The initial condition consists of a
column of liquid in the lower part of the well, and
gas in the upper part of the well. The pressure is
assumed to be hydrostatic, extrapolated from the
reservoir pressure in the bottom of the well. The



Table 1: Well and reservoir properties used in simulations.

Parameter Value Unit Reference
Well depth 1000 m [29, 32]
Ambient water temperature 5 °C [29]
Geothermal gradient 41 °C/km [32]
Reservoir pressure 104  bar [32]
Injectivity /Productivity 8.7x107° kg/(sPa) [65]

Table 2: Material properties and dimensions for the layers surrounding the pipe.

Radial Axial Thermal Specific

segment segment Density conductivity heat capacity
Item [cm] [km|  [kg/m?®| [W/(m K)] [J/ (kg K)]
Tubing (ST 52-3) [1] 8.5-9.0 0-1 7850 40 500
Packer fluid [19] 9.0-11.1 0-1 1400 0.26 4000
Casing (ST 52-3) [1] 11.1-12.2 0-1 7850 40 500
Drilling mud [9] 12.2-15.5 0-0.9 1500 0.8 2500
Cement (Portland Class G) [1] 12.2-15.5 0.9-1 1917 0.72 780
Sandstone (Castlegate) [1] 15.5-500 0-1 2600 2.0 1000

temperature is assumed to be equal to the rock
temperature until the boiling point is reached (at
around 250 m depth), above which the temperature
is set to be slightly above the boiling point, so that
the fluid is in a gas state. The initial condition is
illustrated in Figure 1.

At t = 0, the well head is opened to atmospheric
pressure, p = 1.013bar. If the flow reaches sonic
velocities, the flow is choked (see e.g. [34]) by im-
posing the choke pressure at the outlet, rather than
the atmospheric pressure [43]. The lower end of the
well is in contact with the reservoir, as described
in Section 3.4, which causes CO, to flow from the
reservoir into the well.

4.2. Sudden shut-in

In the shut-in case, we assume that there is a
steady injection of CO, into the reservoir in the
initial condition. The flow is set to 28.7kg/s, simi-
lar to the flow in the Sleipner well [65]. The bottom
temperature is set to the reservoir temperature, and
the pressure is set according to Section 3.4. The
pressure in the rest of the well is set so that it bal-
ances the friction and gravity forces,

aa:p = fgrav - fwa11~ (44)
The temperature is set by assuming the flow is isen-
tropic, which leads to the initial condition depicted

in Figure 2. At ¢ = 0, valves at both ends of the
pipe are abruptly closed.

It turns out that the resulting initial well-head
conditions are rather close to those present at Sleip-
ner. The pressure and temperature at the Sleip-
ner well-head are known to be 65bar and 24°C,
whereas the gas fraction has been estimated to be
around 0.85 [65].

5. Results and discussion

5.1. Blowout

The blowout case was simulated for 150s, after
which a somewhat steady flow out of the reservoir
was reached. Figure 3 shows the pressure at three
locations in the pipe. The pressure at the outlet
drops rapidly from 60 bar to approximately 10 bar
in the first seconds, before it increases somewhat
around ¢ = 7s. At this time, the speed of sound
suddenly drops, since flow changes from pure gas
to a two-phase mixture, as seen in Figure 4. This
causes the flow to be choked, resulting in a pres-
sure jump. The pressure in the bottom part of the
well drops slowly as the flow out of the reservoir
increases, as specified in Section 3.4.

Figure 4 shows the gas volume fraction for the
well head and the middle of the well. A small
amount of liquid occurs at the well head in early
phases of the blowout, which is likely to have been
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sucked up from the liquid column due to the rapid
flow of gas. The middle of the well transitions
gradually from pure liquid to almost pure gas over
the course of the simulation, as the pressure slowly
drops.

Figure 5 shows the flow regimes present in each
part of the well. In the initial condition, the whole
well is in a single-phase state (either pure liquid
or pure gas). During the first 50-55 seconds, the
upper part of the liquid column quickly boils and
creates a zone of bubbly flow. When the velocity
has increased sufficiently, most of the upper well has
annular flow, with a liquid annulus and gas flowing
in the middle. After around 100 seconds, the flow
at the well head is purely gaseous.

During blowouts, very low temperatures can oc-
cur, which can be detrimental to well integrity and
materials. Figure 6 shows the temperature at three
well locations. Since the flow in the bottom of
the well comes directly from the reservoir, which
has a temperature of 319 K, the lower part of the
well does not experience any significant tempera-
ture drop. At the well head, however, tempera-
tures as low as 225 K (or —48 °C) occur in the initial
phase. The well head temperature rises somewhat
when the flow is choked after around 7 seconds, and
is thereafter steady at around 240K (or —33°C).
This temperature is not necessarily low enough to
cause damage to the steel pipe itself, but may be
problematic due to mechanical stresses that arise
due to thermal contraction.

It is important to note that our simulations do
not predict any formation of dry ice in the well it-
self, although it might be formed just beyond the
outlet at the well head. However, we assume that
the temperature of the flow out of the reservoir is
equal to the long-scale reservoir temperature. This
is unlikely to hold on longer time scales, since some
Joule-Thomson cooling will occur as the CO, fluid
flows through the pores of the reservoirs and out
into the well. The prediction of this phenomenon
will require coupling the flow model to a reservoir
model. Over time, the temperature of the flow from
the reservoir will likely decrease, potentially dam-
aging the well and allowing dry ice to form.

5.2. Shut-in

The shut-in case is simulated for around 40 sec-
onds, which allows us to capture the most impor-
tant features of the initial phase of a shut-in. Since
valves are closed in both ends of the well, we can
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expect a pressure jump (water hammer) at the bot-
tom valve, and a pressure decrease at the well head.
As shown Figure 7, the bottom pressure increase is
close to 10bar. The pressure decrease at the well
head is smaller, since there is two-phase flow in the
upper part of the well, which makes the fluid more
compressible. The fluid column, which is in mo-
tion initially, will be compressed at the bottom and
decompressed at the top. This will cause pressure
waves that propagate up and down the well, which
are slowly damped by friction. These pressure os-
cillations are clearly seen in Figure 7.

Figure 8 shows the temperature at three positions
in the well. The temperature oscillations follow the
pressure oscillations, since the fluid temperature is
increased by compression.

Finally, Figure 9 shows the flow regimes dur-
ing the shut-in. The bottom of the well has a
dense/liquid phase column which stretches up to a
depth of around 370 meters. At this depth, the lig-
uid starts boiling, which leads to a layer of bubbly
flow. Above this layer, the flow is predicted to be
in a transition phase between bubbly flow and an-
nular flow. These flow regimes are similar to what
was observed by camera inspection in the Ketzin
well during a shut-in [24]. In the upper part of
the well, CO, was condensing and raining down on
a layer of bubbly flow at around 300 meters depth.
The amount of bubbles decreased with depth until a
stationary single-phase liquid column was reached.
Although the geothermal conditions in our simula-
tions are different than those at Ketzin, the results
are qualitatively similar.

6. Conclusion

We have presented a two-fluid model for flow of
CO, in a vertical injection well, coupled with a
model for heat conduction in the layers that com-
prise the well. The flow model predicts what flow
regime the flow is in, and calculates friction and
heat transfer accordingly. It was derived with em-
phasis on making sure that the mass transfer was
continuous in the single-phase limit. The thermo-
dynamic closure of the flow was provided by the
Span-Wagner reference equation-of-state for CO,.

The model was applied to sudden blowout and
shut-in cases. The well was chosen to mimic
the Sleipner CO, injection well, with similar well
depth, geothermal gradient, reservoir temperature
and reservoir pressure. The predicted temperature
in the blowout case was not low enough to lead to
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dry ice in the well itself. Dry ice may neverthe-
less form as the flow exits the well head, but this is
outside the modelled domain. The assumption that
flow out of the reservoir is at the reservoir temper-
ature leads to steady temperature conditions in the
lower parts of the well, but this assumption disre-
gards any Joule-Thomson effect that may occur in
the reservoir. We also predicted that annular flow
is prevalent where the flow is in a two-phase state.

In the shut-in case, we predicted the water ham-
mer effect resulting from simultaneously closing
well-head and bottom-hole valves when there is a
steady downwards flow. With a flow rate similar
to that in the Sleipner well, the bottom-hole pres-
sure jump was predicted to be around 10 bar. The
pressure then oscillates in /~ 13 second cycles as the
fluid is compressed and decompressed. The fluid is
found to be in a single-phase state up to around 370
meters depth, above which the liquid starts to boil.

6.1. Further work

In further work, the model could be used to pre-
dict other transient operations of a well, such as
shut-in on longer time scales, blowout with Joule—
Thomson cooling in the reservoir, or intermittent
injection from ships with resulting temperature
variations. More realistic blowout and shut-in sce-
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narios could also include valves that do not close
or open suddenly, but are opened/closed over a
certain time. The effect of a non-constant (time-
dependent) injectivity, rather than a constant one
used here, should also be considered. Moreover,
horizontally deviating wells may behave differently
due to e.g. different flow regimes, and could be
worth looking into.

When it comes to applying the model for
longer time scales (such as injection over several
days/years), different numerical schemes are prob-
ably necessary to keep the computational cost at
an acceptable level. For intermediate time scales,
a semi-implicit scheme which solves pressure waves
implicitly, could be used (see e.g. Chalons et al. [11],
Evje and Flatten [14]). For even longer time scales,
the flow may be considered to be in a steady state,
hence one can solve the steady-state (9(-)/0t = 0)
version of egs. (1) to (5) using an ODE solver.

Currently, there is little available high resolution
experimental data for CO, wells. If such data be-
come available, a proper model validation could be
performed to uncover potential modelling inaccura-
cies.
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Appendix A. Nomenclature

Symbol  Description Dimension SI unit
A Tubing cross-sectional area L2 m?

a Phase specific Heltmoltz free energy L7172 m? /s?
Cp Specific heat capacity at constant pressure L?T—207! m?/(s? K)
E Total energy density ML1T~2 kg/(ms?)
ek Phase specific internal energy L2T2 m? /s?
Ey, Phase total energy density ML=tT-2 kg/(ms?)
Eyin Kinetic energy density ML=tT—2 kg/(ms?)
fi Interface friction density ML=2T—2 kg/(m? s?)
fwallk Phase wall friction density ML27-2 kg/(m? s?)
G Gravity on well axis LT? m/s?

I Reservoir injectivity LT ms

K Mass transfer rate constant L*73 m?/s3
My, Phase mass per total volume ML™3 kg/m?3
p Pressure ML=1T—2 kg/(ms?)
Di Interface pressure ML=1T2 kg/(ms?)
Q Heat transfer MLT-3 kg/(ms?)
r Radius from tubing centre L m

R Specific gas constant L*T7207! m?/(s? K)
S Volumetric entropy ML7'T7207!  kg/(ms?K)
t Time T S

Vg Phase velocity LT ! m/s

v; Interface velocity Lr-t m/s

0 Centre-of-mass velocity LT! m/s

v Volume-averaged velocity Lr—1t m/s

x Distance along well L m

ay, Phase volume fraction - —

§ Regularizing pressure factor - -

K Thermal conductivity MLT7'o"!  kgm/(sK)
Lok Phase specific Gibbs free energy L?T2 m? /s?
I, Phase momentum per total volume ML=2T-1 kg/(m?s)
p Mixture mass density ML™3 kg/m?3
Dk Phase mass density ML™3 kg/m?
NG Mass density transfer rate ML=3T1 kg/(m3s)
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