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An Evaluation of the Applicability of Current Ground-Motion Models

to the South and Central American Subduction Zones

by M. C. Arango,” F. O. Strasser, J. J. Bommer, J. M. Cepeda, R. Boroschek,
D. A. Hernandez, and H. Tavera

Abstract The applicability of existing ground-motion prediction equations
(GMPESs) for subduction-zone earthquakes is an important issue to address in the
assessment of the seismic hazard affecting the Peru—Chile and Central American
regions. Few predictive equations exist that are derived from local data, and these
do not generally meet the quality criteria required for use in modern seismic hazard
analyses. This paper investigates the applicability of a set of global and regional sub-
duction ground-motion models to the Peru—Chile and Central American subduction
zones, distinguishing between interface and intraslab events, in light of recently com-
piled ground-motion data from these regions. Strong-motion recordings and asso-
ciated metadata compiled by Arango, Strasser, Bommer, Boroschek, ez al. (2011) and
Arango, Strasser, Bommer, Hernandez, et al. (2011) have been used to assess the
performance of the candidate equations following the maximum-likelihood approach
of Scherbaum et al. (2004) and its extension to normalized intraevent and interevent
residual distributions developed by Stafford et al. (2008). The results of this study are
discussed in terms of the transportability of GMPEs for subduction-zone environments
from one region to another, with a view to providing guidance for developing ground-
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motion logic trees for seismic hazard analysis in these regions.

Online Material: Tables summarizing the statistics for the Scherbaum et al. (2004)

scoring system.

Introduction

The applicability of existing ground-motion prediction
equations (GMPEs) for subduction-zone earthquakes is an
important issue to address in the assessment of the seismic
hazard affecting the South and Central American regions.
Few subduction-zone equations exist that are derived from
local data, and these do not generally meet the quality criteria
required for use in modern seismic hazard analyses (e.g.,
Cotton et al., 2006; Bommer et al., 2010). As a result, it
has become common practice to use subduction-zone GMPEs
derived from global datasets, or even equations for other
regions, when performing seismic hazard analyses of the
South and Central American regions. The underlying
assumption is that broadly similar tectonic regimes produce
comparable ground motions and that factors such as careful
selection of strong-motion recordings, consistent determina-
tion of the associated metadata, and appropriate modeling of
the physical processes involved in the generation and propa-
gation of ground motions ultimately have a stronger impact

*Current address: Arup, 13 Fitzroy Street, London WI1T 4BQ, United
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on the predictive capability of GMPEs than does the geo-
graphic origin of the data on which they are based. Compar-
isons with observed data support this assumption in the case
of ground motions from shallow crustal events in tectonically
active regions (e.g., Bommer, 2006). However, its validity is
unclear in the case of subduction-zone ground motions, not
least because of the significant differences in terms of phy-
sical properties of the source observed from one subduction
zone to another. The impact of these differences on the
ground motions generated is still poorly understood.
Previous studies investigating the regional variability of
ground motions from subduction zones (Atkinson and
Boore, 2003; Atkinson and Casey, 2003; Atkinson and
Macias, 2009; Garcia and Wald, 2010) and the transportabil-
ity of subduction-zone GMPEs to regions other than that for
which they have been derived (Douglas and Mohais, 2009)
found significant differences in ground-motion behavior
from one region to another. Until recently, strong-motion
recordings from subduction earthquakes perhaps have
received less attention than those from crustal events, and
such data have been lacking from many regions. This has
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prompted the tendency to use models derived from data
recorded in different regions from those in which the seismic
hazard is being assessed, frequently without questioning the
validity of the underlying assumption of similarity among
subduction zones in terms of ground motions.

In this study, we investigate the extent to which global
and overseas regional GMPEs for subduction-zone earth-
quakes may be applied to the South and Central American
subduction zones in light of recently compiled strong-motion
data. This study focuses more particularly on the specific area
that includes the subduction zone of Peru—Chile in South
America and the Central American segment of subduction
that extends from Costa Rica to Guatemala. A suite of global
and overseas regional GMPEs for subduction-zone earth-
quakes are compared against sets of strong-motion recordings
and associated metadata compiled for Peru and Chile
(Arango, Strasser, Bommer, Boroschek, et al., 2011), as well
as for El Salvador, Costa Rica, Nicaragua, and Guatemala
(Arango, Strasser, Bommer, Hernandez, et al., 2011). The
applicability of the candidate GMPEs is evaluated using the
maximum-likelihood approach of Scherbaum er al. (2004)
and its extension to normalized intra- and interevent model
residuals developed by Stafford et al. (2008). We note the
nomenclature proposed by Al Atik et al. (2010), in which
the terms “interevent” and “intraevent” are replaced by
“between-event” and “within-event,” which is clearer and in
this context avoids confusion with interface and intraslab as
categories of subduction earthquakes. However, we retain the
established terminology herein for consistency with the
notation used by Stafford e al. (2008), which is the metho-
dological basis for this study.

The Scherbaum et al. (2004) method and its extension
provide a rational and objective framework for assessing the
performance of existing GMPEs by examining the statistics
of the distributions of the residuals between predictions from
the candidate equations and observations, as well as the
associated likelihood functions. This method has been suc-
cessfully applied in several recent studies to examine the
suitability of equations for the prediction of ground motions
in different regions (e.g., Bindi et al., 2006; Douglas et al.,
2006; Drouet et al., 2007; Hintersberger et al., 2007; Stafford
et al., 2008; Douglas and Mohais, 2009). The results of the
present study are discussed in terms of the transportability of
global GMPEs and those from other regions to the South and
Central American subduction zones. Regional differences in
performance are investigated as a tool to assist in the con-
struction of ground-motion logic trees for seismic hazard
analysis in these regions.

Existing Subduction-Zone Models for South
and Central America

To the best of our knowledge, there is currently no
regional subduction-zone GMPE available for either the
Peru—Chile or the Central American region that meets the
quality criteria used for the selection of GMPEs in modern

seismic hazard analyses (Cotton ef al., 2006; Bommer ef al.,
2010). Nevertheless, a number of Chilean models for peak
ground acceleration (PGA) have been proposed in the gray
literature and conference papers (e.g., Martin, 1990; Medina,
1998; Saragoni et al., 2004; Ruiz and Saragoni, 2005). In
particular, Saragoni et al. (2004) and Ruiz and Saragoni
(2005) developed predictive equations for both interface and
intraslab events using exclusively data recorded by the
Chilean strong-motion network. However, this condition
limits the number of records used in their regression to 76,
which raises doubts about the robustness and adequate con-
straint of these equations. Ongoing research at the University
of Chile (e.g., Contreras, 2009) is investigating the develop-
ment of new GMPEs for the Chilean region.

Equations for subduction-zone events in Central America
have been developed by Alfaro et al. (1990), Climent et al.
(1994), Bommer et al. (1996), Schmidt et al. (1997), and
Cepeda et al. (2004). Similar to the Peru—Chile case, early
subduction GMPEs for Central America (Alfaro et al., 1990;
Bommer et al., 1996; Schmidt e al. 1997) were based on very
limited strong-motion data (less than 50 records), and these
did not account for differences between interface and intraslab
events. Furthermore, Climent et al. (1994) did not find appar-
ent differences between ground motions from shallow crustal
and subduction events in Central America; hence, they devel-
oped a generic model for the region using database of 280
records from Central America and Mexico. More recently,
Cepeda et al. (2004) derived equations that are specific to sub-
duction intraslab events for PGA and 5%-damped pseudos-
pectral acceleration (PSA) at 0.3 and 1.0 s. These were
developed by adjusting the magnitude scaling term of the
Atkinson and Boore (2003) intraslab model, using data from
the 13 January 2001 (M, 7.7) El Salvador earthquake and as-
sociated aftershocks. The characteristics of the subduction-
zone models available for the Peru—Chile and Central
American regions are summarized in Table 1.

Overview of Global and Overseas Regional
Subduction-Zone Models

Although subduction-zone seismicity accounts for about
75% of the seismic moment release at a global scale, only a
limited number of GMPEs for subduction-zone environments
have been developed to date, compared to the large number of
predictive equations available for shallow crustal environ-
ments. Table 2 summarizes global and overseas regional
ground-motion models for subduction regimes that have been
published over the last decade. In addition, it lists the model
recently developed by N. A. Abrahamson and coworkers for
BC Hydro (2010) using worldwide data and the global model
of Atkinson and Boore (2003, 2008), which updated earlier
studies by Crouse (1991) and Youngs et al. (1997), the latter
of which is also included in Table 1 because it is still
widely used.

Table 2 also includes regional models for the
New Zealand (McVerry et al., 2006), Mexican (Garcia ef al.,
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Table 1
Summary Characteristics of Existing Subduction-Zone GMPEs for the Peru—Chile and Central American Regions
Reference Region Y* (o Ng* M3 M Rl [R] (km)!
Alfaro et al. (1990) Guatemala, Nicaragua, PGA LH s =20 M, 41-75 Ry, 5-27
and EI Salvador
Climent et al. (1994) Costa Rica, Nicaragua, PGA, PSV LH s+c =280 M, 4.0-8.0 Rhyp 5-400
El Salvador,
and Mexico
Bommer et al. (1996) El Salvador PGA, PSV LH s =36 Mg 37-70 Ry,  62-260
Schmidt ez al. 1997) Costa Rica PGA, PSV LH s =067 M, 37-16 Ry, 6-150
Cepeda et al. (2004) El Salvador PGA, PSA at 0.30 LH n =254 M,  28-7.7 Ry 57-190
and 1.0 s
Ruiz and Saragoni (2005)  Chile PGA LH t=41,n=22 M, 62-718 R, 36-315

*Predicted ground-motion parameter: PGA, peak ground acceleration; PSA, pseudospectral acceleration; PSV, pseudospectral velocity.

fHorizontal component definition: LH, larger horizontal component.

*Number of records in underlying dataset: s, generic subduction records; #, interface records; n, intraslab records; ¢, shallow crustal records.
SMagnitudes: M, magnitude scale in equation; [M], range of magnitudes in dataset.
IDistance metric in equation, R: Ruyp» hypocentral distance; Ry, epicentral distance. [R], range of distance in dataset.

2005; Arroyo et al., 2010), Japanese (Zhao et al., 2006;
Kanno et al., 2006), Indo-Burmese (Gupta, 2010), and Taiwa-
nese (Lin and Lee, 2008) subduction zones. The Takahashi
et al. (2004) model differs only slightly from the Zhao et al.
(2006) model, so the former model is not listed. We have only
considered empirical GMPEs and not those derived using sto-
chastic (e.g., Atkinson and Boore, 1997; Gregor et al., 2002;
Atkinson and Macias, 2009) or other types of simulations
(e.g., Megawati et al., 2005; Megawati and Pan, 2010). We
note at this point that the model of Gupta (2010) is listed here
for completeness but not considered any further in this study
because we believe this model is very unlikely to be employed
for probabilistic seismic hazard analysis (PSHA) in regions
other than that for which it was derived.

All the equations listed in Table 2 account for differ-
ences in ground motion between subduction interface and
intraslab events; however, not all the models provide separate
sets of coefficients for interface and intraslab events. In the
Youngs et al. (1997), McVerry et al. (2006), Zhao et al.
(2006), Lin and Lee (2008), and BC Hydro (2010) models,
the difference between interface and intraslab events is
accommodated via a simple switch using additive terms in
the equation. Only Atkinson and Boore (2003) derived sepa-
rate sets of coefficients for these two earthquake types; Kan-
no et al. (2006) provided separate coefficients for interface
and intraslab events, but they also merged the former with
crustal earthquakes. GMPEs specific to intraslab earthquakes
have been developed by Garcia et al. (2005) and Gupta
(2010), and equations for interface earthquakes applicable to
sites in the forearc region (i.e., the region between the sub-
duction trench and volcanic front) have been derived by
Arroyo et al. (2010).

Overview of Calibration Data from South
and Central America

The calibration databases from the South and Central
America regions have been compiled by Arango, Strasser,

Bommer, Boroschek, er al. (2011) and Arango, Strasser,
Bommer, Hernandez, et al. (2011). These include 98 re-
cords from Peru and Chile (South American dataset) and
554 records from El Salvador, Costa Rica, Nicaragua, and
Guatemala (Central American dataset). We refer the reader
to Arango, Strasser, Bommer, Boroschek, ef al. (2011) and
Arango, Strasser, Bommer, Hernandez, et al. (2011) for a
detailed description of these datasets. The distribution of
calibration datasets in magnitude—distance space is pre-
sented in Figure 1, highlighting the geographic provenance
of the data. This figure clearly shows the complementary
nature of the South American (SAM) and Central American
(CAM) interface datasets, with the SAM region contributing
records from large-to-great magnitude events at close dis-
tances and the CAM interface dataset predominantly consist-
ing of more distant recordings from moderate-to-large
events. These plots also show that the overlap between the
two datasets is greater for the intraslab events, although the
average magnitude of the SAM dataset still tends to be
higher; the greater depth of these intraslab events results in
larger source-to-site distances compared to interface events,
with all data located at rupture distances (R,,,) greater
than 50 km.

While South and Central American recordings have
been included in the global databases used to derive the
Youngs et al. (1997), Atkinson and Boore (2003), and BC
Hydro (2010) models, their contribution remains marginal
when compared to the entire database. About 20% of the
Youngs et al. (1997) database corresponds to Peruvian—
Chilean recordings from both interface and intraslab
events, but this model did not include any data from Central
America. Atkinson and Boore (2003) expanded earlier com-
pilations by Crouse et al. (1988), Crouse (1991), and Youngs
et al. (1997) by adding nearly 900 horizontal components,
mainly from Japan, Cascadia, and Mexico. They also added
8 components from events in Peru (1970, 1971, and 1974
events) and 18 from the January 2001 event in El Salvador.
Overall, the Peru—Chile region contributed 72 interface
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Figure 1.
intraslab earthquakes.

components (about 18%) and 8 intraslab components (about
1%) to the Atkinson and Boore (2003) interface and intraslab
datasets, respectively. Central American data represent less
than 3% of the Atkinson and Boore (2003) intraslab dataset,
and no interface data from this region are include in this
model. It is worth noting here that the Youngs er al
(1997) and Atkinson and Boore (2003) databases are essen-
tially identical for interface events of magnitudes M, >7.5;
but their intraslab databases show very little overlap, with
only two recordings in common.

BC Hydro (2010) recently expanded the Atkinson and
Boore (2003) database to create a global database of 5324
subduction records, of which about 90% are from Japan
and Taiwan. BC Hydro (2010) also added data recorded
during the Peruvian—Chilean events on 23 June 2001 (4
records), 15 August 2007 (13 records), and 13 June 2005
(2 records) that had not been included in the earlier study,
in addition to 15 more records from El Salvador. Despite the
considerable growth of the global subduction database, SAM
and CAM data only constitute less than 2% of the BC Hydro
(2010) dataset. Presently, more than 30 recordings from the
27 February 2010 (M,, 8.8) Chilean earthquake exist that
could be used to develop new subduction-zone models but
which were recorded after the databases used in the present
study had been compiled.

rup

Distribution of the (top) South American (SAM) and (bottom) Central American (CAM) calibration datasets from interface and

Overview of Models Tested for Applicability

A set of equations was selected using the preselection
criteria of ground-motion models proposed by Cotton et al.
(2006) and Bommer et al. (2010), based on the collection of
subduction models presented in Tables 1 and 2. However, we
note that these criteria, which were developed for active crus-
tal regions, need to be relaxed slightly when considering sub-
duction regimes for which the number of available GMPEs is
relatively small. Most of the existing local models for South
and Central America have been excluded from the present
analysis, the notable exception being Cepeda et al. (2004,
hereafter C2004), which is viewed as the only regional model
that may be given serious consideration for application in
PSHA, as it was specifically derived for intraslab events
and provides predictions for two response spectral ordinates,
as well as PGA. In particular, the PGA models for the Chilean
region and early equations for Central America were rejected
on the basis of the limited nature of the datasets from which
such models were derived and, in some instances, due to the
inappropriateness of their formulations that do not distin-
guish between subduction source types or even between
crustal and subduction regimes (e.g., Climent et al., 1994).

In terms of overseas models, the selected GMPEs include
the global models of Youngs ef al. (1997, hereafter Y1997),
Atkinson and Boore (2003, hereafter AB2003) and BC Hydro
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(2010, hereafter BC2010), as well as the regional models of
Garcia ef al. (2005, hereafter G2005), McVerry et al. (2006,
hereafter Mc2006), Zhao et al. (2006, hereafter Z2006), Lin
and Lee (2008, hereafter LL2008) and Arroyo et al. (2010,
hereafter AR2010). Although the Y1997 and AB2003 models
can be considered as being superseded by the BC2010 global
model, the database used to derive the latter is mainly con-
trolled by data from Japan and Taiwan, so all three models
have been included in view of the varying importance of
South and Central American data in their underlying data-
bases. The functional forms of these three models also differ;
hence, their predictions are expected to be different for cer-
tain magnitude—distance ranges. The Kanno et al. (2006)
model was not included in the testing because it was consid-
ered redundant to include two Japanese models, and the
72006 model presents advantages for implementation in a
logic-tree framework for PSHA. While the Kanno et al
(2006) model uses an unconventional definition for the hor-
izontal component of motion (square root of the sum of
squares of the two components in the time domain), the
72006 model uses the more common geometric mean. Final-
ly, the Gupta (2010) model was not selected for the analysis
because it is actually an adjustment of the AB2003 intraslab
equation, based on only 37 records at Ry, > 150 km.

To enable a meaningful comparison between the
selected models, differences in terms of parameters defini-
tions, such as horizontal component of motion, magnitude
scale, and distance metric, have to be adjusted (e.g., Bommer
etal.,2005). The candidate models all use moment magnitude
(M) and adopt the rupture distance (R,,;) as the distance me-
tric, except for the LL2008 and BC2010 intraslab equations,
which use the hypocentral distance (Ryy,). When making
comparisons with the recorded data, issues associated with
parameter compatibility in terms of distance metric are irre-
levant because both rupture and hypocentral distance esti-
mates are included in the metadata associated with the
calibration datasets. Adjustments to account for the different
horizontal component definitions of motion are made using
the correlations derived by Beyer and Bommer (2006), adopt-
ing the geometric mean of motion as the reference definition.
We note here that these correlations were derived for crustal
motions, and their applicability to the horizontal components
of subduction-zone motions has not been confirmed.

As shown in Table 2, the candidate equations all consid-
er different site classification schemes; however, all schemes
employed can be translated to the National Earthquake
Hazards Reduction Program (NEHRP, 1997) site classifica-
tion, which is used in AB2003. The generic rock and generic
soil classes used in Y1997 were intended to be consistent with
the Boore er al. (1993) site classes and hence can be trans-
lated to NEHRP classes. Because the C2004 model is an
adjustment of the AB2003 model, the same NEHRP classes
are used. The schemes used by Mc2006 and Z2006 include
guidance regarding equivalent NEHRP site classes. LL2008
also uses generic rock and soil site classes, which are equiva-
lent to NEHRP B and C (for rock) and NEHRP D and E (for

soil). The G2005 and AR2010 models are developed for
Mexican rock sites, which are compatible with NEHRP site
class B. Due to the limited data NEHRP site class B in the
calibration datasets (less than 10% of the total data), the
two Mexican models were tested against the entire calibra-
tion datasets, irrespective of site conditions. Finally, the
BC2010 model explicitly uses the average V g3 values, which
can be directly translated into NEHRP site class definitions.

Except for Y1997 and LL2008, all of the selected models
assume that the total variability of the model may be parti-
tioned into inter- and intraevent variability components. The
formulation of the Y1997 model partitions the total variability
into intra- and interevent components; however, only the to-
tal variability is reported in the publication. The performance
of these two models based on intra- and interevent residuals
distributions is therefore not evaluated herein.

Visual Comparison of Selected Models

The scaling of the selected subduction models at rock
sites over a range of spectral ordinates is compared in
Figures 2 and 3, for interface and intraslab events respec-
tively. Note that in these figures, the hypocentral distance
(the distance metric used in the LL2008 model and
BC2010 intraslab equation) was assumed to be equal to the
rupture distance. Additionally, several of the models are
extrapolated beyond their strict limits of applicability, but
this is considered appropriate in the context of this study
because such extrapolations are routinely made when GMPEs
are applied in PSHA.

Figure 2 suggests a relatively low level of agreement
amongst the predictions for interface earthquakes, particu-
larly in terms of near-source behavior and attenuation with
distance. In the context of subduction-zone earthquakes,
observations that are relatively far away from the source can
still be considered to be near-source observations due to the
larger spatial extent of the rupture, compared to crustal
events of similar magnitude (e.g., Strasser et al., 2010). As
seen in this figure, the AB2003 model exhibits strong mag-
nitude saturation, with a nearly flat attenuation curve for
M, 8.5 interface events at short distances. Furthermore,
the AB2003 interface equation shows a strong magnitude
dependence of the attenuation for interface events, with
attenuation rates decreasing with increasing magnitude; the
remaining candidate models show a more rapid decay with
distance, for the M, 8.5 interface event.

Despite being derived from completely different data-
sets, the interface equations of Mc2006 and LL2008 tend to
produce similar amplitudes to the Y1997 equation at the var-
ious spectral ordinates. In the case of the Mc2006 equation,
this similarity may be due to the fact that the Y1997 model
provided the functional form and coefficients needed to con-
strain the near-source behavior of the New Zealand model.
Both the Y1997 and AB2003 interface models also predict
similar amplitudes for the M, 8.5 interface event, possibly
due to the overlapping of their datasets from M, >7.5
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events. The Z2006 model predicts the largest amplitudes in
the near-source region, although this effect may be caused
by the fact that the near-source behavior of this model
was constrained by shallow crustal data. For M, 6.0 events,
differences in decay rates among the models are not so pro-
nounced. At this magnitude, both the AB2003 and BC2010
models tend to predict lower ground-motion amplitudes than
do the other models.

In Figure 2, the BC2010 and AR2010 models reflect the
attenuation behavior for forearc sites, based on global (but
mainly Cascadia, Japan, and Taiwan) and Mexican data
respectively. Several studies (e.g., Singh ef al., 2007; Kanno
et al., 2006; Macias et al., 2008; Boore et al., 2009; Arroyo
et al., 2010; BC Hydro 2010) have indicated a variation in
the rate and characteristics of the attenuation between sites

located in the forearc (i.e., between the subduction trench and
volcanic front) and backarc regions (i.e., region landward of
the volcanic front) and that this effect is more pronounced for
intraslab motions. Although the amplitudes of the BC2010
and AR2010 models at distances of less than 100 km are
comparable, their attenuation rates differ at longer distances.

Figure 3 presents the attenuation curves for intraslab
events with magnitudes M, 6.0 and 8.0 at rock sites over a
range of response periods. Differences in terms of decay rate
and near-source amplitudes among the selected intraslab
equations are readily apparent from this figure. The Y1997
and Mc2006 intraslab equations exhibit a much slower rate
of attenuation than do the other models and produce similar
amplitudes. The LL2008 intraslab equation also shows a
similar decay with distance, although it generally produces
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amplitudes that are lower than those of these two models. The
early study of Y1997 included a limited number of intraslab
records (53 out of 234 subduction records), so the behavior
of this model is likely to be controlled by the interface data.
For the M, 8.0 intraslab event, both the intraslab equations of
AB2003 and G2005 predict similar amplitudes and decay rate.
At this magnitude, the Z2006 intraslab model also predicts am-
plitudes that are generally akin to those of the AB2003 and
G2005 models. For events of magnitude M,, 6.0, the predic-
tions of the AB2003 model are systematically lower than pre-
dictions from the other models; conversely, the amplitudes
predicted by the Y1997 and Mc2006 models for the M, 6.0
event tend to be larger than other predictions.

Figure 3 also indicates that important differences exist
in the near-source amplitudes and decay rate between the

BC2010 intraslab equations for forearc and backarc sites. The
BC2010 backarc equation predicts larger amplitudes in the
near-source region and a faster decay with distance than with
the forearc model, especially for large magnitudes and for
short periods. By comparison, the BC2010 forearc equation
exhibits a much slower rate of attenuation, which is some-
what similar to that predicted by the Y1997 and Mc2006
equations for short periods. Figure 3 shows specific magni-
tude scenarios with a fixed depth of 75 km. All the selected
models account for the effect of earthquake depth on the
ground-motion amplitudes, which has a greater impact on
intraslab ground motions. For a given magnitude and dis-
tance, high-frequency motions increase with increasing focal
depth, but the depth effect is negligible for frequencies less
than 1 Hz.
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The differences in ground-motion amplitudes and atten-
uation behavior between interface and intraslab earthquakes
are apparent from Figures 2 and 3. For events of similar mag-
nitude, the equations for intraslab earthquakes tend to predict
larger amplitudes in the near-source region than do interface
equations. Furthermore, the AB2003 model shows a much
stronger magnitude-dependence of the attenuation for inter-
face events than for intraslab events. The models also exhibit
differences between intraslab and interface events in terms of
attenuation rates, with the ground motions associated with
the former attenuating faster with distance; however, these
differences are not so pronounced for the Y1997, Mc2006,
and LL2008 models.

Performance of Selected Models

To evaluate the performance of the selected GMPEs in a
quantitative manner, the predictions of the models are com-
pared directly with the SAM and CAM datasets, using the meth-
od developed by Scherbaum ez al. (2004). This method allows
the ranking of a set of GMPEs according to their capability to
predict recorded data, distinguishing between four categories
(A, high predictive capability; B, intermediate capability; C,
low capability; and D, unacceptable capability). These cate-
gories are defined by a number of statistical measures of
the goodness-of-fit of a model to a sample dataset, including
the mean, median, and standard deviation of the normalized
total residuals (hereafter noted as MEAN [Z;], MED [Zr],
and STD [Z7], respectively) as well as the median value of
the associated likelihood parameter distribution (MED
[LH7]). The likelihood parameter is a measure specifically de-
veloped for the purpose of evaluating ground-motion models
and captures the effects of both the fit of the median and the
shape of the underlying distribution of ground-motion resi-
duals. We refer the reader to Scherbaum et al. (2004) for a
detailed explanation of these goodness-of-fit measures. Addi-
tionally, the procedure described in Stafford et al. (2008), in
which the total model variability is partitioned into interevent
and intraevent components, is also implemented here in order
to ensure that the results are not biased by correlations that may
existamong residuals from the same event. The same notations
are employed here as for the preceding statistical measures for
the categories, but the subscripts are changed to reflect the
component of variability considered: Z, and Zg refer to nor-
malized intra- and interevent residuals, respectively, and LH,
and LH to the associated likelihood functions.

Interface Models

The equations for interface events of the Y1997, AB2003,
Mc2006, 722006, LL2008, AR2010, and BC2010 models have
been tested with the separate SAM and CAM interface datasets.
For the AB2003 model, the application of regional correction
factors for South and Central America, as developed by At-
kinson and Boore (2003), was investigated, but because the
application of these factors only had a marginal impact on

the performance of the model, the results are not presented.
Instead, the effect of magnitude scaling is investigated for
the CAM interface dataset, by assessing separately the perfor-
mance of the model against data from events with M, <6.0
(AB2003_M,, <6.0) and those from events with M, >6.0
(AB2003_M,, >6.0) and comparing the results to those ob-
tained using the full CAM interface dataset (AB2003_all_data).
The equations of BC2010 and AR2010 for forearc sites are used
for the SAM data, all of which were recorded at forearc loca-
tions. For the CAM data, 90% of recordings were obtained at
such sites. Therefore, because the AR2010 interface model is
only applicable to forearc sites, the 10% of CAM data from
backarc sites were excluded when testing this model. For
the BC2010 model, the full CAM dataset was used with appro-
priate settings on the forearc/backarc term.

The rankings determined for each selected equation, for
the full range of spectral ordinates considered, are listed in
Table 3. The results obtained in terms of the goodness-of-
fit measures MEAN [Zy], MED [Zy], STD [Zy], and MED
[LHy], where the subscript X reflects the component of varia-
bility considered (7, total; A, intraevent; E, interevent) are
listed in extended versions of this table available as (E)
Tables S1 (SAM data) and S2 (CAM data) of the electronic
supplement to this paper. Figure 4 shows the distributions
of the normalized total residuals (Z;) and associated like-
lihood values (LH7) obtained from the SAM interface dataset
and the selected equations for PGA and PSA at 1.0 s. Similarly,
Figure 5 shows Z; and LHy distributions for the CAM inter-
face dataset. Based on these distributions, a model is consid-
ered to perform well if the distribution of the residual values
agrees well with the standard normal distribution, indicating
that the model is unbiased and that the standard deviation of
the model captures the variability in the recorded data. Evenly
distributed likelihood values also indicate that the model is
unbiased and that the shape of the residual distribution is con-
sistent with the variability specified in the model. The results
obtained using the interevent and intraevent components of
variability are shown plotted against response period in
Figures 6 and 7 for the SAM and CAM datasets, respectively.

Overall, these results show a variable performance of the
selected models across response periods, as well as differ-
ences in the quality of fit between the CAM and SAM
datasets. Generally, the summary statistics of the normalized
intraevent model residuals (Z,) and their associated like-
lihood values (LH,) indicate a better level of agreement
between predictions and recorded data compared to total
normalized residuals, suggesting that the mismatch between
predictions and observations stems from event-specific pro-
cesses related to the source and possibly the path, rather than
from site-specific factors. This is also indicated by the larger
absolute values of the normalized interevent model residuals
(Zg), which appear to be associated with more pronounced
differences between the various models than their intraevent
equivalents. It is also interesting to note that interevent resi-
duals for the SAM dataset take positive values at periods less
than 1 s for all models, which could suggest a region-specific



An Evaluation of the Applicability of Current Ground-Motion Models to Subduction Zones

Table

3

Ranking of Selected Models for Prediction of Interface Motions in South and Central America*

153

Interface Models® PGA (P)SAsq, 0.04s  (P)SAsq, 0.10 s (P)SAsq, 020 s (P)SAsq, 040 s (P)SAsq, 1.00 s (P)SAsq 200 s (P)SAsq 3.00 s
Peru-Chile
Y 1997_soil B/-/- -/-1- B/-/- Al-/- B/-/- B/-/- B/-/- B/-/-
Y 1997_rock Al-/- -/-/- B/-/- B/-/- B/-/- B/-/- Al-/- A/-/-
AB2003 B/B/C C/B/C B/B/C B/B/D B/B/C B/A/B A/AIA A/A/A
Mc2006 D/C/D -/-1- D/B/D B/A/B C/C/B C/B/A D/B/B B/B/B
72006 B/A/B A/A/B A/A/B B/A/B B/A/B B/A/A C/B/B D/B/C
LL2008 D/-/- D/-/- D/-/- D/-/- C/-/- B/-/- B/-/- C/-/-
AR2010 C/B/C B/B/C B/B/C C/B/D D/C/D C/C/IC B/B/B B/B/C
BC2010 C/B/C B/B/C B/A/IC B/A/IC C/B/C A/A/B B/A/A C/B/A
Central America
Y1997 C/-/- -/-1- B/-/- B/-/- B/-/- B/-/- B/-/- Al-I-
AB2003_all data D/C/D D/B/D D/C/D D/C/D D/C/D D/B/D B/A/C B/A/B
AB2003_M,, <6.0 D/D/- D/D/- D/D/- D/D/- D/D/- D/B/- C/B/- C/B/-
AB2003_M,, >26.0 B/A/B B/A/B B/A/B B/A/B C/B/B B/A/B B/A/A A/A/A
Mc2006 A/A/B -/-/- B/A/A B/B/B B/B/B B/A/A C/B/C B/B/B
72006 B/A/B B/A/B A/A/B B/A/B B/A/A A/AIA B/A/B B/A/B
LL2008 B/-/- B/-/- Al-/- Al-/- Al-/- Al-I- B/-/- B/-/-
AR2010 C/A/IC B/A/IC C/A/IC C/A/D D/A/D C/A/D C/A/IC C/A/IC
BC2010 C/A/IC B/A/IC C/A/B B/A/IC C/B/C B/A/B A/AIA A/AIA

*In each case, a triplet of rankings R;/R, /Ry is provided, in which the subscript identifies the type of normalized residuals and likelihoods used to
determine the rankings. (For rankings: 7, total; A, intraevent; E, interevent.)
Interface models: Y1997, Youngs et al. (1997); AB2003, Atkinson and Boore (2003); Mc2006, McVerry et al. (2006); Z2006, Zhao et al. (2006);

LL2008, Lin and Lee (2008); AR2010, Arroyo et al. (2010); BC2010, BC Hydro (2010).

feature of the interface-type events along the Peru—Chile
subduction zone.

Among the selected models, the Japanese model of
72006 appears to match the observed data best: for both
datasets and regardless of which type of residual is consid-
ered, this model is ranked as either A or B, except for the
SAM results based on Z; for 2 and 3 s, where it is biased
toward negative residual values and hence is ranked as class
C and D. For the CAM dataset, the only characteristic that
prevents this model from being ranked as class A for all
periods is its small bias toward overprediction, as indicated
by the central tendency measures, which generally take
negative values. Overall, this model is found to be generally
unbiased (the central tendency measures are close to 0) with
respect to the recorded data and successful in capturing their
variability (STD[Zy] & 1). It is noteworthy that the standard
deviations of this model are up to 0.1 log;, units larger than
those of other candidate models, such as AB2003 and
Mc2006, which are associated with less consistent results
across datasets and response periods.

While showing some inconsistency across response
periods, the Y1997 model has a similar predictive capability
for both datasets and is generally ranked as B. Note that for
the SAM dataset, data from NEHRP C sites have been com-
pared to the Y1997 models for generic rock (Y1997_rock) and
soil (Y1997_soil) to assess whether the classification of these
sites could influence the quality of the predictions. The
resulting Z; distributions for the SAM dataset following the
soil or rock assumption for NEHRP C data (Fig. 4) indicate
that, in both cases, the Y1997 model captures the central ten-

dency values and the standard deviation well for all periods.
Conversely, for the CAM interface subset, the Y1997 model
consistently overpredicts the observed values, and the stan-
dard deviation of the model is considerably larger than the
variability of the observed data (STD[Z;] < 1). The Y1997
model has a magnitude-dependent standard deviation that
becomes unusually large for small-to-moderate magnitude
events, varying from 0.41 logq units at M, 5.0 to 0.37 log,
units at M,, 6.0, and hence analyses based on normalized
model residuals may not provide a strong indication regard-
ing the performance of this model. This does not necessarily
imply that the overall variability of this model has been over-
estimated—only that in using a heteroscedastic model the
equation has excessively high sigma values for smaller
events. For the CAM dataset, this model is generally ranked
as B for most periods, similar to the performance of the
Y1997_soil model for the SAM dataset.

As seen in Figure 4, the AB2003 interface model for PGA
is predominantly unbiased when compared to the SAM
dataset, but the standard deviation of the data is larger than
the standard deviation of the model. This is also observed
from the distribution of LH; values, which shows a greater
frequency of low LHy values, although the performance of
the model improves at longer periods. The summary statistics
based on the total residuals show that this model is associated
with the highest and intermediate predictive capabilities
(ranks A and B), except for an instance at 0.04 s, at which
it is ranked as C. On the basis of the intraevent residuals (Z,)
of the SAM dataset, the AB2003 model is ranked as class B
for periods less than 1 s, mainly because of the large standard
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Figure 4. Distributions of the normalized total model residuals (Z;) and associated likelihood values (LH;) for the selected equations at
PGA and 1 s, tested against the SAM interface dataset. The plots of the normalized model residuals also include the standard normal dis-
tribution (gray solid line) and the normal distribution fitted to the residuals (black solid line).
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Figure 5.  Distributions of the normalized total model residuals (Z;) and associated likelihood values (LHy) for the selected equations at
PGA and 1 s, tested against the CAM interface dataset. The plots of the normalized model residuals also include the standard normal
distribution (gray solid line) and the normal distribution fitted to the residuals (black solid line).
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The AB2003 model performs very poorly, however, in
terms of predicting the CAM data, except at long periods,
and is mostly ranked as D on the basis of the Z distribution.
An examination of the total residuals for the AB2003 model
with respect to various explanatory variables indicated a
trend of increasing Z; values with decreasing magnitude,

deviation of the intraevent residuals (STD[Z,4] > 1.25), indi-
cating that the spatial variability of the ground motions in the
subduction zone under study is greater than the variability of
the model, even though about half of the data used for this
comparison was used for the development of the AB2003

interface model.
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Figure 6. Goodness-of-fit measures associated with the normalized interevent (Zz) and intraevent (Z,) model residuals for selected

interface equations, tested against the SAM dataset. The thick gray lines show the target values: MEAN [Zy] and MED[Zy] = 0;
STD[Zyx] = 1.0; and MED[LHy] = 0.5. Note that the Y1997, C2004, and LL.2008 models are not included (see text for details).
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taking values of 4 and larger for magnitudes less than M, 6.0 PGA for AB2003_all data exhibit a bimodal distribution with
and for periods less than 1 s. Therefore, the performance of ~ two central values, one at about O and another at 4 (Fig. 5).
this model is further analyzed using subsets of the CAM A normal distribution fitted to the normalized total resid-
data from M, <6.0 (AB2003_M,, <6.0) and M, >6.0 uals would therefore have a large standard deviation
(AB2003_M,, >6.0) events in addition to the entire CAM (STD[Z4] > 2). The median values of the likelihood
interface database (AB2003_all data). The Z; values for  parameter are close to zero (MED[LH;] < 0.10), reflecting
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Figure 7. Goodness-of-fit measures associated with the normalized interevent (Z) and intraevent (Z,) model residuals for selected
interface equations, tested against the CAM dataset. The thick gray lines show the target values: MEAN[Zy] and MED [Zy] = O;
STD[Zx] = 1.0; MED [LHy] = 0.5. Note that the Y1997, C2004 and LL2008 models are not included (see text for details).
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the poor fit to the data. Although the bimodal pattern does
not persist when the model is tested against small magnitude
data (AB2003_M,, <6.0), the model continues to underesti-
mate the recorded values. However, the summary statistics
for the M, >6.0 subset of data show a reasonable match to
the data, both in terms of central tendency measures and in
terms of variability. This results in a category B ranking at
most spectral ordinates, except for 0.4 s, at which the model
is ranked as class C because of its bias.

The large positive residuals observed for the AB2003
model for M, <6.0 data could reflect the inadequacy of the
magnitude scaling term of this equation to model data in this
magnitude range, which lies outside the intended magnitude
range of applicability of the model, although a limited number
of records from M,, <6.0 events were included in the data-
base for regression (less than about 8%). Atkinson and Boore
(2003) reported large positive residuals for events of magni-
tudes M,, <6.5 in their database, which they attributed to the
linear form used for the magnitude term. It should also be
noted that the AB2003 model has the lowest total aleatory
variability amongst the candidate models and therefore, for
the same difference between predicted and observed values,
results in larger normalized residual values than other models.

Examination of the summary statistics with derivations
based on Z, and Zz confirms that the poor performance of
this model for the CAM dataset is related essentially to
event-specific factors resulting in underprediction at smaller
magnitudes. In terms of Z,, the AB2003 model is ranked as
class A and B at periods longer than 0.4 s and as class B and
C at shorter periods. However, when considering the intere-
vent model residuals, the AB2003 model (AB2003_all data) is
ranked as class D at periods up to 1 s and ranked C and B at 2
and 3 s. The interevent residuals are strongly biased
(MEAN[Zg] ~2.5) and the associated standard deviation
(STD[Zg]) takes large values (>2.0) at periods less than
1 s. The median values of the likelihood parameter are very
low (MED[LH7] < 0.10) indicating a low predictive capabil-
ity. Note that the standard deviation of the normalized intere-
vent residuals for this model generally takes values greater
than 1.0, denoting that variability of the data related to event-
specific processes is larger than that considered by this mod-
el. The performance of the model improves when the M, >
6.0 subset of CAM data is considered, with Zg-based rank-
ings of A or B for all spectral periods considered.

The performance of the Mc2006 model shows a marked
dependency on response period, as well as on the dataset
considered. For the SAM data, the Mc2006 model for PGA is
strongly biased and does not adequately capture the data
standard deviation, although the performance of the model
improves at 1 s. This model shows an unacceptable capabil-
ity (rank D) to predict the data at very short periods (0.1 s)
and at 2 s. At the remaining spectral ordinates, the model is
ranked as class B and C. The results based on the normalized
interevent (Zz) model residuals indicate that the quality of
the predictions of this model varies substantially across the
range of periods considered. For instance, MEAN[Z] and

MED|[Z] take large positive values at short periods
(£0.2 s) and the associated MED[LHg| values are very
low, indicating the low predictive capability of the model
in this period range. At periods beyond 0.2 s, however,
the model performs reasonably well. For the CAM dataset,
the Mc2006 model is also ranked as class B or A at all periods
except for 2.0 s, where the model is ranked as class C be-
cause of its large bias in terms of Z.

Similarly, the performance of the LL2008 model shows a
marked dependency on the dataset and response period
considered. For the SAM data and periods of less than 0.4 s,
this model is strongly biased and fails to capture the standard
deviation of the data; it therefore is ranked as class C and D.
For longer periods, the performance of this model somewhat
improves, and it is ranked as class B and C. Examination of
total normalized residuals with respect to distance indicates a
trend of increasing Z; values with decreasing distance, tak-
ing values as large as 5. The mismatch between the SAM data
and predictions could therefore be due to the use of the
hypocentral distance as distance metric, which poorly dis-
criminates between sites located directly above the rupture
plane and those located a significant distance away. This is
particularly relevant for the SAM interface dataset, which
mostly comes from large interface events associated with
a large spatial extent of the rupture plane. We note, however,
that the performance of this model improves when tested
against the CAM dataset, for which it is generally ranked as
class A and B because of its small bias with MEAN[Z;] and
MED]|Z;] taking negative values. As seen in Figure 1, most
of the CAM interface data come from small-to-moderate size
events, which are associated with smaller rupture dimen-
sions, and hence the use of the hypocentral distance may be
a valid approximation.

The BC2010 and AR2010 equations for forearc sites also
show a strong dependency on response period in their pre-
dictive capability. For the SAM data, the BC2010 model tends
to underpredict the data at PGA and periods less than 1 s, and
it is hence ranked as class B and C based on the Z; distribu-
tion. The AR2010 model for forearc sites also consistently
underpredicts the data at most spectral ordinates and has
therefore been ranked as class B and C, except for an in-
stance at 0.4 s, where it is ranked as class D. Similar patterns
are observed for the CAM interface data, for which the
BC2010 model tends to underpredict the interface data at per-
iods less than 1 s. Examination of the normalized residuals
(Z7) of this model with respect to magnitude also shows a
trend, with Z; values of 3 and larger for magnitudes less than
M,, 6.0 and for periods less than 1 s. The BC2010 model is
therefore ranked as class C and B for periods less than 1 s and
class A at longer spectral ordinates. Examination of the Zg
and Z, distributions reveals that, as for the AB2003 model,
this behavior appears to be controlled by event-specific fac-
tors because this model is generally ranked as class A on the
basis of the Z, values.
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Intraslab Models

The intraslab equations of Y1997, AB2003, G2005,
Mc2006, 22006, LL2008, and BC2010 have been tested against
the SAM and CAM intraslab datasets. For the CAM dataset,
the C2004 equation, derived through modification of the
AB2003 intraslab equation using locally recorded data, was
also included. Because nearly 85% of the SAM intraslab
dataset were recorded at NEHRP C sites, it was necessary to
assess whether the classification of NEHRP C sites as generic
rock or generic soil could influence the quality of the predic-
tions for the Y1997 model. For the SAM dataset, NEHRP site C
data have therefore been compared to the Y1997 models for
generic rock (Y1997_rock) and for generic soil (Y1997_soil).

The distributions of the normalized total model residuals
(Z7) and associated likelihood values (LH7) calculated from
the SAM intraslab dataset are shown in Figure 8, for PGA and
spectral (or pseudospectral) acceleration at 1 s. The rankings
assigned to each model for the range of response periods
considered are listed in Table 4; a full listing of the summary
results is available in (E) Table S3 of the electronic supple-
ment to this paper. Figure 9, Table 4, and (E) Table S4 of the
electronic supplement present the equivalent information for
the CAM dataset. Finally, Figures 10 and 11 present the sum-
mary statistics based on Zg and Z, for each dataset and for
those models for which estimates of the intra- and interevent
components of variability are provided.

The results suggest that the performance of the selected
models varies significantly across spectral periods and again
appears to depend on the dataset considered, with BC2010
being the only model that performs consistently well. This
model is generally unbiased and is therefore associated with
the highest and intermediate predictive capabilities (ranks A
and B). The 72006 model for Japan also shows a good
performance overall, particularly for the CAM dataset, where
it is consistently ranked A or B. While it largely underpredicts
the short-period data (<0.1 s) for the SAM dataset, leading to
a class C ranking, it shows an improved predictive capability
at longer periods. It is noteworthy that the observed variability
of the SAM intraslab data has been found to be lower than the
standard deviations of the various models (STD[Z;] < 1.0
and STD[Z;] < 1.0), possibly due to the limited number of
earthquakes (five) represented in the dataset. Conversely,
for the CAM dataset, the standard deviations of the various
models tend to be smaller than the sample standard deviation,
particularly for periods longer than 0.2 s.

For the SAM dataset, the assessment across the spectral
periods shows that the AB2003 intraslab model reasonably
predicts the median ground motions at PGA, 1 and 2 s, but
largely underpredicts the data at periods between 0.1 and
0.4 s (i.e., MEAN|[Z;] and MED [Z;] values >0.75). The
G2005 model shows a similar pattern of underprediction at
these periods. Both equations are associated with the lowest
prediction capabilities (ranks C and D) at periods between
0.1 and 0.4 s. For the remaining response periods, the
AB2003 and G2005 models are ranked as class A and B. The

results for the Y1997 model suggest that the performance of
this model depends upon the manner in which the motions at
NEHRP class C sites are modeled, with the Y1997_soil case
better fitting the data at PGA, 0.2 and 0.4 s (rank A and B)
and Y1997_rock case better matching the data at longer
periods. The Mc2006 model for New Zealand performs well
in predicting the median values and hence is ranked as class
B, except for one instance at 0.1 s, where a rank C has been
assigned because of its large bias. On the basis of the
intraevent residuals (Z,), all of the selected models generally
perform better, although the central tendency measures
(MEAN|[Z,] and MED|[Z,]) for the AB2003 and G2005
models continue to indicate some degree of underprediction
at periods between 0.1 and 0.4 s. The mean interevent resi-
duals for the AB2003 and G2005 models follow a similar
pattern across the spectral periods, with MEAN [Z;] and
MED [Z] taking values as high as 1.0 at 0.2 and 0.4 s. The
opposite is observed for the Z2006 and Mc2006 models,
which are associated with large MEAN[Z;] and MED [Z]
values in the short-period range (<0.1 s).

A comparison of the summary statistics based on Z; and
those based on Zp suggests that the mismatch between
observed data and predictions of the various models is most
likely to be controlled by event-specific factors such as dif-
ferences in the scaling of ground-motion amplitudes with
magnitude. Overall, the different goodness-of-fit measures
analyzed indicate that the BC2010, Mc2006, and Z2006 equa-
tions satisfactorily predict the recorded intraslab data used
for this comparison across the range of periods considered.
The fact that the G2005 model, which only considers rock
sites, is ranked as class B on the basis of Z, values suggests
that the quality of the predictions of this model is not strongly
dependent upon the modeling of the site conditions but
instead depends upon the modeling of event-specific source,
and possibly path, characteristics.

For the CAM dataset, the BC2010 and Z2006 models ade-
quately capture both the central tendency and the variability
of the observed data. The AB2003 global model largely
underpredicts the observed motions for periods 7' > 0.2 s, as
given by the central tendency measures (MEAN[Z;] and
MED [Z;]), which take generally positive values. The G2005
equation for rock sites adequately predicts median observed
values at short periods (< 0.2 s); however, this model largely
underpredicts the data at longer periods, which might be due
to the response of soil sites, which represent a significant
part of the database, not being specifically modeled by this
equation. Both the Mc2006 and C2004 equations strongly
overpredict the CAM intraslab data (MEAN [Z;] > 1.0). The
distributions of LH values for these two models show a great-
er number of low LH values, indicating their low predictive
capability. The Y1997 equation slightly tends to overpredict
the data. The results in Table 4 indicate that BC2010 and
72006 are the only models ranked as class A and B across the
selected spectral periods. The Y1997 model also produces
satisfactory predictions and is ranked as class B and C.
The global model of AB2003 is ranked as class D for periods
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Figure 8. Distributions of the normalized total model residuals (Z;) and associated likelihood values (LH;) for the selected equations at
PGA and 1 s, tested against the SAM intraslab dataset. The plots of the normalized model residuals also include the standard normal dis-

tribution (gray solid line) and the normal distribution fitted to the residuals (black solid line).



An Evaluation of the Applicability of Current Ground-Motion Models to Subduction Zones

longer than 0.2 s because of its strong bias. At shorter periods
the AB2003 model is ranked as class B. Similarly, the G2005
model is ranked as class A and B at periods less than 0.2 s,
but the model has an unacceptable predictive capability at
longer periods (class D). Finally, the C2004 model is ranked
as class D and C for the two spectral periods for which coef-
ficients are available.

The results for the Z, and Zp distributions for the
AB2003, G2005, Z2006, and Mc2006 models show that these
models generally improve their ranking for the CAM dataset
on the basis of the Z, distributions, although the AB2003 and
G2005 models show a slight tendency to underpredict the
spectral accelerations above 0.1 s. A similar pattern is
observed in the distributions of the normalized interevent
residuals (Zf) for the AB2003 and G2005 models, which are
also biased towards positive values (MEAN [Zg] > 1.0),
indicating significant underprediction. These results indicate
that the AB2003 and G2005 models are, in general, associated
with class A and B rankings on the basis of their intraevent
residuals, although these models have a low predictive capa-
bility (class C) at 0.4 s. The analyses suggest that the distri-
butions of intraevent residuals for the Mc2006 model only
show a slight tendency to overpredict the data, but the Zg
values are significantly biased across most of the periods
used for this comparison. Both the intra- and interevent
normalized residuals distributions for the Z2006 model show
an adequate fit to the data in terms of both median values and
variance. On the basis of the interevent normalized residuals,
three of these models (AB2003, G2005, Mc2006) perform well
at short periods (<0.2 s) and are ranked as class B, but at
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longer periods they are ranked as class D because of their
large bias (MEAN [Z,] and MED[Z,] > 1.0) and standard
deviation, which is smaller than that of the observed data
that is also reflected in the low LH values (<0.2). The
Mc2006 model shows a very poor fit at most of the selected
periods when considering the interevent residuals and is
ranked as class C and D, except for an instance at 1.0 s,
at which the model is ranked as class B. The BC2010 and
72006 models remain the only ones to be ranked as class
A and B on the basis of the intraevent and interevent resi-
duals, respectively.

When tested against the SAM intraslab dataset, the
LL2008 model again shows a poor performance at periods
of less than 0.4 sec and is ranked as class D on the basis
of the total model residuals. The model is largely biased
(MEAN [Z7] and MED [Z;] > 2.0) and fails to capture the
standard deviation of the observed SAM data. We did not
observe a clear trend in the residuals with distance or mag-
nitude and believe these differences are possibly due to the
fact that this regional model generally tends to predict lower
amplitudes for large intraslab events (see Fig. 3). For the
CAM dataset, the LL2008 model performs consistently well
across the response periods examined and is generally ranked
as class B because of its small bias.

Discussion

The results presented herein indicate a large variation in
the performance of the models depending on response
period, regional dataset (SAM or CAM), and type of event (in-
terface or intraslab) considered. It should be noted, however,

Table 4

Ranking of Selected Models for Prediction of Intraslab Motions in South and Central America*

Intraslab Models' PGA  (P)SAsq 0.04 s (P)SAsq, 0.10 s (P)SAsq, 0.20 s (P)SAsq 040 s (P)SAsq, 1.00 s (P)SAsg 2.00s (P)SAsg 3.00 s
Peru—Chile

Y 1997_soil B/-/- -/-/- C/-/- B/-/- A/-/- D/-/- C/-/- B/-/-
Y1997_rock C/-/- -/-/- D/-/- C/-/- C/-/- AJl-I- Al-I- A/-/-
AB2003 A/A/B B/A/A C/B/C D/B/D D/B/C A/A/A B/B/A D/B/C
G2005 B/B/B B/B/B C/B/C C/B/D D/B/D B/A/B B/A/A B/A/B
Mc2006 B/B/C -/-/- C/B/C B/A/A B/A/B A/A/A B/A/B B/B/B
72006 C/A/IC C/B/D C/B/C B/A/B B/A/B A/A/A B/B/B B/A/B
LL2008 D/-/- D/-/- D/-/- D/-/- D/-/- AJ-I- Al-/- Al-/-
BC2010 A/A/B A/A/B B/A/C A/B/B B/A/A B/B/A B/A/B B/A/B
Central America

Y1997 B/-/- -/-/- B/-/- B/-/- B/-/- C/-/- B/-/- Al-/-
AB2003 B/A/B B/A/B C/B/B D/B/D D/C/D D/B/D C/B/D D/B/D
C2004 D/-/- -/-1- -/-/- C/-/- -/-1- C/-/- -/-/- -/-1-
G2005 B/A/B A/A/A AJA/A C/B/D D/C/D D/C/D D/B/D D/B/D
Mc2006 D/B/D -/-/- C/AIC D/B/D D/B/D C/B/B C/B/D B/A/C
72006 B/A/B B/A/B A/A/A A/A/B A/A/B A/A/A A/A/B B/A/B
LL2008 B/-/- B/-/- Al-/- B/-/- B/-/- B/-/- B/-/- B/-/-
BC2010 B/A/B B/A/B A/A/B A/A/A A/A/B B/A/B B/A/B B/A/B

*In each case, a triplet of rankings Ry /R, /R is provided, in which the subscript identifies the type of normalized residuals and likelihoods
used to determine the rankings. (For rankings: 7, total; A, intraevent; E, interevent.)

Interface models: Y1997, Youngs et al. (1997); AB2003, Atkinson and Boore (2003); G2005, Garcia et al. (2005); Mc2006, McVerry et al.
(2006); 22006, Zhao et al. (2006); LL2008, Lin and Lee (2008); BC2010, BC Hydro (2010); C2004, Cepeda et al. (2004).

Because the C2004 model does not provide coefficients at this period, the analysis for 0.3 s is used as proxy.
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Figure 9. Distributions of the normalized total model residuals (Z;) and associated likelihood values (LHy) for the selected equations at
PGA and 1 s, tested against the CAM intraslab dataset. The plots of the normalized model residuals also include the standard normal dis-
tribution (gray solid line) and the normal distribution fitted to the residuals (black solid line).
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Figure 10.  Goodness-of-fit measures associated with the normalized interevent (Z;) and intraevent (Z,) model residuals for selected
intraslab equations, tested against the SAM dataset. The thick gray lines show the target values: MEAN [Zy] and MED[Zy] = 0;
STD[Zx] = 1.0, MED [LHy] = 0.5. Note that the Y1997, C2004 and LL2008 models are not included (see text for details).

that in some cases the equations have been tested beyond their at periods less than 1 s. A similar behavior was observed
strict limits of applicability. Figures 6 and 10 suggest that, for the Central American datasets (Figs. 7 and 11), with
while the selected models appear to match reasonably well the selected equations performing better on the basis of
with the observed data from both interface and intraslab intraevent residuals, although the interevent residuals for
events in Peru—Chile on the basis of the intraevent residuals, the CAM intraslab dataset do not show a clear pattern of sys-
the interevent residuals indicate a systematic underprediction  tematic underprediction.
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Overall, the results of this study indicate that the
BC2010 and Z2006 models, which are largely based on exten-
sive datasets from Japan and Taiwan, are suitable for ground-
motion prediction in both the Peru—Chile and Central
American subduction zones. While this could be interpreted
in terms of regional similarities, it may also suggest that other
factors, such as data quality and robustness of the model, can

have a larger impact on the quality of the predictions than the
geographic provenance of the data. To this end, one important
issue to investigate is the question of regional differences
between ground motions from different subduction-zone
regions, which have been a topic of much debate for ground
motions from shallow crustal earthquakes (e.g., Bommer,
2006; Douglas, 2007; Akkar and Cagnan, 2010). For
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subduction-zone earthquakes, some differences in ground
motions between regions may be expected as a result of dif-
fering degrees of coupling at the interface, geometries of the
subducted plate, and material properties. Such differences
have become apparent in the comparisons between observed
and predicted ground motions carried out within the present
study, although there may be several plausible explanations
for any such ground-motion differences.
In order to investigate whether the results presented in
this study suggest regional differences of the ground-motion
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amplitudes between the SAM and CAM subduction zones,
the mean interevent model residuals for these regions and
for both interface and intraslab events were examined, as
shown in Figure 12. They show apparent differences in scal-
ing of ground-motion amplitudes with magnitude between
these two regions for both interface and intraslab events. For
events of similar size, the ground-motion amplitudes
observed in the South American region are generally larger
than those observed in Central America, suggesting that a
magnitude scaling effect may be responsible for these
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Figure 12.  Mean normalized interevent model residuals MEAN [Z ;] between the selected models and the SAM and CAM datasets across
the spectral periods and for three magnitude bins.
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differences. There have been relatively few studies to date
exploring regional differences in ground-motions from
subduction-zone earthquakes (e.g. Atkinson and Boore,
2003; Atkinson and Casey, 2003; Atkinson and Macias,
2009; Garcia and Wald, 2010). Atkinson and Boore (2003)
and Atkinson and Casey (2003) attributed observed differ-
ences between ground motions from Japan and Cascadia to
regional differences in site response, and Atkinson and
Macias (2009) also suggest differences in terms of attenua-
tion characteristics between Mexico and Cascadia.

The differences observed between the CAM and SAM
datasets in this study may simply reflect the fact that the mag-
nitude ranges covered by the two regional datasets for inter-
face events are very different, with the CAM data concentrated
at smaller magnitudes and all recordings associated with mag-
nitudes greater than 7.5 coming from Chile and Peru. How-
ever, this needs to be considered against the fact that the
residuals of a given model have been tested for interface
events from both datasets in consistent magnitude bins.
Moreover, it should also be noted that discrepancies have been
observed between the SAM dataset and the GMPEs derived
from datasets covering a comparable magnitude range, which
might indicate that there are genuine regional differences.

The analyses have also revealed a number of issues
pertaining to the modeling of the physical processes involved
in the generation and propagation of strong ground motions:
the scaling of ground-motion amplitudes with magnitude
needs to be investigated in greater detail in order to obtain
magnitude scaling functions that can be used over a wider
range of magnitudes than the domain of validity of current
equations. This issue has become evident in the comparisons
between the selected interface models and the CAM dataset.
In particular, the AB2003 interface model largely underpre-
dicts the small magnitude data, although this should not limit
its applicability to the Central American region, given the
good performance of the model in the magnitude ranges that
are relevant to hazard calculations. We note that mismatches
between observations and predictions of GMPEs extrapolated
to magnitudes lower than their intended range of applicabil-
ity are commonly encountered in shallow crustal environ-
ments (Bommer et al., 2007). It is also interesting to note
the poor fit of the Mexican AR2010 model to the Central
American data. This could suggest regional differences in
ground motion between these regions, which correspond
to different subduction zones (in Central America, the Cocos
plate is subducting under the Caribbean plate, whereas in
Mexico it is below the North American plate). This behavior
is not likely to be associated to response of soil sites, which
are not specifically modeled by the AR2010 equation, be-
cause the mean intraevent model residuals are close to zero.

Another important observation from this study is that the
global interface model of AB2003 tends to underestimate the
variability of the observed interface data from Peru and
Chile, which has implications for seismic hazard estimates in
these regions. It is interesting to note that the AB2003 and
G2005 models, developed specifically for intraslab condi-

tions, adequately predict the larger high-frequency motions
produced by intraslab events but underestimate amplitudes at
0.2 and 0.4 s. A similar pattern was observed for the CAM
intraslab data, which tend to be underpredicted by the
AB2003 and G2005 models at periods longer than 0.1 s.

Conclusion

The present paper has discussed the extent to which cur-
rent ground-motion models for subduction-zone earthquakes
may be applied to the South and Central America subduction
zones. The selection of appropriate models for ground-
motion prediction in a particular region is one of the major
sources of epistemic uncertainty in seismic hazard analysis,
which is usually addressed by combining several models
within a logic-tree framework (Bommer et al., 2005). The
results presented herein allow the selection of ground-motion
models for the Peru—Chile and Central American regions to
be informed in a rational manner. They suggest that the
Y1997, AB2003, Z2006, and BC2010 models can be used to
estimate the ground-motion levels due to interface events in
the Peru—Chile region, although given their variable perfor-
mance across the spectral ordinates, the relative weights
assigned to these models may differ depending on the engi-
neering application. Indeed, while defining an overall rank-
ing of the models reflecting the performance of a model
across all response periods seems appealing, such a defini-
tion is necessarily dependent on the specific needs of the
user, because different applications may place greater
emphasis on different period ranges or earthquake types.
Combining the rankings into a single performance index
could therefore obscure the actual relative performance of the
predictive equations in certain circumstances. Instead, read-
ers are advised to focus on the rankings at the periods of in-
terest for the specific application considered when assessing
the relative performance of the models and assigning logic-
tree weights. The intraslab equations of BC2010, Mc2006,
and 72006 can be used to populate logic-tree branches in
the Peru—Chile region, in view of their consistently good
performance across the spectral ordinates. For the Central
American region, the Z2006 and LL2008 interface equations
were found to perform well, followed by the Y1997, Mc2006,
and BC2010 models. The analyses of the CAM intraslab data
have also shown that the Z2006, LL2008, and BC2010 intra-
slab models perform best, followed by the Y1997 model.

The results also highlight the evolution of ground-
motion prediction for subduction-zone environments, despite
the fact that it has, to date, received considerably less attention
than its counterpart for shallow crustal tectonic settings. Any
hazard study carried out for the South and Central American
regions prior to 2005 would have had limited models to
populate the GMPE branches of a logic-tree. The analyses pre-
sented in the current study suggest that recently derived global
models now provide a workable solution to this problem.
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Data and Resources

The full results for the SAM and CAM datasets in terms of
the goodness-of-fit measures MEAN|[Zy], MED|[Zy],
STD[Zx], and MED [LH], where the subscript X reflects
the component of variability considered (7, total; E, intere-
vent; A, intraevent) are available as an electronic supplement
to this paper. The strong-motion data and associated metadata
used to assess the performance of subduction models are pre-
sented in Arango, Strasser, Bommer, Boroschek, e al. (2011)
and Arango, Strasser, Bommer, Hernandez, et al. (2011).
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