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Structural phase stability, electronic structure, optical properties, and high-pressure behavior of
polytypes of In2O3 in three space group symmetry I213, Ia3̄ and R3̄ are studied by first-principles
density functional calculations. From structural optimization studies lattice and positional pa-
rameters have been calculated, which are found to be in good agreement with the corresponding
experimental data. In2O3 of space group symmetry I213 and Ia 3̄ are shown to undergo a pressure-
induced phase transition to IO3 at pressures around 3.83 GPa. From analysis of band structure it
is found that In2O3 of space group symmetry I213 is indirect band gap semiconductors, while the
other phase of space group Ia3̄ is direct band gap. The calculated carrier effective masses for all
these three phases are compared with available experimental and theoretical values. From charge-
density and electron localization function analysis it is found that these phases have dominant ionic
bonding. The magnitude of the absorption and reflection coefficients of In2O3 with space group Ia3̄
and R3̄ are small in the energy range 0-5 eV, so that these materials can re regarded and classified
as transparent.

PACS numbers: 71.15.-m; 71.22.+i
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I. INTRODUCTION

Transparent conducting oxides (TCO) have risen sci-
entific interest because of their many useful features such
as transparency in the visible spectrum of incident light
and high electrical conductivity. Interest to investiga-
tion of TCO is because of their extensive applications for
window layers in solar cells, sensors, front electrodes in
flat panel displays, low emissive windows, electrochromic
materials in rare-view mirrors of automobiles, smart win-
dows, oven windows, defrosting windows in refrigerators
and airplanes, security circuits, holographic recording
media, memory chips etc. Investigations on TCO had
lead to forming of a new field in optoelectronic device
technology, the so-called Transparent electronics or In-
visible Electronics.1–7 Here a combination of the n- and
p-type homo p-n junction based on TCO could lead to a
functional window, which transmits visible portion of so-
lar radiation, but generates electricity by the absorption
of the ultraviolet (UV) part of sunlight.3

One of the materials widely used TCO is Sn doped
In2O3 (commonly referred to as ITO). In2O3 can exist
in three different phases characterized by space group
symmetries I213, Ia3̄ and R3̄. Among them the bixbyite
phase with space group I213 is rarely studied. Only a
few papers8 are available on crystal structure studies of
the phase. The other bixbyite phase of space group Ia3̄
with band gap Eg = 3.7 eV (Ref. 9) is widely studied
both theoretically and experimentally. Until recently,
the phase of space group R3̄ was also rarely studied be-
cause it is a high pressure phase and therefore not easily
available. However, recent works have changed this sit-
uation. Nanoparticles of In2O3 in rhombohedral struc-
ture have been synthesized by hydrothermal method, fol-

lowed by post annealing at moderate temperatures and
pressures.10 Phase selective growth of this phase was
also demonstrated11 by means of metal organic chemical
vapor deposition (MOCVD) method at high substrate
temperatures (> 550 oC) and low (>4 (µmol/min))
trimethylindium flow rates. Furthermore, it is found12

that this phase can be formed upon annealing in air at
>550 oC of the amorphous indium zinc oxide.

It is well known that upon doping with Sn the conduc-
tivity of In2O3 increases. ITO is widely used for liquid
crystal displays and solar cells because of its low elec-
trical resistivity, transparency in the visible spectrum
of the solar radiation, compatibility with the pattern-
ing processes, and possibility to fabricate at relatively
lower temperatures compared to other TCO materials
like SnO2 and ZnO. Recently, high-mobility In2O3 thin
film on glass have been identified by doping with transi-
tion metals such as Mo13 and Ti.14 Heteroepitaxial In2O3

layers with high carrier mobility of 110 cm2/(V s) and
carrier concentration of 6.6×1018 cm−3 have been ob-
tained by pulsed-laser-deposition method.15 Commercial
ITO films are deposited by magnetron sputtering meth-
ods. Currently, research effort is directed toward further
decreasing the resistivity to around 1× 10−4 Ω cm.

From first-principles calculations of the electronic
structure of ideal and defective In2O3 with oxygen vacan-
cies by the discrete variational Xα method it is found9

that vacancy levels appear in the band gap. From com-
parative analysis of electronic structure for In2O3, ZnO
and SnO2 it was shown that these compounds posses a
unique feature as to holes are heavier then conduction
band (CB) electrons.16 Ab initio studies of In2X3 (X=O,
S, Se, Te) using the tight-binding linear muffin-tin orbital
(TB LMTO) method show that compression of the lat-
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tice increases the band gap. Ab initio studies17 using
the minimum basis sets of the LMTO within the atomic
sphere approximation (ASA) has been applied to ana-
lyze the X-ray photoelectron, bremsstrahlung isochro-
mat, and optical spectra of In2O3 and ITO. Based on
band structure calculations for In2O3 and ITO18,19 using
the density functional full-potential (FP) LMTO and full-
potential linearized augmented plane wave (FLAPW)
method, criteria for transparent conducting behavior has
been formulated and it is found that position, disper-
sion, and character of the lowest conduction band are re-
sponsible for electro-optical properties. Studies20 of the
electric-field gradient (EFG) tensor around Cd impuri-
ties in In2O3 by FLAPW method allowed to understand
that EFG at the Cd site is accurate and it cannot be
described by the point-charge model and antishielding
factors. From first-principles molecular orbital calcula-
tions native donors such as the oxygen vacancy (VO), In
interstitial (Ini) and the VO-Ini complex were studied21

in undoped In2O3 and it is found that Ini generates a
shallow donor level, VO-Ini creates even shallower level,
while VO forms a very deep donor level and facilitate
emergence of Ini.

Schematic energy band model for ITO was
constructed22 based on x-ray photoelectron spec-
troscopy (XPS) studies. A systematic study of the
electronic structure, as well as optical and transport
properties of cubic indium tin oxide was performed23–25

using the ab initio software CRYSTAL. Dependence of
carrier mobility and film resistance on carrier concen-
tration in the range 1018–1022 cm−3 (Ref. 24), optical
spectra in the energy range 0.0–3.1 eV (Ref. 25) and
carrier concentrations 1018–1022 cm−3 (Ref. 23) were
analyzed and good agreement with experimental data
was achieved. The electronic band structure and the
cohesive energies of In4Sn3O12 and In5SnSbO12 was
calculated by density-functional theory (DFT) within
generalized gradient approximations (GGA) and it is
found26 that incorporation of Sb into the In4Sn3O12

matrix broadens the conduction band.

There still exist some points, which should be clarified:
(i) Among the In2O3 phases of space groups I213, Ia3̄
and R3̄, which we refer to throughout the paper as phase
-I, -II, and -III, respectively, only the second one is widely
studies; (ii) there is inconsistency in the question as to
whether the band gap of In2O3-II is direct or indirect;
(iii) charge density, Bader and Voronoi charge as well
as electron localization function analysis were not per-
formed; (iv) structural properties of the In2O3-I, -II,
and -III and possibility of phase transition between these
phases were not studied, (iv) optical spectra are available
only for films, and In2O3-II and -III in the narrow energy
range 0–6 eV. There are no experimental optical spectra
and effective masses for In2O3-I and -III. The aim of this
paper is to study structural, electronic and optical prop-
erties of In2O3-I, -II, and -III by ab initio calculations.

FIG. 1: Crystal structures of (a) In2O3-I, (b)In2O3-II, and
In2O3-III.

II. STRUCTURAL ASPECTS AND
COMPUTATIONAL DETAILS

A. Crystal structures

Crystal structures (Fig. 1) and lattice parameters (Ta-
ble I) for In2O3-I, -II, and -III taken from Ref. 27 are
used in the present ab initio calculations. In all the three
polymorphs the coordination is sixfold for In atoms and
fourfold for O atoms.

In2O3-I crystallizes in a cubic bixbyite-type structure
(space group number 199) with eight formula units con-
taining three types of In and two types of O atoms oc-
cupying 8a, 12b, 12b, 24c, and 24c Wyckoff positions, re-
spectively. The In2O3-II phase also crystallizes in a cubic
bixbyite-type structure with space group number 206 and
eight formula units. Distinct from In2O3-I, it has differ-
ent atomic arrangements, bond lengths, and consists of
two types of In and one type of O atoms located at Wyck-
off positions 8b, 24d, and 48e, respectively. In2O3-III
is of corundum structure with two formula units (space
group number 167). It consists of one type of In and one
type of O atoms occupying 12c and 18e Wyckoff posi-
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TABLE I: Primitive unit-cell dimensions and volumes, structural parameters, bulk modulus (B0), as well as the derivative of
bulk modulus (B′

0) for different phases of In2O3 derived from the present DFT calculations by a search of the total energy
minimum. Values given in parentheses refer to experimental data.27

Compound Unit Cell (Å) Atom Site x y z B0 (GPa) B′0
Space group

In2O3-I a=10.080(10.120)b In1 8a 0.2500(0.2500) 0.2500(0.2500) 0.2500(0.2500) 172.44 4.79

I213 b=10.080(10.120)b In2 12b 0.0335(0.0210) 0.0000(0.0000) 0.2500(0.2500)

c=10.080(10.120)b In3 12b 0.5338(0.5420) 0.0000(0.0000) 0.2500(0.2500)

V =1024.26(1036.43)b Å3 O1 24c 0.1182(0.1250) 0.1099(0.1350) 0.3456(0.3950)
O2 24c 0.1543(0.1000) 0.3821(0.3580) 0.3901(0.3730)

In2O3-II a=10.077(10.117)a In1 8b 0.2500(0.2500) 0.2500(0.2500) 0.2500(0.2500) 172.87 4.75
Ia3̄ b=10.077(10.117)a In2 24d 0.4665(0.4668) 0.0000(0.0000) 0.2500(0.2500)

c=10.077(10.117)a O 48e 0.3900(0.3905) 0.1544(0.1529) 0.3820(0.3832)
V =1023.28(1035.51)a Å3

In2O3-III a=5.4928(5.4870)c In 12c 0.0000(0.0000) 0.0000(0.0000) 0.3576(0.3573) 183.61 4.62
R3̄c b=5.4928(5.4870)c O 18e 0.2961(0.2980) 0.0000(0.0000) 0.2500(0.25000)

c=14.4242(14.5100)c

V =376.89(378.33)c Å3

aExperimental values from Ref. 28.
bExperimental values from Ref. 8.
cExperimental values from Ref. 10,29.

tions, respectively. This is a high pressure phase10 and
consequently has been rarely produced, but it has been
claimed10,11 that the some properties, especially the sta-
bility of the conductivity should be favorable to material
of the cubic structures.

B. Density-functional calculations

The band-structure calculations have been performed
using the VASP-PAW package,30 which calculates the
Kohn–Sham eigenvalues in the framework of the DFT31

within the local density (LDA) and GGA.32 The ex-
change and correlation energy per electron were de-
scribed by the Perdew-Zunger parametrization33 of the
quantum Monte Carlo results of Ceperley-Alder.34 The
interaction between electrons and atomic cores was de-
scribed by means of non-norm-conserving pseudopoten-
tials implemented in the VASP package. The pseudopo-
tentials are generated in accordance with the projector-
augmented wave (PAW) method.35,36 The use of the
PAW pseudopotentials addresses the problem of the
inadequate description of the wave functions in the
core region - a problem common to all pseudopoten-
tial approaches.37 The application of the pseudopoten-
tials allow us to construct orthonormalized all-electron-
like wave functions for the In-4d and -5s, and O-2s and
-2p valence electrons. Spin-orbit coupling was not in-
cluded in the present calculations.

The diagonal elements of the effective mass tensor for
the conduction band (CB) electrons are calculated by:

1
mc(k)

=
1
h2

∂2E(k)
∂k2

(1)

for a direction k in k space from the Γ point towards
the other high-symmetry points in the Brillouin zone of
In2O3-I, -II, and -III. We use this to give an indication of

the conduction, since the CB minimum of the band dis-
persions of all the compounds considered [see Sec. III B]
are located at the Γ point of the Brillouin zone. The
band edge energies E(k) have been extracted from DFT
calculations and 9th order polynomial fitting has been
performed. From the polynomial second order deriva-
tive was calculated, which was used in the effective mass
calculations by Eq. 1. We studied the effective masses
along [001], [011] and [111] corresponding to the direc-
tions Γ → H, Γ → N , and Γ → P , respectively, for
In2O3-I and -II, Γ → L, Γ → F , and Γ → Z for In2O3-
III.

The equilibrium lattice parameters and bulk modulus
of In2O3-I, -II, and -III are determined by a total energy
calculation and fitted into the Birch-Murnaghan equa-
tion of state. The calculations have been performed on a
Γ centered 10×10×10 k-grid in the entire Brillouin zone.

C. Optical properties

The imaginary part of the optical dielectric function
ε2(ω) has been derived from DFT results by summing
transitions from occupied to unoccupied states for ener-
gies much larger than those of the phonons:

εij
2 (ω) =

V e2

2π~m2ω2

∫
d3k

∑

nn′
〈kn|pi|kn′〉〈kn′|pj |kn〉 ×

fkn(1− fkn′)δ(εkn′ − εkn − ~ω). (2)

Here (px, py, pz) = p is the momentum operator, fkn is
the Fermi distribution, and |kn〉 is the crystal wave func-
tion, corresponding to the energy εkn with momentum k.

The real part of the dielectric function ε1(ω) is cal-
culated using the Kramer–Kronig transformation. The
knowledge of both the real and imaginary parts of the
dielectric tensor allows one to calculate other important
optical parameters. In this paper we present and analyze
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the reflectivity R(ω), the absorption coefficient α(ω), the
refractive index n(ω), and the extinction coefficient k(ω):

R(ω) =

∣∣∣∣∣

√
ε(ω)− 1√
ε(ω) + 1

∣∣∣∣∣

2

, (3)

α(ω) = ω

√
2
√

ε21(ω) + ε22(ω)− 2ε1(ω), (4)

n(ω) =

√√
ε21(ω) + ε22(ω) + ε1(ω)

2
, (5)

k(ω) =

√√
ε21(ω) + ε22(ω)− ε1(ω)

2
. (6)

Here ε(ω) = ε1(ω)+ iε2(ω) is the complex dielectric func-
tion. The calculated optical parameters have more spec-
tral structure38–41 than what is commonly observed be-
cause no fluctuations are included. To facilitate compar-
ison with experimental data, the calculated optical spec-
tra is smoothed by broadening. The exact form of the
broadening function is unknown. Also, the instrumental
resolution smears out many fine features. These features
have been modelled using the lifetime broadening tech-
nique by convoluting the imaginary part of the dielectric
function with a Lorentzian with a full width at half max-
imum of 0.002(~ω)2 eV and increasing quadratically with
the photon energy.

For simplification of the presentation of the findings,
the labels E0, E1, E2, d1, and d2 of Ref. 42 (from the re-
flectivity spectra) used for semiconductors of wurtzite
and zinc blende structure were retained. The subscript 0
in E refers to transitions occurring at Γ, 1 for transitions
at points in the [111] direction and 2 for transitions at
points in the [100] direction of the k space.42

III. RESULTS AND DISCUSSION

A. Ground-state properties

Using the experimentally determined crystal informa-
tion as input, structural optimization has been performed
for In2O3-I, -II, and -III by the following procedure: first,
atomic positions have been relaxed by force minimiza-
tion method keeping the volume and shape of the crys-
tal fixed. Using the relaxed atomic positions as input,
the crystal volume and shape have been relaxed using
stress minimization freezing out atomic positions. Then
these optimized parameters have been used as input to
relax atomic positions, cell volume and shape altogether.
Crystal structure information obtained by this way was
used as input for calculation of the total energy (Etot) as
a function of the cell volume (V ). The minima Emin

tot of
the dependence Etot(V ) are taken as the equilibrium vol-
ume. Positional and lattice parameters derived from the
DFT calculations for the equilibrium lattices are given
in Table I together with experimentally determined val-
ues. Analysis of the Table I shows that deviation of the
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FIG. 2: Dependence of total energy Etot on cell volume V per
formula unit for In2O3-I , In2O3-II, and In2O3-III. Magnified
version of the dependence Etot(V ) for In2O3-I and -II around
Emin

tot is shown in the inset.

calculated equilibrium volumes are < 1.2 % of the ex-
perimentally determined values, which indicates that the
theoretical calculations are reliable to predict structural
parameters for such complex systems. Furthermore, sym-
metry of the thus optimized lattices is checked for In2O3-
I, -II, and -III and it is found that it is the same as that
of the experimentally determined one. Although for the
In2O3 phases studied in this paper the calculated and
experimentally determined lattice parameters do not de-
viate much from each other, such a structural study is
still needed because for some compounds, e.g., KAlH4

(Ref. 43) they may differ and can also lead to revealing
of a new phase of a solid, e.g., (Ref. 44), which are not
yet observed experimentally.

Analysis of Fig. 2 shows that Emin
tot for In2O3-III is

larger than that of In2O3-I and -II. Consequently, In2O3-
III is less stable than In2O3-I and -II. Total energies and
equilibrium volumes for In2O3-I and -II are nearly the
same at the equilibrium and these two phases coexist
in a certain volume range. Not only total energies are
nearly the same, but also crystal structures of In2O3-I
and -II are closely related [Fig. 1]. Difference between
these two phases is in the Wyckoff sites for the In and
O atoms, positional parameters, and, consequently the
space group symmetry of the phases [Table I].

In the Fig. 2 it is seen that the total energy values for
In2O3-I and -II are almost the same. In the insert to
Fig. 2 a magnified version of the dependence Etot(V ) is
presented in the close vicinity of Emin

tot . From the inset it
is seen that the total energy minimum and equilibrium
volume for In2O3-II is lower than that of In2O3-I. Con-
sequently, In2O3-II is the most stable phase compared
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(closed circles) and to -II (open circles) as a function of the
applied pressure. Transition point is marked with an arrow
and numerical pressure value (in GPa) is stated.

to In2O3-I and -III. Furthermore, at lower volumes, and,
respectively, higher pressures, the dependence Etot(V )
for In2O3-III crosses that for In2O3-I and II. It indicates
that upon compression In2O3-I and II can transformed
into In2O3-III. In order to estimate the pressure value
for the transitions In2O3-I to -III and In2O3-II to -III,
we have plotted dependence of the Gibbs free-energy dif-
ference (∆G) as a function of the applied pressure (P )
[Fig. 3]. Since equilibrium volumes and total energy min-
imums for In2O3-I and -II are nearly the same, the de-
pendencies ∆G(P ) for the transition In2O3-I to -III and
In2O3-II to -III coincide. The pressure value at which
∆G = 0 is the one required for the structural phase tran-
sition. According to our findings in Fig. 3 the pressure
induced phase transitions from In2O3-I to -III and from
In2O3-II to -III occur at P = 3.83 GPa.

The pressure-induced structural transition is well
demonstrated in dependence of the cell volume on applied
pressure [Fig. 4]. It is seen that the volume shrinkage at
the transition pressure is 1.719 Å3. The phase transi-
tions In2O3-I-to-III and In2O3-II-to-III are accompanied
by breaking and transformations of chemical bonding be-
tween atoms and reconstruction of anion and cation sub-
lattices.

Phase transition from In2O3-II to -III was studied ex-
perimentally in the literature before. The calculated
transition pressure value differs from experimental data.
In Ref. 45 such a transition has been demonstrated
experimentally45 at 6.5 GPa and 1250 oC. However, at
pressures up to 6 GPa and temperatures 550, 1000, and
1450 oC In2O3 retained46 in phase -II. According to ex-
periments of Ref. 29 mixture of In2O3 with Co posses
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FIG. 4: Calculated cell volume as a function of pressure for
In2O3-I, -II, and -III. Transition point is marked with an ar-
row and pressure value at the transition point (in GPa) is
stated.

the same structure as In2O3-III. In other experiments
of Ref. 29 with pure In2O3 formation of In2O3-III was
possible at 800 oC provided if the sample is initially
preheated 1250 oC. Without the preheating, formation
of In2O3-III occurred at 1000 oC only. Distinct from
Ref. 29,45 and 46 the pressure-induced phase transition
reported in the present work correspond to 0 K. The
phase selective growth of In2O3-III in the experiments of
Ref. 11 the pressure was always very low (20 kPa).

Bulk modulus is the parameter characterizing com-
pressibility of a solid. The calculated bulk modulus for
In2O3-I and -II are nearly the same, because equilibrium
volumes and total energy minimums of the In2O3 phases
are almost the same. However, bulk modulus of In2O3-
III is larger than that for In2O3-I and -II. Consequently,
the latter are more easily compressible than In2O3-III.
There are no experimental data on bulk modulus of pure
In2O3-I, -II, and -III. So, the calculated bulk modulus
have been compared to 99±32 GPa of ITO films.47 It is
seen that our data [Table I] is much larger than that of
the ITO films and consequently, are hardly compressible
than the Sn doped In2O3 films.

B. Band structure

For a better understanding about electronic-, optical-
properties, and chemical bonding of the poly-types of in-
dium oxide, band structures can be quite helpful. Band
structures for In2O3-I, -II, and -III calculated in the
present work are presented in Fig. 5. Although all these
phases are different, they have some similar features. The
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FIG. 5: Band dispersion for (a) In2O3-I, (b) In2O3-II, and
(c) In2O3-III at the equilibrium volume. The Fermi level is
at the topmost VB and it is set to zero.

valence band (VB) consists of three regions in all the
three phases. The lowest one is located below −15 eV
from the topmost VB. The bands at the intermediate en-
ergy region is located between −14 and −10 eV. Both of
the bands are well localized, while the topmost band is
quite broad.

An interesting feature in the band structure of the
In2O3 phases is that the bottommost CB is dispersive
and is located at the Γ point, while the topmost VB is
flat, which are the important properties inherent to TCO
materials. The bands at the topmost VB of the In2O3

phases are very close to each other [Fig. 5] and hence it is
hard for the eye to identify the maximum in the VB. In
order to have more detailed information about the top-
most VB the electronic structure is plotted for narrower
energy range around the band gap [Fig. 6]. From this
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FIG. 6: Band structure for (a) In2O3-I, (b) In2O3-II, and
(c) In2O3-III near the VB maximum and CB minimum. The
Fermi level is set to zero.

figure it is clear that CB minimum is located at the Γ
point for all structures and the VB maximum is located
in between Γ−H, Γ−P, and Γ−N points for In2O3-I and
at the Γ point for In2O3-II. It is flat for In2O3-III. Con-
sequently, one can conclude that In2O3-I is indirect gap,
while In2O3-II is direct gap material.

The direct band gaps coming out from the LDA cal-
culations are presented in Table II along with the exper-
imentally determined values. Analysis of the Table II
shows that band gaps for In2O3-II and -III are drasti-
cally underestimated due to the well-known problem of
the DFT in calculated band gaps. Experimental data for
the band gap for In2O3-I is not yet available. Our cal-
culated band gap for In2O3-II is in good agreement with
0.9 eV,16 1.0 eV,18 and < 1.0 eV,17 determined from DFT
calculations. Optical band gap of In2O3-III is found to
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be larger than that of In2O3-I and -II. So, one can expect
from In2O3-III transparency in wider energy range of the
optical spectra than the other from In2O3 phases.

TABLE II: Optical (in brackets) and fundamental band gaps
(in eV) for In2O3-I, -II, and -III calculated by DFT within
LDA (ELDA

g )and GGA (EGGA
g ) using the lattice parameters

determined theoretically (a0) and experimentally (ae) along
with experimentally measured ones (EExpt

g ).

Phase ELDA
g EGGA

g EExpt
g

a0 ae a0 ae

In2O3-I 0.09
In2O3-II 1.17 1.10 1.33 1.29 3.70 (Ref. 9)

(2.08) (2.08) (2.02) (2.06) 3.60 (Ref. 48)
3.70 (Ref. 11)

In2O3-III 1.25 3.80 (Ref. 29)
(3.12) 3.00 (Ref. 11)

The band gap is an important parameter for character-
ization of TCO materials. From room temperature fun-
damental absorption edge studies it was found49 that di-
rect and indirect band gaps of single crystal In2O3-II are
3.750 and 2.619 eV, respectively. Similar band gap val-
ues have been found50 from absorption measurements for
In2O3 films which decreased with increasing film thick-
ness from 2.65 eV for 100 nm to 2.40 eV for 400 nm. The
band gap decreased also with increasing deposition tem-
perature from 2.50 eV at 20 K to 2.30 eV at 270 K. Band
gap reduction from 2.46 eV to 2.30 eV was caused also by
increase of the annealing temperature from 200 to 500 K.
Theoretical studies of band structure of In2O3-II still re-
mains controversial. By band structure calculations us-
ing the LMTO method within the atomic sphere approx-
imation (ASA) based on the LDA it is found17 that the
band gap of In2O3-II is indirect with CB minimum at
the Γ point and VB maximum at H point. The energy
difference of the topmost VB at the Γ and H points was
0.072 eV, which is too small compared to experimentally
determined one 1.13 eV. However, DFT calculations of
Refs. 16,18,51 show that the band gap of In2O3-II is di-
rect with CB minimum and VB maximum located at Γ
point. The band gap 1.0 eV was found for experimen-
tal lattice constant and 1.5 eV for theoretically deter-
mined lattice constants.18 Our results are in agreement
with these findings. Figure 7 presents band structure
of In2O3-II calculated using the theoretically and exper-
imentally determined lattice constants within LDA and
GGA. It is seen that the CB minimum and VB maximum
are located at the Γ point. Hence we conclude that the
band gap of In2O3-II is direct.

Comparative analysis of band structures for In2O3-I
and -II [Fig. 6 (a) and (b)] shows that electronic struc-
ture of these two phases differ each from other drasti-
cally despite equal number of atoms in the unit cell. The
difference is caused by atomic arrangement and bond
lengths. Furthermore, it seems that the band of In2O3-I
[Fig. 5 (a)] located right up the Fermi level is split from
the other CB states. To get more insight into the CB

Γ H N P Γ N
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3

FIG. 7: Band structure for In2O3-II calculated within (a)
LDA for the theoretically determined lattice constant and
GGA for the (b) theoretically and (c) experimentally deter-
mined lattice parameters. The Fermi level is set to zero.
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FIG. 8: CB for In2O3-I in a more extended energy scale near
the Fermi level set to zero.

spectra near EF , we plot the band structure for In2O3-I
in a more expanded energy scale in Fig. 8. In this fig-
ure, it is seen that the band is more or less split from
the other CB’s. So, it can be called an intermediate
band (IB) formed by changes in atomic arrangements
and bond lengths. Since the band is highly dispersive,
recombination of electrons and holes through the band
is not expected to be very high. Width of the band is
2.4 eV. There are no electrons in the band. So, it can be
useful for photoemission of electrons from VB to the IB.
In the DFT calculations the VB to IB optical transition
is expected to be very intensive because of the underesti-
mation of the band gap. It is demonstrated in the studies
of optical spectra of the In2O3 phases of this paper.

C. Density of states

To explore the origin of the VB and CB of In2O3-
I, -II, and -III density of states (DOS) has been an-
alyzed. In Fig. 9 presents total DOS has been com-
pared to XPS, bremsstrahlung isochromat spectroscopy
(BIS), soft x-ray emission (SXE), and soft x-ray absorp-
tion spectroscopy (SXA) measurements. The DOS ex-



8

hibit sharper peaks than the experimental spectra, since
we have not included the lifetime broadening and instru-
mental resolution. As noted in Introduction, there are no
experimental data on XPS studies of In2O3-I. So, com-
parison with experimental data shall be performed for
the In2O3-II and -III phases.

As noted in the previous section, there are three dis-
tinct regions in the VB of the In2O3 phases considered
in the present work. According to the band dispersion
and total DOS analysis width of the bands are 2.22, 1.52,
and 6.38 eV for In2O3-I, 1.5, 1.77, and 5.46 for In2O3-II,
and 0.81, 1.74, and 5.5 eV for In2O3-III. These results
are in fair agreement with that of Ref. 16, which from
DFT calculations found 2.33 eV for the middle band and
5.70 eV for the topmost valence band. The discrepancy
can be related to approximations and methods used in
the calculations.

It is seen from Fig. 9(a) that intensity of the lowest
VB of In2O3-I is much smaller and its width is larger
than those of In2O3-II and -III. Furthermore, the band
for In2O3-I is split into four well-defined sharp peaks.
Location of the bands in In2O3-I, -II, and -III coming
out from the DFT calculations is shifted toward higher
energies and their intensity are much higher compared to
experimental data [Fig. 9(d)].

The next band located at higher energies is well local-
ized. As we found from the orbital and site projected
DOS analysis, the band is originated from In 4d elec-
trons. In case of In2O3-I the band is located at lower
energies than it is In2O3-II and -III. Width and intensity
of peaks of the topmost VB is more or less the same for
In2O3-I, -II, and -III.

Analysis of the Fig. 9 shows that width of the topmost
valence band of In2O3-I, -II, and -III more or less agrees
with SXE measurements, which shows a well-defined in-
tensive peak closer to the topmost VB. Such a peak is not
available in other experimental spectra shown in Fig. 9.

In the total DOS for In2O3-I [Fig. 9 (a)] IB is seen,
which is isolated from both CB and the VB. This result is
in agreement with band structure analysis [Fig. 8]. There
is no such a band in other In2O3 phases -I and -II.

It should also be noted that there is discrepancy in
the XPS results of different groups. For example, bind-
ing energy of the In 4d band is found to be at 14 eV in
Ref. 52 and 18 eV in Ref. 53. Widths of the calculated
peaks of the lowest and middle VB regions agree with
experimental data of Refs. 52–54. However, the location
of the two calculated peaks are shifted toward higher en-
ergies compared to experimental data. Furthermore, in
our calculations these two peaks are much more intensive
than the topmost valence band, which disagrees with the
experimental data, but agrees with theoretical calcula-
tions of Refs. 9,17. It is worth to note that the pseu-
docore d-bands are not placed correctly in systems such
as ZnO55 and CdTe56 by present type of calculations.
So, one should go beyond the LDA/GGA calculations by
accounting the strong correlation effects from the In 4d
electrons through LDA+SIC method. We believe that
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FIG. 9: (a-c) Calculated total DOS for (a) In2O3-I, (b) -
II, and (c) -III as compared with experimental data using
different techniques (d) BIS (open triangles),52 XPS (closed
triangles, Ref. 52), XPS (thick solid lines, Ref. 53), SXE,54

and SXA.54 The Fermi level is set to zero.

such calculation not only place the In 4d states at correct
place, but also improve the predicted band gap of indium
oxides polytypes.

Insight into the bonding interaction between con-
stituents can be obtained from the site and orbital pro-
jected partial DOS analysis. Moreover, analysis of the
projected DOS (PDOS) give detailed information about
the origin of CB and VB electronic energy levels. Such
analysis has been performed for all the phases of In2O3

considered in the present work [Fig. 10]. The main fea-
ture in Fig. 10 is that the DOS distribution of In and O
energetically are not separated indicating that nature of
chemical bonding is not pure ionic and there is some co-
valency. It is seen in Fig. 10 that the lowest energy states
at the VB are mainly contributed by O-2s electrons with
noticeable In 4d electrons. The VB states around -12 eV
are basically from In 4d electrons with small contribu-
tion from O 2s and 2p states due to hybridization inter-
action. The states around −5 eV in the VB are equally
contributed by both In 5s and O 2p electrons. The main
contribution to the topmost valence band of In2O3-I, -II,
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FIG. 10: The orbital and site-projected DOS of (a) In2O3-I,
(b) -II, and (c) -III. The Fermi level is set at zero of energy.

and -III is from O 2p electrons which has noticeable hy-
bridization interaction with In 4d/5p electrons compared
with the O 2p states in In2O3-II and -III, that in In2O3-
I are well dispersed in the VB due to relatively shorter
distance between the oxygen atoms and hence increased
overlap interaction in this phase. Overall the results from
the PDOS analysis are in good agreement with those of
previous ab initio calculations9,17,18 and recent SXE and
SXA spectra measurements for In2O3-II. Nature of the
topmost VB is similar to that of ZnO (see e.g. Ref. 57).

Analysis of the orbital and site projected DOS shows
that the IB of In2O3-I posses mainly O 2p character hy-
bridized with In 5s and 4d orbitals. CB minimum of
In2O3-I, -II, and -III are mainly originating from In 5s
hybridized with O 2p electrons.

As indicated in Ref. 18 the position, dispersion and
character of the lowest CB carry the key features respon-
sible for electro-optic properties of TCO materials. It fol-
lows from our orbital and site projected DOS that the IB
of In2O3-I consists mainly of O 2p character hybridized
with In 5s and 4d orbitals. The CB minimum of In2O3-I,
-II, and -III are mainly originating from In 5s electrons.

Orbital and site decomposition analysis is used for
quantitative characterization of the contributions of
s, px, py, pz, dxy, dxz, dyz, dx2−y2 and dz2 orbitals into the
bands of particular interest. From such analysis it is
found that the topmost VB of In2O3-I, -II, and -III is
contributed from O 2px, 2py, 2pz orbitals which slightly
hybridized with In 4dxy, 4dxz, 4dyz orbitals.

IB of In2O3-I is strongly contributed from O 2px, 2py

and 2pz orbitals with noticeable effect of In 5s and In
4dxy, 4dxz, 4dyz orbitals. The origin of the CB mini-
mum of In2O3-I, -II, and -III is more or less the same
and it basically comes from In 5s orbitals with small
O 2s, 2px, 2py, and 2pz character. These results are
consistent the conclusions arrived from orbital and site
projected DOS [Fig. 10]. Based on this analysis and
the basic formulations suggested in Ref. 18 regarding
highly dispersed and single character s-type band at the
bottommost CB the features that favor TCO behavior
one can conclude that In2O3-II posses the feature of s-
electron based TCO. As noted in our previous publica-
tion (Ref. 58) ZnSiO3 and Zn2SiO4 can also be classified
as s-electron based TCO. It follows from the above site
and orbital decomposed DOS analysis that In2O3-II and
-III do not have the features to classify them neither to
s electron nor to d electron based TCO materials such as
anatase Ti1−xNbxO2 (Ref. 59) and TiO2 (Ref. 60) with
dominant d character at the CB minimum.

D. Conduction band effective masses

Effective masses characterize band dispersion and are
one of the important parameters linking electronic struc-
ture with transport properties of solids. As noted above,
the lowest IB of In2O3-I, and CB of In2O3-II, and -III
are more dispersive than the topmost VB, which means
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that the IB and CB electrons are lighter than holes. Al-
most flat topmost VB indicates that valence electrons are
tightly bound to the atoms. Consequently, the dominat-
ing charge carriers in an intrinsic In2O3 is expected to
be electrons and not holes. Here we focus on the IB and
CB electron effective masses. The results are presented
in Table III. Analysis shows that the calculated masses
for In2O3-I, -II, and -III are almost isotropic. Small
anisotropy can be related to the effect of p and d or-
bitals hybridizing with s orbitals. The deviation in the
calculated effective masses is in the range 23–33 % of the
experimentally measured one. This underestimation is
related to the well-known DFT error. Not only the band
gap, but also the band dispersion comes out incorrectly
and this effect is well pronounced in transition metal ox-
ides (see, e.g., Ref. 55,56,58,61–66). Experimental data
for CB electron effective masses are available for In2O3-
II only. The masses calculated by LMTO ASA (Ref. 17)
method agree fairly with experimental data and are more
anisotropic than our results.

TABLE III: Calculated effective masses of CB electrons (in
units of the free-electron mass m0 and in the directions indi-
cated) for In2O3-I, -II, and -III are compared with available
experimental and calculated values.

In2O3-I In2O3-II In2O3-III ZnO

0.23 (Γ-H) 0.23 (Γ-H) 0.16 (Γ-F) 0.23 (E ‖ c)a

0.23 (Γ-N) 0.20 (Γ-N) 0.14 (Γ-L) 0.21 (E ⊥ c)a

0.20 (Γ-P) 0.23 (Γ-P) 0.15 (Γ-Z) 0.24b

0.42 (Γ-H)c 0.28 (E ‖ c)d

0.30 (Γ-N)c 0.32 (E ⊥ c)d

0.36 (Γ-P)c 0.14 (E ‖ c)e

0.30 (Γ-H)f 0.13 (E ⊥ c)e

0.36 (Γ-N)f

0.41 (Γ-P)f

0.30 (Γ-P)g

aFP LMTO, Ref. 61.
bExperiment, Ref. 67.
cLMTO ASA, Ref. 17.
dLCAO, Ref. 68.
eVASP-PAW, Ref. 55.
fDMol3, Ref. 69.
gExperiment, Refs. 48,70.

Analysis shows that calculated effective masses for
In2O3-I and -II are almost the same, while those for
In2O3-III are much smaller. Hence, carrier mobility in
In2O3-III is expected to be larger than that in In2O3-
I and -II. The calculated effective mass for In2O3-II is
much closer to experimental data than it is in ZnO. The
difference in accuracy of the calculated masses comes out
from strong Coulomb correlation effects, which is very
strong in ZnO55,57. As a result, in the DFT calculations
within LDA energy band of the Zn 3d electrons are lo-
cated inappropriately close to the topmost VB, falsifying
the band dispersion and, consequently, effective masses.
As noted in analysis of the band dispersion [Fig. 5], In
4d band is located much below the topmost VB than it
is in ZnO. So, Coulomb correlation effects in In2O3-I, -II,
and -III are not as strong as in ZnO to falsify the band

masses significantly. That is, probably, the reason why
the error in effective mass values coming out from DFT
calculations is much larger than In2O3-II.

E. Charge-density and electron localization
function analysis

For qualitative characterization of the bonding inter-
action between constituents, charge-density and electron
localization function (ELF) analysis have been performed
for In2O3-I [Figs. 11], -II [Figs. 12], and -III [Figs. 13].
Analysis of the charge-distribution shows that the high-
est charge density is residing in the immediate vicinity
of the nuclei reflecting the dominant ionic type bonding.
It is seen that compared to In2O3-II and -III two nearby
O atoms of In2O3-I are located sufficiently closer to each
other. If the bonding interaction between In and O is
purely ionic one could expect negligible charge density
distribution between these ions. From the Figs. 11–12
it is clear that there is finite charges distributed in be-
tween In and O in all the three polytypes. Also, the
charge around In and O atoms is not distributed spheri-
cally. These features indicate that apart from dominant
ionic bonding, finite covalent-like bonding interaction is
present between In and O. The observed hybridization in-
teraction is responsible for mixed nature of the electronic
structure of these materials discussed in the previous sec-
tion. This suggestion is confirmed by the Born effective-,
Bader-, and Voronoi-charge analysis in the following sec-
tion. The ELF is one of the ways of measuring the

FIG. 11: (a)Charge density and (b) ELF for In2O3-I.

probability of distribution of paired electrons.71–73 It is
seen that maximum value of ELF is around O and it is
low around In atoms, which confirms the dominant ionic
bonding. Between the In and O atoms the ELF not show
any maximum value and this indicate no dominant co-
valent type bonding interaction is present between these
atoms. However, nonspherical distribution of ELF at the
O site and small but finite value of ELF in between In
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FIG. 12: (a)Charge density and (b) ELF for In2O3-II

FIG. 13: (a)Charge density and (b) ELF for In2O3-III.

and O reflecting the presence nonnegligible hybridization
interaction between these atoms. Unlike intermetallic
phases, no isolated spot with high ELF is found in any
of the In2O3 phases considered here.

F. Bader and Voronoi charge analysis

For quantitative characterization of chemical bonding
of a solid Bader and Voronoi charge analysis74–76 are
widely used. In the Bader charge analysis each atom
of a compound is surrounded by a surface (called Bader
regions) that run through minima of the charge density
and total charge of the atom is determined by integration
within the Bader region. In the Voronoi charge analysis
each grid point of charge density is assigned to the near-
est atom, but each of these distances are not scaled by
the radius of each atom, so, the Voronoi charges in the
present article is used just for a sanity check.

Table IV presents the atomic charges for In2O3-I, -
II, and -III calculated according to Bader and Voronoi
schemes. As expected, In atoms donate electrons, while
O atoms accept them. Based on the amount of the trans-
ferred charges one can conclude that chemical bonding is
of ionic type. Analysis of the Table IV shows that the

charges donated by different types of In and those ac-
cepted by different O atoms of In2O3-I considerable dif-
fer from each other in agreement with orbital and site
projected DOS analysis (Fig. 10 (a)).

TABLE IV: Atomic charges (in units of the electron charge
e−) around In and O atoms calculated according to Voronoi
and Bader topological analysis for different phases of In2O3.

Compound Atom Voronoi Bader

In2O3-I In1 1.75 1.52
In2 1.90 1.55
In3 1.27 1.48
O1 −1.23 −1.00
O2 −1.38 −1.02

In2O3-II In1 2.00 1.81
In2 2.04 1.84
O −1.36 −1.23

In2O3-III In 2.09 1.81
O −1.39 −1.20

G. Born effective charges

Born effective charges (BEC) are the fundamental pa-
rameters characterizing the change in electron polariza-
tion upon displacement of atoms. They are related to
microscopic electron currents, produced in a system by a
change of the atomic position. These currents may con-
tribute to the BEC, which is unrelated and additional to
the static electron charge carried out by the atoms during
the displacement, so that BEC can be much larger than
their static counterpart. In this case BEC are referred
to as anomalous. BEC are the important parameters,
which are helpful to understand ferroelectric and piezo-
electric properties of materials. We have calculated BEC
for In2O3-III. The results are presented in Table V. The
charge of the nucleus and the core electrons included into
the pseudopotentials is three for In and six for O atoms.
It is seen that for In atoms non diagonal elements of the
BEC tensor is negligible compared to diagonal elements.
It shows that In atoms donate electrons only to the six
nearest neighbor O atoms, but there is no electronic ex-
change with other In or next nearest neighbor O atoms
and the chemical bonding is ionic. However, non diago-
nal elements of BEC of the O atoms are comparable with
those of diagonal elements. Since the In–O bond is ionic,
one can expect that the O atoms form chemical bonding
not only with the nearest neighbor In atoms, but, prob-
ably, with second nearest neighbor O atoms also. This
result is in agreement with charge density and ELF anal-
ysis [Fig. 13], which demonstrates that there is chemical
bonding between two nearest neighbor O atoms.

BEC have not been calculated for In2O3-I and -II.
However, based on previous studies one can make some
suggestions about BEC in these phases of In2O3. One
of the important questions in point is how BEC is sen-
sitive to crystal structures. In experimental studies of
BEC for KNbO3 (Ref. 77) and PbTiO3 (Ref. 78) it was
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TABLE V: Calculated Born-effective-charge-tensor elements
(Z∗) for the constituents of In2O3-III.

Atom xx yy zz xy yz zx xz zy yx

In1 3.300 3.306 3.206 0.009 0.002 0.000 0.001 0.000 0.002
O1 -2.260 -2.136 -2.130 0.098 0.432 0.186 0.257 0.308 0.432

concluded that the BEC are insensitive to crystal struc-
ture. However, this point was argued in Ref. 79 and it
was shown that cubic BaTiO3 posses highest value of
BEC, which decreased if one moves from cubic to tetrag-
onal, orthorhombic, and rhombohedral lattices. Since
BEC is closely related to orbital hybridizations, they
are expected to be influenced by structural phase transi-
tions. Based on the result one can say that BEC for cubic
In2O3-I and -II are expected to be higher than those for
In2O3-III. Furthermore, as it follows from charge density
and ELF analysis, there is no chemical bonding between
two nearest neighbor O atoms of In2O3-I and -II. So in
the phases one can expect almost zero non-diagonal ele-
ments of BEC.

It is seen that the charges around In and O atoms are
slightly larger than those in a pure ionic picture: they
show significant contribution of the dynamic charge to
the static charge and the BEC can not be said to be
anomalous.

H. Optical properties

The calculated optical spectra for all the three poly-
types of indium oxides are presented in Fig. 14. The real
and imaginary part of the optical dielectric response func-
tion, absorption coefficient and reflectivity, as well as the
refractive index and the extinction coefficient have been
analyzed. Since crystal structures of In2O3-I and -II are
cubic, optical spectra are isotropic along the crystallo-
graphic a, b and c axes. So, only one of the components
is sufficient for the analysis. All the optical spectra of
In2O3-I, -II, and -III are shifted toward lower energies
owing to the underestimation of the band gap in the
DFT calculations. For In2O3-I the shift toward lower
energies is much more severe compared to In2O3-II and
-III. One of the ways to correct the DFT error is to use
the scissors operator technique, i.e. rigid shift of all the
CB states, so that the optical spectra shall also be shifted
accordingly.56,65,66,80 The search of literature shows that
among In2O3-I and -II experimental data is available for
the latter in Ref. 48, where reflectivity and transmit-
tance spectra were measured by spectrophotometry at
room temperature. The other optical spectra such as ab-
sorption coefficient, refractive index, and the extinction
coefficient are calculated using the Kramers–Kronig re-
lation. These five optical spectra have been compared in
Fig. 14 (a) with those calculated from the present band
structure results. It should be noted that the optical
spectra of In2O3-II in Ref. 48 were measured for the en-

ergy range 0–6 eV, those contain only the E0 peak in-
duced by electronic transitions from the VB maximum
to CB minimum occurring at the Γ point. So, in the
present work these experimental data were used only for
rigid shift of the calculated optical spectra toward higher
energies by 1.65 eV to fit to location of the E0 peak. Since
the location of the E0 peak is clearly seen in the spec-
tra of n(ω), fitting was performed for n(ω). The other
spectra have been shifted accordingly. Optical spectra
of In2O3-I have also been shifted by 1.65 eV to higher
energies based on its similarity of basic peaks to that of
In2O3-II. To know whether the rigid shift technique can
be applied or not for a particular compound, one needs
measured optical spectra for wider energy range, which
contains more basic peaks in the optical spectra. Cur-
rently there are no such experimental data available for
these compounds. So, in the present paper it is assumed
that the rigid shift technique can be applied.

From the comparison of the calculated spectra with
experimentally measured spectra one can see that the
calculated n(ω) and k(ω) agree well with experimental
data. Calculated reflectivity spectra agrees with experi-
mental data only at higher energies well above the band
gap. At lower energies, below the band gap, experimen-
tal reflectivity is higher than that calculated by DFT and
this peak may be associated with excitonic effect which
is not considered in the present calculations. Measured
absorption spectra agrees with calculated one at lower
energies. At energies exceeding the location of the E0

peak, the experimentally determined absorption spectra
exceeds the calculated values.

Analysis of Fig. 14 shows that optical spectra of In2O3-
I oscillate unusually in the energy range 0.0–7.5 eV,
which, probably, is related to severe underestimation of
the band gap of In2O3-I in the DFT calculations. The
Coulomb correlation effects from In 4d electrons may be
important for this case to describe the optical properties
correctly. Calculation of optical properties by including
orbital dependent potential into the calculation is neces-
sary to clarify this issue. Only at higher energy range
7.5–20.0 eV the optical spectra of In2O3-I and -II are
somewhat closer to each other although the optical spec-
tra of the former is systematically smaller than the latter.

Since the optical spectra are obtained from the inter-
band transitions, the origin of the peaks can be explained
through the band structure. Following the analogy with
notations used in Ref. 42 for reflectivity spectra of semi-
conductors with zinc blende structure, the E0, E1, and
E2 peaks of In2O3-I and -II originate from optical tran-
sitions from VB maximum to CB minimum occurring at
Γ-point for the E0 peak, H and P points for the E1 peak,
and the N point for the E2 peak. d1 and d2 peaks are,
probably, originated from optical transitions from the In
4d states.

Because of the rhombohedral symmetry, there is opti-
cal anisotropy present in In2O3-III. The two components
of the dielectric functions are calculated for In2O3-III cor-
responding to the electric field parallel E ‖ c and perpen-
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dicular E ⊥ c to the crystallographic c axes. The first ex-
perimental data for In2O3-III is already available.11 The
absorption coefficient was measured for the energy range
0–6 eV, which contain the E0 peak. Calculated absorp-
tion spectra was shifted to 1.35 eV toward higher energies
to fit the E0 peak to experimentally determined location.
The other optical spectra have been shifted accordingly.
It is seen that after the scissor operation the calculated
E0 peak intensity is comparable with the experimentally
measured one.

The origin of the E0, E1 and E2 peaks can be explained
following the analogy with the notation used in Ref. 42
for wurtzite semiconductors. The direct optical transi-
tion from VB maximum to CB minimum located at the
Γ-point is responsible for the E0 peak, Z and L points
are responsible for E1 peak E2 peaks, respectively. d1

and d2 peaks located at energies >10 eV are, probably,
caused by optical transitions from the In 4d states.

The anisotropy is well pronounced at energies from 7
to 9 eV, whereas the optical spectra are more or less
isotropic at other energies considered. Location of the all
major peaks of the optical spectra corresponding to both
of the directions are the same. However, magnitudes of
the peaks along the two directions coincide only in the
energy ranges 0–7 eV and 8.5–20.0 eV. In the range 7.0–
8.5 eV, magnitude of the E2 peak for E ‖ c at around
7.5 eV and its shoulder at 8.3 eV are larger than those
for E ⊥ c. Absorption and reflectivity spectra for this
compound is also low in the energy range 0–5 eV.

As discussed above, the intensity of the calculated op-
tical spectra are differ from experimentally measured one
for both In2O3-II and -III. The reason of this deviation
can be related to overestimation of the momentum ma-
trix elements, neglect of the Coulomb interaction between
free electrons and holes (excitons), local-field and finite
lifetime effects. Furthermore, in the calculations of the
imaginary part of the dielectric response function direct
optical transitions from occupied to unoccupied states
are only considered only. Also, charge fluctuations and
the experimental resolution smears out many fine fea-
tures. Based on analysis of the optical spectra of In2O3-
I, -II, and -III one can say that In2O3-II and -III can be
considered as potential candidates for transparent oxides.

IV. CONCLUSION

Structural properties, electronic structure, high-
pressure behavior, and optical properties of In2O3 of
space group symmetry I213, Ia3̄ and R3̄ are studied by

DFT calculations. From studies of structural proper-
ties of In2O3 lattice and positional parameters have been
found, which are in good agreement with experimental
data. Pressure-induced phase transition is shown to be
possible from In2O3-I to -III and from In2O3-II to -III.
Transition pressure values have been calculated. Based
on the analysis of band structure it is found that In2O3-I
is indirect band gap, while that of In2O3-II is direct band
gap. Optical gap of In2O3-III is found to be larger than
that of In2O3-II. Intermediate band is found in In2O3-I
located right up the Fermi energy. The band is isolated
from the valence and conduction bands. From orbital de-
composition analysis, and orbital and site projects den-
sity of states nature of the valence and conduction bands
have been determined. It is shown that the topmost va-
lence band consists of O 2p states hybridized with In 4d
states. It is found that the intermediate band minimum
of In2O3-I is of O 2p character hybridized with In 5s
and 4d orbitals. Conduction band minimum of In2O3-
II and -III consist of In 5s orbitals. By orbital and site
decomposition of bands it is shown that the topmost va-
lence band of In2O3-I, -II, and -III is contributed from O
2px, 2py, 2pz slightly hybridized with In 4dxy, 4dxz, 4dyz.
Intermediate band minimum of In2O3-I is found to be
contributed from O 2px, 2py and 2pz orbitals hybridized
with In 5s and In 4dxy, 4dxz, 4dyz. Conduction band min-
imum of In2O3-II consists of In 5s orbitals hybridized
with O 2s. Conduction band effective masses are found
to be almost isotropic. From charge-density, electron lo-
calization function, Bader, and Voronoi charge analysis
it is found that the In2O3 phases considered are more
ionic. Magnitude of the absorption and reflection coeffi-
cients of In2O3 with space group Ia3̄ and R3̄ are small
in the energy range 0-5 eV, so that these materials can
re regarded and classified as transparent.
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FIG. 14: Optical spectra of (a) In2O3-I and In2O3-II, and
(b) In2O3-III for directions of the electric field (E) parallel
(E ‖ c) and perpendicular (E ⊥ c) to the crystallographic
c axes. Calculated absorption coefficient, reflectivity, refrac-
tive index, and extinction coefficients for (a) In2O3-II have
been compared with experimental data of Ref. 48. Calcu-
lated absorption coefficient for (b) In2O3-III has been com-
pared with experimental results of Ref. 11. The absorption
coefficients are given in [cm−1] divided by 105.


