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Abstract 

Unsolicited commercial e-mail, or “Spam”, implies a waste of network bandwidth and waste of human effort in 

internet and mobile phones communication. It is also a hard problem to distinguish legitimate from spam emails. 

The majority of the proposed algorithms use supervised learning techniques. Unfortunately, these approaches 

have the drawback of training over a large amount of manually and costly tagged email corpora. In this paper, 

we present an unsupervised method to address the problem of filtering spam emails without the need of training 

over such corpora. Using a 2-means clustering technique we perform a 2-way classification. To overcome the 

serious complications imposed by the large dimensionality of the data, the algorithm first transforms the data 

into a low dimensional component space applying a Principal Component Analysis over the data and then 

performs clustering on them.  The method was proved to be promising when evaluated over the publicly 

available corpus, called “SpamAssasin”, which is provided by the Open Project for evaluation purposes. The 

achieved performance is comparable to the performance of systems based on supervised learning techniques.  

Keywords: Spam filtering; 2-means clustering; principal components analysis; feature selection. 

1. Introduction  

Unsolicited commercial e-mail, or “Spam”, has emerged as a serious problem related to the waste of network 

bandwidth and waste of human effort to pick out the useful message from a “pile of garbage”.  
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Two classes of methods have been shown to be useful for classifying e-mail messages and solving the Spam 

problem. The rule based method, which uses heuristic rules to classify e-mail messages and the statistical based 

approach, which models the difference of messages statistically. Kim and his colleagues. [1] present a review of 

the currently available methods on spam detection techniques, filtering, and mitigation of mobile SMS spams. In 

their work they try to propose light and quick algorithm through which SMS filtering can be performed within 

mobile devices independently. More concretely, they propose a FR (Frequency Ratio) measure for evaluating 

lightness and quickness of filtering methods so that SMS filtering can be performed independently within 

mobile devices. The existing research literature is critically reviewed and analyzed. The most popular 

techniques for SMS spam detection, filtering, and mitigation are compared, including the used data sets, their 

findings, and limitations. Statistical filters automatically learn and maintain rules and easily adapt to the new 

circumstances when new data arrives. The most popular and effective statistical spam filter is the naïve-Bayes 

one. Reference [2] examines the effectiveness of statistically-based approaches Naïve Bayesian anti-spam 

filters, as it is content-based and self-learning (adaptive) in nature. Learning algorithms that uses the Naive 

Bayesian classifier have shown promising results in separating spam from legitimate mail. An encoded and 

fragmented database approach that resembles radix sort technique has been proposed and applied for first time 

to improve Paul Graham's Naive Bayes machine learning algorithm for spam filtering [3].  Reference [4] created 

an artificial neural network based on email classifier; He applied a neural network (NN) approach to the 

classification of spam employing attributes comprised from descriptive characteristics of the evasive patterns 

that spammers employ rather than the context or frequency of keywords in the messages. However the reported 

precision was significantly lower than that of other machine learning approaches. Furthermore, support vector 

machines seem to be more appropriate selection for this type of problem due to the small time they demand for 

training [5]. Reference [6] applied logistic regression algorithms, and performed a comparison to Naïve Bayes 

classifier. The results were calculated on their collection of e-mails and were approximately the same. Hence, 

there was not any reason to substitute Bayesian filtering with genetic algorithms. In this paper, a different 

approach is adopted using an unsupervised learning technique. Using the well-known k - means clustering 

algorithm, we perform a 2-way unsupervised classification to categorize an incoming e-mail. First, the incoming 

data is transformed into a low dimensional space using Principal Components Analysis (PCA). Then, we 

perform clustering. The paper is organized as follows: In section 2 we present the k - means clustering 

algorithm. In section 3 the PCA for the reduction of the dimensionality of space is presented in some detail. In 

section 4 the proposed method is described. Results from the evaluation procedure are presented in section 5, as 

well as a comparative evaluation with other approaches. Finally, section 5 concludes the paper.  

2. K-means Clustering Technique  

The well–known Clustering problem could be described as the following situation: there is no class to be 

predicted and the items, which are drawn from a specific data set (or domain, or data point), are divided into 

groups (clusters). More precisely, clustering techniques (algorithms) are applied when items have a strong 

resemblance to one another and hence can be divided into groups (clusters). K-means is a simple and effective 

unsupervised learning algorithm that solves the clustering problem [7,8,9]. It follows a simple and easy way to 
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classify a given data set through k - clusters. The main idea is to define k central points, which are called 

centroids, or means, one for each cluster. These centroids are initially placed each one as far as possible from all 

the other ones. Then, each point of the data set is associated to the nearest centroid.  If no point is pending then 

the first step is completed and an early classification is done. Then, the recalculation of the new central points is 

done to specify the k new centroids. A new binding follows between the same data set points and the nearest 

new centroid and this is repeated with the k centroids to change their location step by step until no more changes 

are done. The algorithm aims at minimizing an objective function, which a squared error function is given by the 

following formula: 

∑∑
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Where |||| jij cx −  is the distance between the data point xij and the center of the class ci. 

The following procedure can be used for the k-means clustering. 

Start 

   Place K points (i.e. the initial centroids) into the space represented by the data points.   

  Consider the set of data points that are going to be clustered. 

Repeat  

   Assign each data point to the group that has the closest centroid. 

   When all objects have been assigned, recalculate the K new centroids. 

Until the centroids no longer move. 

The algorithm is very sensitive to the initial randomly selected cluster centers. However, it can be proved that 

the procedure will always terminate. The k-means algorithm does not necessarily find an optimal solution 

(“configuration”). A simple example will be given to illustrate the procedure. 

Suppose that we have vectors (x1, x2, ..., xn) of n sample features, all from the same class. These features fall into 

k compact clusters, k < n. Let pi be the mean of the vectors in cluster i. If the clusters are well separated, we can 

use a minimum-distance classifier to separate them. We can define that x is in cluster i if || x - pi || is the 

minimum of all the k distances. Hence, the following algorithm can be used: 

Start 

   Select initial values for the means p1, p2, ..., pk 
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Repeat  

   Use the estimated means to classify the samples into clusters  

   For i = 1 to k  

       Replace pi with the mean of all of the samples for cluster i  

Until there are no changes in any mean 

The above procedure is a simple version of the k-means procedure. It can be viewed as a greedy algorithm for 

partitioning the n samples into k clusters so as to minimize the sum of the squared distances to the cluster 

centers. The results depend on the metric used to measure || x - pi ||. 

In this work, a 2 - means clustering algorithm has been adapted to solve the spam filtering classification  

3. Reduction of Dimensionality Space  

The need for reducing the dimensionality of data is common in Natural Language Processing tasks. PCA has 

been used as a method that reduces data dimensionality by performing covariance analysis [10], [8], [9].  It is 

suitable for NLP tasks where a significant number of features are included in the data. PCA is a mathematical 

procedure that transforms a number of (possibly) correlated variables into a (smaller) number of uncorrelated 

variables called principal components. The aim of PCA is to reduce the dimensionality (number of variables) of 

the dataset but retain most of the original variability in the data. The first principal component accounts for as 

much of the variability in the data as possible, and each succeeding component accounts for as much of the 

remaining variability as possible. 

Suppose that e = ( f1, f2, ..., fp ) is a p-dimensional random vector. The k principal components of e are k 

(univariate) random variables h1, h2, ..., hk which are defined by the following formulas: 
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In the first principal component h1, the coefficients λ11, λ12,..,λ1p are chosen to ensure that the variance 

)λ()λ...λλ( Τ
11212111 eVarfffVar pp =+++  is maximum and  ||  λ1  ||  = 1. 

In the second principal component h2, the coefficients λ21, λ22,..,λ2p are chosen to ensure that the variance 

)λ()λ...λλ( Τ
22222121 eVarfffVar pp =+++  is maximum, || λ2 || = 1 and the covariance  
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In the same way, we choose the coefficients λk1, λk2,..,λkp for the k principal components hk  to satisfy the 

following conditions: the variance )()...( 2211 eVarfffVar kpkpkk
Τ=+++ λλλλ  is maximum,   || λk || =1 

and  kjeeCov T
k

T
j <∀= ,0),( λλ . 

In other words, the principal components are those linear combinations of the original variables which maximize 

the variance of the linear combination and which have zero covariance (and hence zero correlation) with the 

previous principal components. The PCA is also known as the standard eigenvalue problem with the symbols λi 

in our case to represent the eigenvalues of the covariance matrix of the data. 

4. The Proposed Spam Filtering Method 

E-mails are represented as vectors of binary features:   e=(f1, f2 ,.. fN),  where N is the number of features.  For a 

given email, the feature fj is equal to 1 if the email contains the feature and 0 otherwise. The heart of the system 

is the maintenance both of a Feature Inventory (FI), which defines the space of the problem system, and a 

Principal Components List (PCL), which contains the first 15 principal components of the domain which 

account for the most variability of the data. When an incoming email ei=(f1, f2 ,.. fM) enters into the system it is 

scanned for features and the extracted features are inserted into the FI. Then, the e-mail is represented in the 

feature domain space as ei=(f1, f2 ,.. fN), where N is the total number of the features in the FI. A feature 

components’ analysis is performed over the matrix e, which represents the domain of the so far incoming e-

mails and the PCL is updated. The domain of the incoming emails e is then converted into the new space 

specified by the PCL components.  This is where the 2-means clustering algorithm is applied to classify the 

space into two categories.    

The selected features are extracted from all the available fields of an incoming e-mail.  First, we scan the body 

(field) of the e-mail and everything is selected and added to the FI. Second, we scan the html code and select 

features from fields like the following ones: received_from, delivery date, message-id, X-keywords, Content 

Type, subject, body, size. Other types of information (features) are also included: Html tags for fonts and colors, 

URL’s for multimedia resources, (features extracted from) java scripts code etc. All those features are extremely 

useful in the discrimination procedure, so we include them in the feature catalogue. The following algorithm 

outlines the basic steps involved in the operation: 

Start 

    Read the incoming e-mail. 

    Extract all the available features. 

    Represent the e-mail as a vector ei=(f1, f2 ,.. fN) into the feature domain space. 
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    If all the extracted features are contained in the inventory 

        Project the incoming email into the first principal component space specified by the PCL.   

        Classify the incoming e-mail using the 2-means clustering algorithm. 

    Else 

         Insert the new features into the Feature Inventory (FI).  

         Represent the so far incoming e-mails e into the updated feature space specified by the FI.   

         Perform a Principal Components analysis to update the PCL.                

    Project the incoming e-mail into the updated Principal Component space specified by the PCL.   

   Classify the incoming e-mail using the 2-means clustering algorithm. 

End 

The more the Feature Inventory (FI) grows the more the need arises for computational resources. To avoid such 

a situation we must periodically update the FI eliminating those features that appear rarely in a small number of 

e-mails. In this work we used a lower limit of 15 e-mails for the elimination of e-mails. 

5. Evaluation 

Our experiments have been carried on a publicly available corpus, provided by the Open Project SpamAssasin 

for evaluation purposes and benchmarking of unsolicited bulk e-mails filters [11]. This is a selection of mail 

messages, created especially for benchmarking of spam-filtering systems. The most recent collection 

20030228_spam_2 has been selected for our experiments. The legitimate part of the collection consists of two 

sub-collections of e-mails: the 20030228_hard_ham_2 and 20030228_easy_ham containing 250 and 2500 non-

spam messages respectively. The hard_ham_2 corpus contains non-spam messages. It is difficult, these e-mails 

to be discriminated from spam messages. The presence of several features in these messages, use of HTML, 

unusual HTML markup, colored text, "spammish-sounding" phrases etc., implies their high similarity to typical 

Spam [11]. The easy_ham corpus contains non-spam messages that are easily discriminated from Spam 

messages, since they do not contain any spammish signatures (like html etc). The 20030228_spam_2 collection 

also contains the spam corpus which comprises 1397 spam messages.We mixed the non spam corpora and the 

spam corpus to make a single testing corpus of about 4.147 emails for the evaluation purposes and tested our 

algorithm trying to classify these emails without training. For each email from the testing corpus we scanned 

html code and extracted everything, which can be used as a candidate feature for discrimination (see also section 

4). All these features are extremely useful in the discrimination procedure and are included in the FI. To 

illustrate how difficult the classification task is we plotted in Figure 1 a part of the testing corpus emails, 

specifically the first 400 spam emails and the first 200 non spam e-mails projected onto its first 2 principal 
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components. In this figure the star represents non spam-emails and the dot represents spam emails. Notice how 

the spam emails of the testing corpus are closely “concentrated” on the same area and are overlapped with non-

spam emails. The small overlapping area in the figure is very difficult to be discriminated. 

 

Figure 1: The 400 spam emails and the first 200 non-spam emails from the testing corpus projected onto its first 

2 principal components 

We eliminated from the FI the features with low frequency that is, those features that appeared at most into 15 

incoming emails. Hence, the demand for computational resources, during the calculation of the first PCL, is 

reduced.  The values of the first 10 eigenvalues which were used in the calculation of the Principal Components 

in the PCL list at the end of the clustering procedure are shown in the Table 1.  

Table 1: The values of the first 10 eigenvalues λi of the covariance matrix of the testing data at the end of the 

testing clustering procedure. 

Eigenvalue value 
1 64982 
2 21179 
3 5557.6 
4 3767.5 
5 2887 
6 1099.4 
7 968.27 
8 926.04 
9 756.99 
10 621.78 

 

In the Figure 2, we can see how the percentage of the total variability in the data is related to be explained by the 

first principal components.  
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Figure 2: Percentage of the total variability explained by the first principal components in the testing corpus. As 

it was expected the 15 first principal components practically account for the total variability in the data. 

Precision and recall are used as the evaluation measures in this work:  

• Precision of a classification system for a category C evaluated over a sample of items, is the proportion of 

the items correctly classified as C in the total number of items classified as C (correctly classified and 

misclassified).  

• Recall is the proportion of the items correctly classified as C in the total number of C items in the sample.  

 Table 2 shows the results achieved by our system in the evaluation experiments. 

Table 2: Recall and Precision ratings evaluated for legitimate and spam mails. 

 Recall Precision 

Spam 98.57% 90.77% 

Legitimate 94.91% 99.24% 

 

Results in Table 2 illustrate our experiments and imply a strong indication about the robustness of the proposed 

method.  From the results, 2-means clustering technique has proven to be very effective technique for spam 

filtering document classification. It is still surprisingly accurate for its simplicity. It treats its features as only 

booleans, meaning that either a feature exists in an email or it does not exist in email. Given only that 

information, it averaged around a 90.77% precision. Moreover, it is still applicable to individual user situations, 

as it is far simpler than many other classifiers and still does an adequate job of filtering out spam messages. 

Other researchers also present high precision [12,3,13,14]. However, their calculations are based on test data 

with low similarity between legitimate and spam mail. Such an approach makes the classification process an 

easier task and there is little (or no) effect if tuning parameters are applied [14]. In recent research work based 

on versions of the same corpus, which was used in our work, lower degrees of precision and recall have been 
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reported [15], by applying SVM (Support Vector Machine). Furthermore, they used an updated version of the 

corpus (e.g. HTML comments and formatting tags have been removed) instead of using the hard_ham corpus as 

we have done in our evaluation.  

6. Conclusion  

It is a hard problem to distinguish unsolicited commercial e-mail, or “Spam”, or spam emails, from legitimate 

ones and to avoid wasting of network bandwidth, and human time and effort in electronic communication. The 

methods used can be borrowed from Machine Learning. Popular methods include Naïve Bayes, Neural 

Networks, Nearest Neighbor, and Support Vector Machines. In all these methods, a collection of items is used to 

train a statistical model and then this model is applied to new “incoming” items. There are various proposed 

algorithms using supervised learning techniques. The training of the algorithms is based on large manually and 

costly tagged email corpora. Their calculations and the evaluation of the algorithms are usually based on test 

data with low similarity between legitimate and spam mail. There are also recent research works based on the 

publicly available corpus, called “SpamAssasin”, provided by the Open Project for evaluation purposes. In this 

paper, we present an unsupervised method to address the problem of filtering spam emails without the need of 

training over huge corpora. A 2-means clustering technique is used and then, we perform a 2-way classification. 

To overcome the serious complications imposed by the large dimensionality of the data, our algorithm first 

transforms the data into a low dimensional component space applying a Principal Component Analysis over the 

data and then performs clustering on it. The proposed algorithm was evaluated over the “SpamAssasin” 

collection of e-mails. The method seems to be promising. The performance, which was achieved, is comparable 

to the performance of systems based on supervised learning techniques. It is an advantage that our method 

avoids the drawback of training over large manually and costly tagged email corpora. In the future, other 

clustering techniques will be used to classify spam emails without learning: Hierarchical Cluster Analysis 

(HCA) and Fuzzy C-Means clustering techniques [16,7].  

7. Constraints and Recommendations 

One constraint of the proposed algorithm is that it does not yield the same result with each run, since the 

resulting clusters depend on the initial random assignments. One way to addresses this problem is by seeking to 

choose better starting clusters. Another inherent limitation from k-means clustering techniques is that k-means 

assumes the variance of the distribution of each attribute is spherical and all attributes have the same variance. 

Our approach does not take into consideration other factor like images and any other attachments may be part of 

an email. There is a high probability that a spam email may contain no textual content but only an image or an 

attachment. Training the filter with a corpus containing non-textual content would improve its effectiveness 

during the classification phase. In the case of a hyperlink for example, we can have a web crawler that would 

visit the mentioned site and collect textual information to finally apply the same approach to classify the email. 
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