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Abstract—In this paper, the construction of binary 

balanced codes is revisited. Binary balanced codes refer to sets 

of bipolar codewords where the number of “1”s in each 

codeword equals that of “0”s. The first algorithm for balancing 

codes was proposed by Knuth in 1986; however, its 

redundancy is almost two times larger than that of the full set 

of balanced codewords. We will present an efficient and simple 

construction with a redundancy approaching the minimal 

achievable one 

 
 

Index Terms—balanced codes, redundancy, binary alphabet, 

parallel decoding scheme, Knuth’s scheme. 

 
I. INTRODUCTION 

 
Balanced codes have been widely studied due to its     

applicability in the field of communication and storage 

structures such as optical and magnetic recording devices 

like Blu-Ray, DVD and CD [1]; error correction and 

detection [2], [3]; cable transmission [4] and noise 

attenuation in VLSI systems. The decoding of balanced 

codes is fast, and it is done in parallel which avoids latency 

in communication. 

All works on balancing codes have evolved from the 

celebrated Knuth’s algorithm [5], which stipulates that any 

codeword can be balanced by inverting the bits up to a 

certain point referred to as the balancing point. The value of 

that point is encoded as the prefix and appended as parity 

bits to the encoded information word. Two schemes have 

been suggested by Knuth to find these parity bits. These 

parity bits representing the prefix, should be determined in 

such a way that the overall codeword is balanced. For the 

parallel scheme, the index of the balancing point is encoded 

as the prefix whereas in the serial or sequential scheme, 

parity bits indicate the information word’s weight. 

In [6], an improved design of Knuth’s parallel scheme 

was proposed; this consists of splitting parity bits into sets, 

where each of them represents a portion of inverted bits. In 

[7], the information word is split into two categories that are 

almost balanced codewords and those that are not. The 

inverting process is applied on the almost balanced 

codewords while for the others, a variable length code 

called tail is appended to achieved overall balancing. 

In [8], a scheme was described to improve the spectral   

performance for balanced codes; this consists of generating 

some alternative balanced codewords representing each 

information word, this technique is called multimode code, 

and the selected word is that with the minimum squared 

weight, this improved the spectral performance and reduced 

low components by up to 3dB. 

  

 

 

In [9], two schemes were described to improve the           

redundancy of Knuth’s algorithm. The first one used the      

distribution of the prefix index; knowing that the balancing 

point may be not unique given an information word, it has 

been proven that this distribution for equiprobable words is 

not uniform and presents a redundancy slightly less than 

that of Knuth’s scheme. In the second proposition, the 

multiplicity of balancing points is used to transmit auxiliary 

data. This last scheme was re-explored in [10] and renamed 

as bit recycling for Knuth’s algorithm (BRKA); the 

multiplicity of balancing points was exploited efficiency to 

lower the redundancy of Knuth’s scheme. 

Immink and Weber presented a very efficient encoding 

for both variable and fixed length prefixes in [11]. This 

scheme consisted of associating every word to a balanced 

codeword according to the Knuth’s algorithm, then ranked 

all words associated to a balanced codeword. The rank of 

each word was encoded as prefix. A variation of this method 

was proposed in [12], following the same rule with the 

slight difference that only non-balanced words were 

associated to balanced codewords; this resulted in a small 

gain in redundancy. 

In this paper, we present an efficient algorithm for     

associating words to a balanced codeword which results in a 

prefix length achieving the minimal redundancy for large 

information word length.  

The rest of this paper is organized as follows: some 

work background is discussed in Section II. The new prefix 

coding construction for balancing words is presented in 

Section III. Section IV outlined some performance analysis 

and discussions of the proposed scheme. Finally, the paper 

is concluded in Section V.  

 

II. BACKGROUND 

 

Let 𝒙 = (𝑥1, … , 𝑥𝑘) be a bipolar sequence of length 𝑘  and 

𝒑 = (𝑝1𝑝2 , … , 𝑝𝑟), the prefix of length 𝑟 to be appended to 

𝑥. 𝒄 = (𝑐1𝑐2 , … , 𝑐𝑛), of length 𝒏 = 𝒌 + 𝒓 is the transmitted 

codeword comprised of the encoding of 𝒙  denoted as 𝒙′ 

appended with 𝑝𝑐|𝒙′All these words are defined within the 

alphabet 𝑨𝟐 where 𝑨𝟐 ∈ {−1,1}. Let 𝑑(𝑥) refer to the sum 

of all digits in 𝑥, also called the disparity of 𝑥. The word 𝑥 

is said to be balanced if 𝑑(𝑥) = ∑ 𝑥𝑖
𝑘
𝑖=1 = 0.  

     Similarly, the disparity of the first 𝑗 bits of 𝑥, also called 

running digital sum (RDS), is denoted as 𝑑𝑗(𝑥) ; and 

𝑑𝑗(𝑥) = ∑ 𝑥𝑖
𝑘
𝑖=1  where 1 ≤ 𝑗 ≤ 𝑘. 

      For the scope of this paper, the information word length 

is considered as even. 
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A. Knuth’s balancing scheme 

The celebrated Knuth’s scheme consists of complementing a 

word bit up to certain point. This is equivalent of splitting a 

word into two segments, the first one has its bits flipped and 

the second is unchanged. It was shown in [5] that this 

simple and efficient procedure will always generate at least 

one balanced codeword. If e is the index of the first 

balancing point then, the disparity of 𝒙 is given by:  

𝑑(𝑥) = − ∑ 𝑥𝑖

𝑒

𝑖=1

+ ∑ 𝑥𝑖

𝑘

𝑖=𝑒+1

                      (1) 

Those summations reflect the two segments that build a 

balanced codeword. Because 𝑑𝑗+1(𝑥) = 𝑑𝑗(𝑥) ± 2 , it is 

always 

achievable to find an index e corresponding to a balancing 

point such that 𝑑(𝑥) = 0 . Because this index might be 

unique given a word, by convention, the Knuth’s algorithm 

only considers the first one while inverting from least index 

bits. 

 

In parallel scheme, the index 𝑒 is encoded as the prefix and 

appended to 𝒙′; and the length of that prefix, 𝑟, is given by: 

𝑟 = 𝑙𝑜𝑔2 𝑘, 𝑓𝑜𝑟 𝑚 ≪ 1                 (2) 

 

The redundancy of a full set of balanced codewords of 

length 𝑘, denoted as 𝐻𝑜(𝑘), equals 

𝐻𝑜(𝑘) = 𝑘 − log2  (
𝑘
𝑘
2

)                    (3) 

An approximation of H0(k) was given in [5] as 

  

 𝐻𝑜(𝑘) ≈
1

2
log2𝑘 + 0.326, 𝑓𝑜𝑟 𝑚 ≪ 1         (4) 

 

For large k, the Knuth’s scheme redundancy is almost twice 

larger than 𝐻𝑜(𝑘). 

 

B. Efficient binary balanced codewords 

      Let𝒙𝑗 be the word x𝑥 where first𝑗bits are inverted. If e 

represents the index of the first balancing point, then 𝒙′ = 

𝒙𝒆 is the codeword balanced trough Knuth’s scheme. There 

are k different ways of inverting the word 𝒙. In [11], it was 

established that some words from the set 𝒙𝟏, 𝒙𝟐, … 𝒙𝒌  can  

be associated to the balanced word 𝒙′  following the 

inverting up to the first balancing point’s index as per 

Knuth’s scheme. 

 

Let 𝒔(𝒙′)be the set of all words associated to a balanced 

codeword, 𝒙′ , 𝑠(𝒙′) = 𝑥1, 𝒙𝟐, … 𝒙𝒌  with 1 ≤ 𝑗 ≤ 𝑘  1; and 
|𝒔(𝒙′)|, its cardinality. 

 

Example 1 For k = 6,  

s(001110)={101110, 110000, 110001, 111110} , and 
|s(001110)|=4; Similarly, s(101010) = {001010, 010101}, 

and |s(001110)| = 2. 

 

     The prefix of the encoded word corresponds to the       

information word rank within the subset 𝒔(𝒙′) . It was 

shown in [11] that the size of 𝒔(𝒙′) is such that: 2 ≤

|𝒔(𝒙′)| ≤
𝑘

2
+ 1  where |𝒔(𝒙′)| = max {𝑑𝑗(𝑥)} −

min {𝑑𝑗(𝑥)}  with max {𝑑𝑗(𝑥)  and min {𝑑𝑗(𝑥)  being the 

maximum and minimum RDS values of 𝑥 respectively. For 

the fixed length scheme, the prefix has exactly log2(𝑘/2+1) 

digits while in variable scheme, the prefix length varies 

between 1 and log2(𝑘/2+1).  

       In [12], based on the observation that every balanced 

code 

word is always associated to a balanced word, a 

modification 

of [11] was proposed for packet transmission systems where 

1 ≤ |𝒔(𝒙′)| ≤ 𝑘/2 , |𝒔(𝒙′)| = max {𝑑𝑗(𝑥)} − min {𝑑𝑗(𝑥)} . 

The prefix length in the fixed scheme equals log2 (𝑘/2) 

whereas in variable length scheme, it varies between 1 to 

log2 (𝑘/2).  

Example 2 For 𝑘 = 6, considering the same subsets as 

in Example 1, s(001110) = {101110, 110000, 111110},and 
|s(001110)| = 3; Similarly, s(101010) ={001010}, and 
|s(101010)| = 1.  
      At this point, we are in possession of all tools necessary 

to introduce our proposed scheme.    

 

III. PROPOSED PREFIX CODING SCHEME FOR 

BINARY WORDS 

 

A. Encoding scheme 

The logic behind this scheme consists of associating all 

words to a balanced codeword, 𝒙′, in an efficient way such 

that the size of each subset 𝑠(𝑥′) will be less or equal to a 

certain threshold 𝜆, |𝒔(𝒙′)| ≤ 𝜆. 
      The threshold value, 𝜆 is set to be the average value of 

|𝒔(𝒙′)|. This can be estimated as follow:   

  

Let k be the full balanced set of binary words of length k of 

cardinality |𝐵𝑘|. The value of |𝐵𝑘| was derived in [5] as 

|𝐵𝑘| = (
𝑘
𝑘
2

) =
𝑘!

𝑘
2

! (𝑘 −
𝑘
2

) !
                   (5) 

=
𝑘!

𝑘! −
𝑘
2

!
 

Using Stirling approximation,   

  

𝑥! ≈ √2𝜋𝑥 − (
𝑥

𝑒
)

𝑥

                              (6) 

Its fellows that,   

 

|𝐵𝑘| ≈
√2𝜋𝑥 − (

𝑘
𝑒

)
𝑘

                              

(√𝜋𝑘 − (
𝑘

2𝑒
)

𝑘
2

)

          (7) 

≈ 2𝑘√
2

𝜋𝑘
 

Let Ck be the full set of binary words of length k and |𝐶𝑘|  
its cardinality. |𝐶𝑘| = 2𝑘    

  

Therefore, the average value of  |𝒔(𝒙′)| equals: 

  



𝜆 =
|𝐶𝑘| 

|𝐵𝑘|
=

2𝑘

2𝑘√ 2
𝜋𝑘

                            (8) 

   ≈ ⌈√
𝜋𝑘

2
⌉    

  The ceiling of the value will be considered for the rest of 

the paper, 

𝜆 = ⌈√
𝜋𝑘

2
⌉                                        (9) 

We propose an algorithm called association based on word 

subset relocation (AWSR) for associating words to 

balanced codeword subset such that |𝑠(𝒙′)| ≤ 𝜆. 
The AWSR is a simple and efficient algorithm consisting of 

listing words of length k and associated to a balanced 

codeword 𝒙′ following the lexicographic order. Algorithm I 

present the AWSR procedure. 

 

 
Theorem 1 It is always possible to associate all binary 

words of length k to subsets𝑠(𝑥′) 𝑎𝑛𝑑 |𝑠(𝑥′)| ≤ 𝜆.  

 

         Proof: The following assumption is always 

verified  𝜆 × (𝑘 𝑘/2)  ≤ 2𝑘 .  This means that all 2𝑘 binary 

words can be associated to at most (𝑘 𝑘/2)  balanced 

codeword subsets; and each subset has a size of at most 𝜆 . 

   

Example 3 Considering all binary words of length 4; the 

cardinality of this set is 26 = 64 and there are (6
3
) = 20 

balanced words amongst of the 64.   

The process below presents the associating of all 

information words of length 6 to balanced words subset 

following the AWSR algorithm as described above. p are 

appended prefixes listed in the lexicographic order. It takes 

a prefix length of ⌈log2 (
6

2
) + 1 ⌉ to uniquely rank all 

elements associated a subset. 
 

𝒙′ 000111 001011 001101 001110 010011 p 
 𝒔(𝒙′)         000000     000100 001000 001100 010000 00 

 000001 000101 001001 001101 010001 01 
 000010 000110 001010 001110 010010 10 

 000011 000111 001011 001111 010011 10 

𝒙′ 010101 010110 011001 011010 011100 p 
       𝒔(𝒙′)     010100     011000 011100 100000 100100 00 
 010101 011001 011101 100001 100101 01 
 010110 011010 011110 100010 100110 10 

 010111 011011 011111 100011 100111 10 

𝒙′ 010101 010110 011001 011010 011100 p 
       𝒔(𝒙′)    010100          00 
 010101     01 
 010110     10 

 010111     10 

 

    The AWSR scheme may not lead to all balanced 

codewords with associated words. Therefore, the encoding 

process only considers balanced codewords having 

associated words. 

 

Example 4 (Encoding) Consider balancing the word of 

length 6, x = 010011. 

 

     Following the AWSR algorithm,  𝜆 = 4  and the prefix 

length equals 2. The rank of x is t = 20. The rank of the 

corresponding 𝑥′ is  𝑣 = ⌈20/4 ⌉ = 5. That is 𝑥′  = 010011 

words with ranks between 𝑦1 = 𝜆(𝑣 − 1) + 1 = 17  and 

𝑡2𝜆 = 20   are associated to 𝑥′;  s(010011) = {010000, 

010001, 010010, 010011}. The information word is the 

fourth one within s(010011) corresponding to the prefix p = 

10. 

       Therefore, x is encoded as 𝑐 = (𝑝|𝑥′) =10010011. The 

transmitted codeword c of length n = 6 is balanced. 

 

B. Decoding scheme  

Let the received codeword be c of length n. The following 

steps are followed to retrieve the information word from the 

c. 

• Compute 𝜆 through (9) and set the prefix length to 

𝑟 = log2 𝜆. 

• Extract 𝑥′  as the 𝑛 − 𝑟 last digits of c. Then find 

the rank v of 𝑥′ within 𝐵𝑘where 1 ≤ 𝑣 ≤ |𝐵𝑘|.  
• Find the subset 𝑠(𝑥′) with associated words to 𝑥′ 

of ranks between 𝑡1 = 𝜆(𝑣 − 1) + 1  and 𝑡2𝜆 × 𝑣 , 

where 1 ≤ 𝑡1; 𝑡2 ≤ |𝐶𝑘|. 
• Extract the prefix as the first r digits of c then user 

to recover the information word x from the subset 

𝑠(𝑥′) 

 

Example 5 (Decoding) Consider recovering the information 

word from the received codeword c = 01101100 of length n 

= 6.  

     𝜆 = 4, then r = 2. The codeword 𝑥′ = 101100 with rank v 

= 16. Words associated to 𝑥′  are ranked between 𝑡1 = 61 

and 𝑡2 = 64 , then s(101100)={111100, 111101, 111110, 

111111}.    The prefix p = 01 corresponds to the second 

word in 𝑠(𝑥′)   

     Therefore, the information word is recovered as x = 

111101. 

 

 



 

IV. ANALYSIS AND DISCUSSION OF THE 

PROPOSED SCHEME 

A. Redundancy 

The values of |𝐵𝑘|  correspond to the central binomial 

coefficients of (1 + 𝛼 )k, where is an unknown variable. 

Some of these values can be obtained online from [13].   

      The minimum redundancy for the full set of balanced 

codewords was given in (4). 

       Let N(𝜏 , k) be the number of balanced codewords of 

length k such that 𝒔(𝒙′) = 𝜏 . The average number of bits 

for the construction in [11] is as follow: 

 

  𝐻1(𝑘) = 2−𝑘  ∑ 𝜏𝑁(𝜏, 𝑘)log
2
𝜏 

𝜆
2

+1

𝜏=2

                       (10) 

      The fixed prefix length scheme from [11] has a 

redundancy of  

𝜏 = log
2

(
𝑘

2
+ 1)                                    (11) 

       

The scheme proposed in [12] has the following average 

prefix length 

𝐻2(𝑘) = ∑ 𝜏𝑁(𝜏, 𝑘)log
2
𝜏

𝜆
2

𝜏=1

2𝑘 − (
𝑘
𝑘
2

) ⁄                   (12) 

The average number of bits for the method in [10] is given 

by  

 𝐻3(𝑘) = ∑ 𝑃(𝑐) 𝐴(𝑐)

𝜆
2

𝑐=1

                     (13) 

where 𝑃(𝑐) = 2𝑐+1−𝑘  (
𝑘−1−𝑐

𝑘

2
−𝑐

) , 1 ≤  𝑐 ≤ 𝑘/2, 

        𝑑 = 𝑐 − 2⌊log2 𝑐⌋, 𝑎𝑛𝑑 AV(c)  = (c −

2d). ⌊log2 𝑐⌋.
1

2⌊log2 𝑐⌋ +  2𝑑.
1

2⌊log2 𝑐⌋ . ⌈log2 𝑐⌉ 

 

      In variable length scheme, the prefix should be 

balanced; let ∆𝜏 corresponds to the smallest value of length 

k such that  proposed method is a fixed length scheme that 

takes exactly (𝑘/2) ≥ 𝜏  to uniquely encode every binary 

word of length k. 

      This imposes a slight modification on (12) that  

𝐻1
′ (𝑘) =

2−𝑘  ∑ 𝜏𝑁(𝜏, 𝑘)∆𝜏 

𝜆
2

+1

𝜏=1

2𝑘 − (
𝑘
𝑘
2
)

⁄ (14) 

Similarly, 𝐻1
′ (𝑘) is derived from (10) as fellows 

𝐻1
′ (𝑘) = 2−𝑘 ∑ 𝜏𝑁(𝜏, 𝑘)(∆𝜏)                   (15) 

𝜆
2

+1

𝜏=2

 

The proposed method is a fixed length scheme that takes 

exactly log2 𝜆  to uniquely encode every binary word of 

length k. 

𝑟 = log
2
 𝜆 = log

2
 ⌈√

𝜋𝑘

2
⌉                                        (16) 

≈ log
2

 (√
𝜋𝑘

2
+ 1) 

Therefore, the information length is expressed as  
 

𝑘 =
2(2𝑟 − 1)2

𝜋
                                      (17) 

 

 
Fig.1.Comparison of information word-length vs. 

redundancy for various schemes. 

 

Fig. 1 presents the performance of various schemes on the 

information length vs. redundancy including the proposed 

method. The redundancy of the proposed scheme presented 

in (16) outer-performs almost all art-of-state schemes and it 

is only comparable to the minimum achievable redundancy 

as presented in (4). These results are significantly close to 

capacity. And as k get larger, it achieves the theoretical 

minimum value of the redundancy. 

    This is a significant improvement from state-of-art 

schemes in terms of redundancy at a relatively low 

complexity. However, the concatenation of the prefix p to 

the encoded codeword 𝑥′ , 𝒑 = (𝑝|𝒙′) 0 may not always 

guarantee overall balancing. Therefore, few additional digits 

may be added in order to force overall balancing. In [14], a 

construction was presented to perform overall balancing 

based on Gray code and additional symbols; a similar 

approach may be applied in this work. In [11], it was 

suggested that the prefix could be balanced through a look-

up table or using Knuth’s balancing scheme. We will keep 

this aspect for future investigations. Nevertheless, even by 

taking into consideration the overall balancing, the proposed 

scheme redundancy always converges to the capacity as k 

gets larger. 

 

B. Complexity 

     The complexity of the proposed scheme is essentially 

equivalent to that of the AWSR algorithm which generates 

the subset 𝒔(𝒙′) of words associated to 𝒙′ for encoding and 

decoding. The construction of each subset 𝒔(𝒙′ ) grows 

linearly with the information word length k; since 𝒔(𝒙′) ≤
𝝀,  we conclude that it takes 𝑂(log2𝝀) to generate each 

subset 𝒔(𝒙′) following the AWSR procedure presented in 



algorithm 1. The generated subsets have their words in the 

ordered list corresponding to the lexicographic order. On the 

other hand, the ranking of a word x within the ordered 

subset 𝒔(𝒙′) is a straightforward procedure consisting of 

counting all words occurring before x. Therefore, the overall 

complexity of the proposed method for the encoding and 

decoding is 𝑂(log2𝝀)  operation digits.   

 

V. CONCLUSION 

 

We have presented an efficient and simple scheme for 

constructing binary balanced codes. This is a fixed length 

scheme that has a prefix length of log2𝝀. This method is 

attractive as it does not make use of look-up tables or 

enumerative encoding. This is less redundant scheme 

compared to various existing ones at a relatively low 

complexity. We have shown the association based on word 

subset relocation AWSR algorithm which frames the 

foundation of this work. Also, the decoding can be 

performed in parallel which reduces latency and saves up 

memory.  

     Future works include investigating how to achieve the 

minimum redundancy by combining the multiplicity of 

balancing points to the proposed AWSR algorithm. 
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