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ABSTRACT  
 

This research represents a comprehensive conceptualisation of antecedents of 

systems innovation and how they affect systems innovation in an organisational 

context. It further examines the relationship between information security risks and 

systems innovation. Antecedents of systems innovation are identified based on the 

existing theories such as Diffusion of Innovation (DoI) and Organisational Innovation. 

This research makes use of new systems and technologies which include Big 

Data/Cloud Computing, Blockchain, Internet of Things (IoT), Virtual/Augmented reality 

and Artificial Intelligence (AI) to examine organisations strides towards systems 

innovation. This research is underpinned by the increase in systems innovation and 

the growing concerns of information security risks faced by organisations.  

A quantitative method of analysis was used to analyse data using statistical methods 

with a view to identify relationships between variables. Data collected shows that 

systems and technology must have increased benefits in order to be adopted and the 

complexity of systems does not affect the adoption of such systems and technologies. 

Individual characteristics were found to have no effect in systems innovation whereas 

organisational and environmental elements highly influence innovation in the 

organisation. A relationship could not be established between systems innovation and 

information security risks. This research highlights the importance of ensuring that new 

systems and technologies adds value to the organisation and equally important is to 

ensure management of organisational and environmental elements that affect 

systems innovation. Information security risks should also not be a deterrence for 

systems innovation.  

Keywords: Systems Innovation, Information Security Risks, Organisational 

Innovation, Diffusion of Innovation 
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CHAPTER 1: INTRODUCTION AND BACKGROUND  

1.1. Introduction  

Organisations are increasingly pursuing systems innovation as a way to enhance their 

competitive advantage and to adopt emerging technologies with a view of transforming 

their business operations. Information security concerns that come with new 

technology often deters organisations from pursuing innovation. It is for this reason 

that a study of antecedents of systems innovation and its relationship with information 

security risks is imperative.  

This research examines systems innovation in the context of adopting emerging 

technologies such as Blockchain, Internet of Things (IoT), Big Data/Cloud Computing, 

Virtual/Augmented Reality and Artificial Intelligence (AI). The concept of systems 

innovation refers to an interconnected set of innovations where each innovation 

influences the other (Mulgan & Leadbeater, 2013). The context of this research is 

relatively broad as it looks into all types and sizes of organisations in all sectors. This 

is because innovation is undertaken by various types of organisations and it is 

important to capture a broad sense of issues relating to this study.  

Information security risks that come with these new systems and technologies are also 

at the core of this research as a relationship between systems innovation and 

information security risks will be examined. Antecedents of systems innovation, as 

identified from some prominent innovation theories, are used in this research to 

examine the way organisations pursue systems innovation. Information security is 

pertinent in the area of systems innovation, it is for this reason that this research seeks 

to examine the relationship between systems innovation and information security risks.  

This chapter outlines the background of antecedents of systems innovation and 

information security and highlights related research that has been done on these 

topics. A research gap and problem statement are also outlined to provide a 

comprehensive overview of the significance of this research. The research questions 

and objectives are also highlighted in this chapter with a view to provide a clear 

understanding of what the research seeks to achieve.     
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1.2. Background  

In understanding the concept of systems, the Aristotelian world view presents a 

profound statement that “the whole is more than the sum of its parts” (von Bertalanffy, 

1972:407) which implies that a system is made up of various interconnected 

components. Systems theory has played an important role in many technological 

advancements (Antsaklis & Michel, 2007). As such, the concept of systems is closely 

related to innovation which is defined by Amabile (2011) as the successful 

implementation of creative ideas within an organisational context.  

Pieters (2011) defines information security as the tools and instruments used to protect 

information assets against attacks. Organisations experience increasing costs as a 

result of information security risks which is why it has become a critical issue (Feng et 

al., 2014). The issue of ensuring commitment and understanding of employees to the 

objectives of information security is increasingly becoming pertinent as organisations 

continue to capitalise, build and rollout information security systems (Chang & Lin, 

2007). A large number of security breaches are as a result of employee non-

compliance with information security policies (Nograšek & Vintar, 2014; Hu et al., 

2012; Thompson, 2016). According to Hallová et al. (2017), successful implementation 

of information security can be attained through the implementation of various 

interventions which include the development of policies, procedures, processes, 

organisational structures and software, and hardware functions. 

According to Nechaev et al., (2017) innovation activities often cannot be calculated in 

advance, therefore, there is always an element of risk involved. It is so because there 

is almost no complete guarantee of a successful outcome in any innovation initiative. 

Because of the uncertainty brought by innovation it is important to examine its risks, 

particularly from an information security context.  

Most organisations face major challenges stemming from information security risks 

(Bulgurcu et al., 2010) and various reports in the field of information security 

increasingly highlight that the main source of information security attacks are internal 

employees (Wall & Singh, 2018; Chmura, 2016). This emphasises the importance of 

having a comprehensive understanding of human behaviour in an organisational 

context and how it affects innovation.  
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When looking at similar studies conducted in a South African context it is worth noting 

that most studies relate to information security culture in organisations. Da Veiga 

(2008:02) defines information security culture as “the manner in which employees 

perceive and interact with the controls that are implemented to protect computer and 

information systems and assets in the organisation”. In his study, Nel (2017) 

investigates a measuring mechanism and acceptable standards for information 

security culture which aims at improving organisational culture. In their study van 

Niekerk and von Solms (2003) examined the establishment of information security 

culture within an organisation. Da Veiga and Martins (2015) have also studied how an 

information security culture within an organisation can be constantly improved to 

enhance employee compliance to policies and procedures relating to information 

security.  

 

Some research has been done on information security to explain why employees 

engage in deviant security related acts, how to deter them as well as how to persuade 

them to act as protective agents of information assets (Wall & Singh, 2018). However, 

these studies are unable to comprehensively unpack the relationship or correlation 

between information security risks and antecedents of systems innovation in 

organisations.  

1.3. Purpose of the Study  

As organisations strive to innovate and invest heavily in information security systems 

and technologies, the concept of ensuring employees’ commitment and understanding 

of organisational information security interventions has become even more imperative 

(Chang & Lin, 2007). As such, the problem statement for this study is centred around 

understanding information security risks brought by the adoption of new and emerging 

technologies. This problem statement will assist in unpacking and gaining an 

understanding of the correlation between the two variables. Given this problem 

statement, the research therefore delimited to focus only on studying relationships 

between variables and shall only consider innovation in the context of the five 

technologies as highlighted in the introduction above. The study will also be limited to 

South African organisations only. 

Millions are spent by organisations on technical security tools like firewalls, intrusion 

detection systems (IDSs) and encryption tools with a view to ensure protection against 
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common technological threats (Jouini & Rabai, 2016). Therefore, if information 

security risks and systems innovation correlate, it would mean that organisations 

would need to consider the use of multiplexity of solutions to tackle information security 

risks particularly in when adopting new systems. According to Alzamil et al. (2015) risk 

is considered proportional to the expected losses which can be caused by an event 

and to the probability of such event. This is an indication that organisations face a 

great loss if information security risks are not adequately managed and controlled.  

1.4. Research Objectives 

This study seeks to explore the relationship between systems innovation and its 

antecedents as well as with information security risks in an organisational context. In 

light of the above research objective, the main research shall also seek to meet the 

following secondary objectives;  

• Examine the relationship between systems innovation and information security 

risks;  

• Examine the relationship between systems innovation and its antecedents 

using attributes of Diffusion of Innovations; and 

• Investigate the extent to which systems innovation is influenced by its 

antecedents through organisational innovation.  

 

1.4.1. Research Questions  
• How does systems innovation influence information security risks within an 

organisational context? 

• What relationship exists between components of innovation theories and 

systems innovation?  

• To what extent do antecedents of systems innovation influence the rate of 

systems innovation in organisations? 

1.5. Justification of the Study  

This study provides valuable insights as it investigates information security risks in 

relation to new technology and systems implemented in an organisational context. The 

findings of this research will be important as they will provide insights to organisations 

with regards to how information security relate to systems innovation. As stated in the 

background, a research gap exists in the literature as there has not been enough 
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research done on information security risks relating to systems innovation and the 

same is also true regarding the investigation into antecedents of systems innovation.  

1.6. Chapter Layout  

According to Academic Coach and Writing (ACW) (2017), there are many variations 

on how the chapters of a research report can be structured. For this research the 

chapters shall be structured as follows;  

Chapter 1: Rationale and Background  

This chapter provides a background of the research topic and also gives a brief 

overview of why the research is being conducted. The rationale and background 

chapter also identifies gaps in the literature which the research aims to address.  

Chapter 2: Preliminary Literature Review  

The preliminary literature review provides a broader theoretical understanding of the 

topic. This chapter also establishes a link with other similar studies that have been 

conducted. The literature review forms a theoretical basis for this study. The 

theoretical framework and research hypotheses are also outlined in this chapter.  

Chapter 3: Research Methodology  

This chapter examines the approach and methodological choice for the research. It 

also outlines the way the research will be conducted. The research methodology 

chapter explains the research paradigms, epistemological approach as well as the 

philosophical paradigms. Sampling techniques, research population, and data 

collection mechanisms are also outlined in Chapter 3.  

Chapter 4: Research Findings and Analysis 

In this chapter, the data gathered will be interpreted, analysed and evaluated. This 

chapter provides a statistical analysis of the data collected which shall assist in making 

conclusions thereby developing research findings. Therefore, the result of the 

research will be found in this chapter.  The research hypothesis will also be tested in 

this chapter. 
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Chapter 5: Discussion and Conclusion  

Chapter 5 links the research finding with the research objectives and also 

contextualises the data analysis to link with the objectives of the study.  This chapter 

also discusses the research findings and their implications on the population and to 

the general business environment.  While serving as the overall conclusion for the 

research, this chapter also discusses the limitations of the study as well as the 

contribution to knowledge.  

1.7. Chapter Summary  

The background, objectives and problem statement are outlined in this chapter, and 

these sections provide an outline of the study and its intentions. The concepts that are 

being studied are also outlined in this chapter providing a comprehensive view of how 

the study links to the organisational environment. This chapter, therefore, serves to 

introduce the study, it’s intentions and its key components.   
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CHAPTER 2: LITERATURE REVIEW  

2.1. Introduction  

Pieters (2011:327) defines information security as “the tools and mechanisms used 

for the protection of information in the face of attacks”. The main objective of 

information security is to ensure the confidentiality, integrity and information availability 

(Chmura, 2016). In order to achieve this objective organisations often implement 

technology tools, processes and procedures to protect against information security 

risks which are particularly aimed at undermining confidentiality, integrity and 

availability of information. Stewart & Jürjens (2017) considers human activity as the 

most critical factor in the management of information security and therefore this 

presents significant risks to information security.  

2.2. Information Security Risks  

Bhattacharjee et al. (2012) define information security risks as potential damage that 

is caused when a threat exploits a vulnerability to cause damage to an information 

asset. In order to deal with such vulnerabilities, organisations need to implement both 

physical and organisational measures (Fenz & Ekelhart, 2009).  Also important is the 

measurement of the probability of information security risks, as Ekelhart et al. (2009) 

indicate that threat probability determination is the solution to determining realistic 

threat probability values and, thus the risk calculation. A quantitative and qualitative 

analysis is needed to determine the probabilities of the various possible threats (Ketel, 

2008).  

 

There are several security frameworks, which can be used to quantify the 

effectiveness of security controls in an organisation (Breier & Hudec, 2011). According 

to Ataya (2013), Control Objectives for Information and Related Technologies (COBIT) 

5, is used by enterprises to build and sustain an efficient and effective core risk 

governance and management of activities as well as to describe processes of 

identifying, analysing, responding to and reporting on risk. The International Standards 

Organisation (ISO) 27001 is another framework used in the field of information security 

risk. Lomas (2011) states that ISO 27001 is a framework used mainly for risk 

assessment, risk treatment, risk controls, risk monitoring and reviews, risk 

improvements, documentation systems, audits, and reviews. Information security 
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standards provide an organised method of management to implement best practices 

in controls and in measuring the level of risk that is acceptable within organisations 

(Pinheiro & Júnior, 2016). 

2.3. Information Security Policy Compliance  

One of the most effective ways to manage information security in organisations is 

through the development and implementation of stringent policies that govern 

employee behaviour, particularly when dealing with information assets. Employees’ 

adherence towards established Information Security Policies (ISP) is critical when 

seeking to reduce information security risks (Nasir et al., 2017). Buthelezi et al. (2016) 

notes that organisational culture also plays an important role in this regard as 

compliance with the ISPs is heavily dependent on what is accepted as appropriate 

behaviour among fellow employees. The ISO 27001 assists organisations to have a 

policy and an approach or framework for implementing, sustaining, monitoring, and 

improving systems in line with organisational policies and culture (Lomas, 2011).  

 

One of the major issues affecting ISP compliance is the awareness of such policies 

within an organisation. In their study, Bulgurcu et al. (2010) found that information 

security awareness of employees has a direct influence on their attitude toward 

compliance. As Hina and Dominic (2017) reiterates, the effectiveness of ISPs is still 

questionable as the content of these policies is not often delivered through reliable 

security education, training and awareness programs. Organisations therefore need 

to raise the information security awareness level of users in order to protect 

themselves against information security attacks (Alohali et al., 2017). 

2.4. IT Governance  

Information Technology (IT) governance consists of policies and procedures with 

appropriate controls for monitoring IT risks, controlling IT assets, and ensuring 

compliance with laws and regulations (Nicho & Khan, 2017). The prevailing culture 

within organisations also has an impact on the manner in which they strive to manage 

the governance of IT. The interconnectedness of IT creates a gap in understanding 

how information security breaches occur which is why it is important that information 

security interventions are linked with IT governance as well as organisational 

corporate governance to ensure a holistic approach in managing information security. 
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There’s often a common misconception in many organisations that information 

security governance falls under the jurisdiction of their information technology 

department and is separate from organisational corporate governance (Corriss, 2010). 

2.5. Information Security Vulnerability  

It is critically important for organisations to maintain the best condition of information 

security posture to lessen information security risks. According to Hlatshwayo and 

Adeyelure (2018) information security influences processes for successful deployment 

of systems in organisations. The following are some of the elements that affect 

information security vulnerability:  

• Opazo et al. (2017) notes that social engineering related attacks take 

advantage of user apathy or lack of knowledge about good information security 

practices and deceive users into allowing access to malicious software 

programs to infiltrate information assets. These attacks are mainly based on 

gaining the user’s trust and use various deception mechanisms to gain access 

to the information technology infrastructure or data. Conteh and Schmick (2016) 

identified various social engineering techniques which include pretexting 

(fabricating information in order to gain information from the target), baiting 

(which involves enticement strategies), quid pro quo where the target is offered 

service in exchange for information and tailgating which involves gaining 

access through impersonation or similar mechanisms;  

• Technical flaws and ineffective information security systems to protect data also 

present vulnerabilities. Constant monitoring of access to information and 

access points, either remotely or by third-party vendors, is also essential to the 

continuing success of any cyber-risk plan (Thompson, 2016); and  

• Social media also exposes organisations to a considerable amount of 

vulnerabilities and as Abubaker and Boluk (2016) indicates, activities such as 

sharing information, posting comments, uploading photos, and updating 

statuses may require users to install many types of applications and programs 

which may potentially pose threats to organisational information assets.  

An increase in the number of vulnerabilities results in great threats to reliability and 

confidentiality of information systems (Zhao & Dai, 2012). Despite this reality, data 
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from the Gartner’s (2018) database shows a steady increase of information security 

vulnerabilities over time as illustrated in Figure 2.1 below.   

Figure 2.1: Information Security Vulnerabilities by year 
 

 
Source: Gartner (2018) 

 
Penetration testing and vulnerability assessments must be performed to identify and 

analyse information security vulnerabilities in order to defend networks and systems 

against threats and attacks (Savaglia & Wang, 2017). The use of Common 

Vulnerability Exposures (CVE) and Open Vulnerability Assessment Language (OVAL) 

lists is widely accepted as a form of best practice in dealing with information security 

vulnerabilities. According to Martin (2003), these lists allows for identification of 

mistakes in software code that may allow hackers to gain access to organisational 

information or capabilities.  

2.6. Information Security and Organisational Culture  

Studies have shown that non-technical issues are at least as important as technical 

issues in safeguarding an organisation’s sensitive information (Alfawaz et al., 2010; 

Bulgurcu et al., 2010). Sung and Kang (2017) indicate that most security incidents 

start with people's mistakes and indifference, not technical inadequacies. Therefore, it 

is important that in combination with a technical approach, employee and 

organisational factors should also be addressed (Stewart and Jürjens, 2017). Corriss 

(2010) reiterates that in order to achieve positive results in information security 

management it is necessary to raise the levels of awareness of all members of the 

organisation so that information security becomes an integral part of the organisational 

culture.   
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Geert Hofstede developed a well-known multidimensional approach in quantitatively 

measuring culture in the 1980s. Hofstede’s provides a theoretical framework clusters 

cultures based on four dimensions: power distance, individualism-collectivism, 

uncertainty avoidance, and masculinity-femininity (Ozdemir et al., 2016). Although this 

model provides a rather comprehensive way in which dynamics of the organisational 

culture can be evaluated and measured, it is much more applicable at a national level 

than at a corporate or organisational level. Yoo (2011) adds that equating the 

stereotypical culture of a country directly to all citizens of the country would be 

misleading because when culture is defined at the national level it should still be tested 

if organisations are consistent with such cultural orientation. However, Khastar et al. 

(2011) argue that national culture has a significant impact on employees’ attitudes and 

values. Therefore, it is important to view information security culture within an 

organisation as influenced by broader environmental and national cultural dynamics. 

2.7. Innovation in an Organisational Context  

Organisations pursue innovation for different reasons, however, all of them do it with 

an aim of gaining some sort of value. According to Pisano (2015) some of the reasons 

why organisations innovate is to make a product or service perform better, make it 

user friendly, more convenient to use, more reliable, more durable, and cheaper. This 

often requires a lot of commitment from organisations. Other organisations pursue 

more open-market and outbound innovation strategies where they open innovation 

borders to vendors, customers and even competitors (Rigby & Zook, 2002).  

 

Organisational Factors  

Innovation poses tremendous challenges, despite its promised potential, some of 

which may be detrimental to information security (Khazanchi et al., 2007). Innovation 

is seen as part of a broader concept of organisational culture in many organisations. 

Shubin and Gladkyy (2013:240) define organisational culture as “an element of the 

internal environment of the organisation that has certain phenomenological 

components”.  Organisations often encounter challenges emanating from values and 

behaviours of employees which may include shortcuts, workarounds and informal 

ways of doing things, such informal ways of operating technology and systems are 

largely driven by organisational culture (Ashenden & Sasse, 2013). Organisational 
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culture is important when seeking to implement processes that support systems 

innovation (Khazanchi et al., 2007; Tellis et al., 2009). 

 

Innovation in IT is heavily influenced by individuals and organisational culture (Seale, 

2017). Joubert (2016) identifies technology innovation and a positive organisational 

culture as important synergies for positive technology influence in any organisation, 

particularly for new product development. There has been a developmental shift of 

privacy-enhancing technologies from risk governance and a move towards innovation 

governance (von Schomberg, 2011).  

 

According to Hwang and Choi (2017), an innovative culture may strengthen 

cooperation between employees, and also improve compliance to ISPs and 

procedures. According to Stewart and Jürjens (2017) employees trained in security 

awareness improve innovation and increase work productivity. In order to reduce 

information security risks, leaders at all levels of an organisation can assist in building 

and sustaining a culture with strong support for innovation, experimentation, flexibility, 

and continuous improvement (Hagen et al., 2011).  

 

However, in their study Chang and Lin (2007) found that innovation orientated 

organisational culture traits are not associated with information security management 

principles of the CIA (Confidentiality, Integrity, and Availability) triad. Chang and Lin 

(2007) found that organisation characterized by innovation-oriented culture traits 

would find a low level of information security management implementation of 

confidentiality, integrity, availability, and accountability. Györy et al. (2012) also concur 

that user-driven innovations that are non-compliant with ISPs pose a security risk in 

many organisations. 

 

Environmental Factors  

Current innovations in IT are practically applicable in almost all sectors of business 

and they have lower levels of risks in their local environment, however, the usage of 

information systems has expanded significantly with some extended to the global 

environment, therefore exposing these systems vastly to more security risks (Kumar 

& Singh, 2013; Mubarak, 2016).  
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Innovation is increasingly regarded as a critical source of sustainable competitive 

advantage that organisations can use to deal with the rapidly changing environment 

(Yeh-Yun Lin & Liu, 2012; Crossan & Apaydin, 2010; Hogan & Coote, 2014; Khazanchi 

et al., 2007; Lynch et al., 2010). Hogan and Coote (2014) state that innovation is a 

prerequisite for any organisation to succeed in increasingly dynamic and competitive 

markets and research also indicates that there is a positive correlation between 

organisational success and innovative culture. 

 

Individual Factors  

Information security research has become a well-established area within the 

information systems discipline over the past decade. A number of underlying theories 

are used by researchers from reference disciplines which includes psychology and 

sociology to critically analyse information security risk management (Appari & 

Johnson, 2010). Omidosu and Ophoff (2016) state that the ultimate success of 

implemented information security measures is highly dependent on the information 

security behaviour of computer users and actual adoption and use of security 

measures. Figure 2.2 below is a model of information security behaviour amongst 

employees.  

 
Figure 2.2: Model of Information Security Behaviour amongst Employees 

 
 Source: Barzak et al. (2016) 
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The model by Barzak et al. (2016) indicates that employee behaviour towards 

information security can be intended or unintended and it also follows levels of 

compliance as well as checks on whether the behaviour is obligatory or recommended. 

Using this model, one can determine whether the behaviour is intended to cause harm 

or not. Non-compliance of employees to ISPs has been noted to lead to breaches that 

have cost organisations (Njenga, 2017). 

2.8. Antecedents of Systems Innovation  

A number of organisations are embracing and welcoming the notion of information 

system innovation and the effective adoption and the diffusion of information systems 

and technologies in organisations has become a key managerial objective (Matsebula 

& Mnkandla, 2016).  For this reason, systems innovation is unpacked examining the 

adoption of systems and technologies such as the Internet of Things (IoT), Artificial 

iIntelligence (AI), blockchain, cloud computing/big data, and augmented reality/virtual 

reality.  

2.8.1. Artificial Intelligence (AI) 

XIao-yang (2011) defines artificial intelligence as the study of how machines are used 

to imitate the human brain to conduct thinking and cognitive activities. Over the past 

20 years, significant progress has been made towards the advancement of AI 

technologies and some of the examples include Google’s AI system, AlphaGo, which 

successfully challenged Lee Se-Dol (one of the world’s Go players) in a Go match 

(Gan et al., 2017). Recent studies also show that AI applications may be better at 

identifying and diagnosing eye diseases than human doctors (Ward, 2018). 

Developments of AI applications in the past years enable the use automation of 

customer service tasks with significant efficiency gains in various sectors (Riikkinen et 

al., 2018). 

 

A study conducted by Gartner in 2018 shows that 4% of Chief Information Officers 

(CIOs) have already implemented AI within their organisations, while a further 46% 

have developed plans to do so (McCall & van der Meulen, 2018). Forni and van der 

Meulen (2018) predicts that by 2022, AI applications will replace highly trained 

professionals in the fields of medicine, law and IT. In the next decade, AI applications 
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and techniques will increasingly be adopted in our daily lives to decrease the human 

burden of some tasks (Lyu, 2018). 

XIao-yang (2011) argues that with the increasing development of AI and maturation of 

its application methods, AI will become increasingly powerful in its serviceability of 

information security assurance. However, Gan et al. (2017) believe that an increase 

in the AI adoption may present many unintended consequences if related threats are 

not identified and prevented timeously. With all the benefits of AI, there comes new 

threats of diminishing privacy (Srivastava et al., 2017).  

2.8.2. Internet of Things (IoT) 

IoT involves the use of different technologies and applications with capabilities 

involving blockchains, virtual reality, connectivity to the cloud, artificial intelligence and 

big data analytics (Vermesan et al., 2017). The use of computers has moved from 

mobile devices to connected IoT devices, in an era where IoT security has changed 

from time to time in response to technological changes and market needs 

(Vorakulpipat et al., 2018). Li et al. (2018) state that while IoT has the potential to offer 

users smart capabilities, it is also affected by raising security and privacy challenges.  

 

IoT technologies have experienced tremendous growth over the past years, by 2015, 

4.9 million devices were already connected and 25 billion devices will be connected 

by 2020 (Lyu, 2018). There has been a number of estimates of the impact of the IoT 

on the global economy, with projections that the number of deployed devices will reach 

50 billion by the year 2020 and that the total global economic impact may be up to 

USD10 trillion by 2025 (Gartner, 2018). Figure 2.3 below shows the growth of IoT 

devices versus traditional human-centric devices.  
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Figure 2.3: Human Computer Versus IoT Devices (Millions of Units)   

 

Source: Gartner (2018) 
 

The number of diverse interconnected IoT devices keeps increasing exponentially, 

introducing new security and privacy challenges (Anthi & Burnap, 2018; Chawla & 

Thamilarasu, 2018). IoT is increasingly becoming a successful technology, 

corporations which adopted it have experienced a positive outcome on their annual 

revenue (Nzabahimana, 2018). Although many organisations have cultivated benefits 

from IoT implementation, it is equally important to consider its challenges with 

cybersecurity. According to Lyu (2018) it is important to consider that IoT cybersecurity 

challenges and attacks may outweigh any of its benefits. In their study, Pan and Yang 

(2018) conclude that creating synergy between the IoT and the emerging blockchain, 

AR/VR and AI technologies could potentially generate many useful impacts and 

present a multifaceted information security posture.  

2.8.3. Blockchain 

According to Liu & Xu, 2018 and Rawat & Alshaikhi, 2018 blockchain is a distributed 

public ledger technology. This technology is also commonly used as a platform for 

cryptocurrencies with the most prominent one being Bitcoin. Blockchain technology 

has redefined how information is stored and disseminated on the information network 

where neither participant needs to know each other, and nor does it require third-party 

certification bodies to participate (Liu & Xu, 2018). The growth of blockchain has led 

to a number of solutions that provides a decentralized personal data management 

system that enables users to own and control their information (Zyskind & Nathan, 

2015). Figure 2.4 below provides a forecast of the growth pattern for blockchain 
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showing its different phases. The growth envisaged is one that involves a widespread 

programmable economy with comprehensive solutions for different industries.  

Figure 2.4: Blockchain Spectrum  

 
Source: Gartner (2018) 

 

Blockchain technology is highly secure and its structure makes it almost impossible to 

maliciously tamper with the recorded transactions (Pan & Yang, 2018). The security 

posture presented by this technology makes it more desirable to organisations who 

would like to adopt it. The technical framework for blockchain is outlined in the diagram 

below.  

 

Figure 2.5: Blockchain Technical Framework 

 
Source: Dai et al. (2017) Big Data/ Cloud Computing 
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Cloud computing and big data continue to be disruptive forces in the technology 

environment (Eickholt & Shrestha, 2017). Cloud computing has experienced an 

extremely successful paradigm of service-oriented computing and this has led to a 

tremendous increase in the scale of the data generated and consumed by applications 

(Agrawal, 2011). The management of big data has also led to several cloud-based 

applications and this is indicative of how the two technologies are complementary to 

one another.  

2.8.4. Virtual/Augmented Reality 

The concept of visual reality was developed in 1999 to supplement the existing 

broader views on virtual reality and the first research experiments measuring the 

effectiveness of virtual reality started as early as 1995 (Toumpalidis at al., 2018). 

According to Wang (2011), virtual reality has four essential factors which are 

simulation, immersion, feedback and interactive. Security remains a primary concern 

in the adoption of virtual reality and augmented reality technology as there’s often a 

large amount of data that is cultivated on these technologies. Augmented reality and 

virtual reality technologies also place a lot of emphasis on reliability, therefore, it is 

essential for these technologies to present a solid information security posture.  

 

Gulec et al. (2018) identify virtual reality as a technology that immerses the users in a 

virtual environment that is designed to be similar to real life whereas with augmented 

reality users are presented with a realistic view which is augmented with elements of 

virtuality. Virtual reality technology provides suitable services for many sectors, 

according to Hill and Lee (2010) this technology is extensively explored by librarians, 

gamers, museum curators and educators to develop a simulated immersive 

exploratory and learning environment.  

 

Virtual reality and augmented reality technologies has experienced significant growth 

over the years with devices such as Head Mounted Displays (HMD) having attracted 

interest and investment from major corporations such as Facebook, Sony and 

Samsung (McGill et al., 2015). It is without a doubt that these technologies will 

continue to grow. The International Data Corporation (IDC) (2018) forecasts that 

virtual reality and augmented reality HMDs will grow from 8.1 million units in 2018 to 
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39.2 million units by the end of 2022. Figure 2.6 below represents the growth forecasts 

for HMD devices between 2018 and 2022.  

 

Figure 2.6: Worldwide AR/VR Headsets Forecast  

 
Source: IDC (2018) 

 

Despite the growth rate of cloud computing adoption and the benefits it brings to 

businesses, there is also a growing information security concern especially relating to 

risk areas such as external storage of data, dependency on the public internet 

connections, lack of control, multi-tenancy and integration with internal security 

controls (Hashizume et al., 2013). Zissis and Lekkas (2012) identified other 

information security concerns associated with cloud computing as trust, identification 

of threats, confidentiality and privacy, integrity as well as availability. As cloud 

computing is rapidly evolving, the risks and controls addressing it are also subject to 

continuous change (Bendovschi & Ionescu, 2015). 

2.9. Amabile’s Theory of Innovation  

The concept of innovation has become an important element in organisational 

research (Chuang, 2007). This has led to the development of various theories that are 

further used in this research to unpack and understand the concept of innovation from 

an organisational context. One such theory is the organisational innovation model that 

derived from Amabile (1988) who developed a model for creativity and innovation in 

organisations. In this theory, there are four components that are necessary for any 
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creative response which include domain relevant skills, creativity-relevant processes, 

intrinsic task motivation, and the social environment in which the individual is working 

(Amabile, 2011). Figure 2.7 below depicts Amabile’s model for organisational creativity 

and innovation.  

Figure 2.7: Model for Organisational Innovation and Creativity   

 
Source: Amabile and Pratt (2016) 

 

This model shows major elements in which innovation and creativity are measured, 

emphasis is made on the three major elements of innovation which are individual, 

organisational and environmental elements. According to Chuang (2007), these 

components mutually complement and interact with one another, and affect 

organisational innovation. Organisational innovative behaviours include actions such 

as seeking out new ideas, championing ideas within an organisation as well as 
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securing funds and planning for the implementation of creative ideas (Carmeli & 

Spreitzer, 2009).  

2.9.1. Individual Components  
One of the greatest characteristics of the organisational innovation model is that it 

places emphasis on individual creativity as it is believed to be the main element that 

influence organisational and environmental factors of innovation (Chuang, 2007). 

Individual components of the organisational innovation model include intrinsic 

motivation to perform the task, skills in the task domain and skills in creative thinking. 

Apart from being influenced by knowledge, skills, and abilities, innovative behaviour 

has been found to be largely a motivational issue (Pieterse et al., 2010). This highlights 

the important role that intrinsic motivation plays in individual innovation and creativity. 

The desire to perform better than others can motivate individuals to tap into the full 

potential of their skills and abilities and this can drive them to participate in innovating 

and developing ideas (Witt & Robra-Bissantz, 2012). Skills are important as they 

provide individuals with the fundamental knowledge of how things work. Lynch et al. 

(2010) indicate that the personality trait of openness or open-mindedness is used to 

refer to an innovative individual and this refers to the cognitive ability of an individual 

to think creatively and innovate.  

 
2.9.2. Organisational Components 
According to Noruzy et al. (2013) innovation is more of a collective achievement than 

an individual act. An organisation is formed by a collective of individuals who share 

the same goal and interest. Different organisational variables such as policies, 

resources, and culture can influence organisations (either positively or negatively) in 

their information security interventions. Organisational components are discussed 

below in relation to information security risks. 

Policies  

According to Beris (2016), organisations have recognised that successful information 

security management involves managing undesirable security behaviour from 

employees. Such undesirable security behaviour can be managed through the 

application and enforcement of security policies, guidelines and procedures and 

ensuring compliance (Bhattacharjee, 2012). Whilst employees are the ones violating 
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information security policies and are considered as a threat, Njenga (2017) argues 

that they should be equally and uniquely seen as the solutions to information security 

risks while also being co-creators of policies. Bulgurcu et al. (2010) reiterate that 

information security is shifting towards individual and organisational perspectives and 

this has emerged as a key socio-organisational aspect because employees are often 

the weakest link when it comes to information security.  

 

Resources  

The desire for accomplishment, accountability, and contingent awards does not 

necessarily lead to perceived self-efficacy towards compliance, other factors such as 

resources must be in place to achieve intended results in information security 

management (Hu et al., 2012). Information security is also about the protection of the 

information using resources (van Niekerk & von Solms, 2003). Therefore, the 

resources at the disposal of the organisation can play a role in the manner in which 

information security interventions are implemented.  

Culture  

According to Chang and Lin (2007) organisation culture is the media between 

management and organisational behaviour, and different companies usually have 

different organisational cultures. In their study, Stewart and Jürjens (2017) 

recommended that information security interventions should be delivered in line with 

organisational culture and best practices. The information security culture within an 

organisation is also a very significant variable as it shows the extent to which 

information security behaviour is embedded with organisational values as well as best 

practices.  

 

2.9.3. Environmental Components  
Legislation  

Information security has been identified as a critical component contributing towards 

national security in South Africa (Grobler et al., 2012) and it is for this reason that 

national legislation is developed to protect the interests of the country and particularly 

individuals and organisation from becoming victims of incidents relating to information 

security. According to Kshetri (2013) under-regulation and lack of enforcement have 
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led to a growth in the informal economy and organised crime, culminating in the growth 

of cybercrimes. Therefore, changes in legislation may also affect information security 

interventions in organisations. These developments have led to the enacting of the 

Protection of Personal Information (PoPI) Act 4 of 2013 and the development of the 

Cybercrimes and Cybersecurity Bill by the South African Government.  

Technology  

Changes in information technology are often rapid and compel organisations to make 

changes to their internal environment in order to adapt. New technologies require new 

policies, and both require employee training and education (Whitman & Mattord, 

2012). Novel technologies may have an effect on information security, for example, 

with each exposure the user learns more about the technology and so the probability 

of infection would increase (Myers et al., 2012). It is critical for organisations to keep 

track of changes not only of technology but also on patterns of data, consumer trends 

and other infrastructure related to technology.  

Competitors  

Competitors have a number of ways in which they can influence an organisation’s 

information security interventions. One is by engaging in direct malicious acts to try 

and gain information about an organisation through various mechanisms such as 

hacking and espionage. Competitors can also use their competitive advantage to 

advance their business thereby forcing other organisations to also explore new 

technologies, processes or business strategies to keep up. Such advances may come 

with new information security risks and would compel an organisation to act 

accordingly.  

2.10. Diffusion of Innovation  

The Diffusion of Innovation (DoI) theory was developed by Everett M. Rogers in the 

late 1960s and more research is still being developed using this theory (Gouws & van 

Oudtshoorn, 2011). Rogers’s theory is one of the most popular ones for studying the 

adoption of technology and understanding how innovation is spread amongst the 

users (Zhang et al., 2015; Al-Jabri & Sohail, 2012). Innovation in information 

communication technology (ICT) has continuously provided new opportunities, it has 

transformed people’s lives and their adoption to technology (Waheed et al., 2015). The 
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DoI has different categories for innovation adoption, Gouws and van Oudtshoorn 

(2011) indicates that these categories move along a continuum of innovation adoption. 

Figure 2.8 below shows the different categories identified in the DoI. 

Figure 2.8: Categories of Diffusion of Innovation 

 

 Source: Kaminski (2011) 

These categories are mainly used in research that seeks to understand the innovation 

adoption patterns as they serve as a consequence of the diffusion processes (Al-Jabri 

& Sohail, 2012). However, in research that seeks to evaluate the relationship between 

information security risks and systems innovation, the components of DoI provide 

much more relevant options as variables.  

Attributes of DoI  

Over and above the categories of DoI, Rogers identified several attributes of 

innovation that are key in influencing innovation adoption (Al-Jabri & Sohail, 2012). 

Technological innovation research has provided several variables for studying 

organisational adoption (Al-khafaji et al., 2014). According to Rogers (1995), these 

attributes are relative advantage, complexity, compatibility, trialability, and 

observability. For the purposes of this research, only relative advantage and 

complexity will be used as variables because the two attributes are widely used in 

information systems adoption. An example of the DoI attributes on the adoption of e-

business is shown in Figure 2.9 below.  
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Figure 2.9: Schematic Diagram of the DoI Attributes 

 

 Source: Luqman and Abdullah (2011) 

2.10.1. Relative Advantage  
According to Zhai (2011), relative advantage is considered as the degree to which an 

innovation is perceived to be better than other competing innovations. Research has 

shown that when businesses perceive a relative advantage regarding an innovation, 

the likelihood of the adoption can increase (Gide & Sandu, 2015). Therefore, the 

innovation potential of the organisations increases with relative advantage.  

2.10.2. Complexity  
Complexity has been defined as the degree of difficulty users experience in 

understanding or using an innovation (Zhai, 2011). Some researchers have concluded 

that new technologies must be easy-to-use and accessible for amplifying the 

proportion of adoption (Ali et al., 2015). Therefore, when a new product, service, 

process, or system is introduced within an organisation, it is important to ensure that 

such innovation is not complex especially for the users as this can affect the rate of 

adoption.   
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2.11. Research Hypotheses  

The model in Figure 10 below provides an illustration of the conceptual framework for 

this research. The hypotheses described below are outlined in the diagram below with 

a view to depict the relationship between the variables. This model comprehensively 

show what variables are being studies and how such variables will be tested against 

one another. The two innovation theories illustrated in the literature review above are 

integrated with this framework with a view to ensure that technological and 

organisational aspects of innovation are represented in the research. These theories 

also provide important sub-components or attributes which are further used in the 

research to measure antecedents of innovation. Diffusion of Innovation and 

Organisational Innovation theories were preferred because of their relevance to the 

study and also because these are prominent theories in the area of innovation which 

have been tested by various scholars.  

 

Figure 2.10: Conceptual Research Framework 

 
 

H1: Complexity of systems influences the rate at which organisations implement 
system innovation. 

 

H2: There is a relationship between relative advantage and systems innovation.   

 

H3: Individual factors are affected by the rate of systems innovation. 
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H4: Organisational factors such as policies, resources, and culture influence systems 

innovation.  

 

H5: The external environment which includes technology, competitors and regulations 

is affected by systems innovation. 

 

H6: Information security risks are affected by an increase in the organisation’s systems 

innovation.   

2.12. Chapter Summary  

This chapter provides a theoretical background of the study whilst also unpacking 

theoretical underpinnings related to the variables being studied in this research. The 

technologies being studied in this research are further outlined in this chapter together 

with theories surrounding information security and systems innovation. The literature 

review looks at these technologies from an adoption point of view and highlights 

research that has been done in such areas. The two theories used in this research are 

also outlined in detail to substantiate why the theories are relevant for this study.  
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CHAPTER 3: RESEARCH METHODOLOGY 

3.1. Introduction  

This chapter outlines the research strategy and methodology which is an important 

section indicating how the research will be carried out. The research paradigm 

discussed below provides a philosophical stance for the research while the research 

methods indicate which research methods will be used for the research. Other key 

concepts discussed in this chapter include population and sampling, data collection, 

data analysis as well as ethical considerations for this research.  

3.2. Research Paradigm 

The selection of a methodology is largely dependent on the research paradigm which 

informs the research approach, particularly, ideas about the nature of reality and 

humanity (ontology), the theory of knowledge that informs the research (epistemology) 

and the method used to gain knowledge (methodology) (Tuli, 2010). This research 

follows an ontological assumption of objectivism as it is based on principles of 

objective reality and independence with an epistemological assumption of objectivism. 

Interpretivism would not be suitable for this study because a quantitative methodology 

is used. According to Goldkuhl (2012) interpretivism is a dominant research paradigm 

for qualitative studies. The positivist ontological assumption is therefore ideal for this 

study because it is objective as opposed to interpretivism which is considered to be 

highly subjective.  

As the literature review above suggests, there is significant knowledge that has been 

tested through various methods and vetted to be valid in the field of information 

security risk as well as innovation. Therefore, the epistemological approach to this 

research is that existing innovation theories will be used to better understand how 

systems innovation affect information security risks. This study involves the use of two 

theories to develop the conceptual framework which are the Diffusion of Innovation by 

Rogers (1995) and Organisational Innovation by Amabile (1988). A deductive 

approach to theory development is therefore taken as it deemed relevant when using 

existing theories to explain relationships between various phenomena.  
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The research philosophy behind this study is positivism which according to Saunders 

et al. (2012), relates to a philosophical stance of the natural scientist and entails 

working with an observable social reality to produce generalisations.  

3.3. Research Strategy  

The study follows a methodological choice of mono-method quantitative. According to 

Rusli and Ali (2003), quantitative research is commonly understood as research that 

extensively uses descriptions, concepts and theories to examine the nature of and 

relationship between variables. A survey questionnaire was used to collect data which 

sought to measure constructs relating to antecedents of system innovation, systems 

innovation, and information security risks. In quantitative research, several hypotheses 

are developed and statistical analysis is used to explain several complex and causal 

relationships between variables (Desai, 2016). As the objective of this research is to 

measure correlation, the measurement and analysis of causal relationships between 

variables becomes very crucial as it assists in understanding how the constructs relate 

with one another. Therefore, this research places a lot of emphasis on measuring and 

analysing causal relationships between different constructs.  

It is important to note that this research strategy has limitations in that it has limited 

outcomes due to the closed type of questions used and the researcher is also unable 

to control the environment where respondents provide answers to questions (Matveev, 

2002). The advantages of using the selected research strategy are that the objectives 

of the research are clearly stated, the research is based on existing theories and the 

subjectivity of the research is somewhat eliminated as the research assumes the 

ontological assumption of objectivism and independence.  

According to Stewart and Subramaniam (2010), objectivism ensures that unbiased 

assessments, judgments, and decisions are made and as this research assumes an 

ontological position of objectivism it therefore assures independence as the researcher 

assumes an objective and independent stance in the study. A deductive research 

approach draws from existing theory, in following this approach the researcher 

develops hypotheses, tests, observes and validates them (Saunders et al., 2012). 
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3.4. Population and Sampling  

The research sample was made up of employees and students from various 

organisations/institutions who interact and use information systems on a regular basis. 

Students who were sampled to participate on this research are all part-time students 

who are also employed. This was done to ensure that students are also able to 

effectively respond to questions relating to their employment status and work 

experience. To gain a representative sample of the typical business demographic of 

South Africa, the respondents were selected proportionally from different areas of 

business including both public and private sector, small businesses, medium to large 

businesses, multinational companies as well as IT students from various institutions 

of higher learning. Therefore, the target population for this research includes IT 

practitioners working in various organisational sectors as well as IT students. People 

based in the informal sector were excluded from the sample.  

Questionnaires usually have a disadvantage of having a poor response rate and the 

responses can be biased based on the respondent’s level of understanding (Leedy & 

Ormrod, 2005). It is for these reasons that stringent sampling is applied in this 

research. The sampling criteria used in this research was judgemental sampling, 

which according to Sharma (2017), relies on considerations of the researcher whereby 

a selection is made based on the researcher’s knowledge of the population being 

studied. Therefore, this research targeted respondents who use information systems 

on a regular basis and are aware of information security considerations. The targeted 

respondents would typically include people who work in IT departments particularly 

those that have extensive knowledge of the variables being studied.  

A snowballing sampling method was used to develop a sample of 185 respondents. 

Snowballing, which is also referred to as chain-referral, is a selection method where 

the “seed” individuals are identified to start the survey and then asking them for 

additional contacts in the population of interest (Yarwood, 2011). In this study, 93 seed 

respondents were selected through a purposeful sampling method and they provided 

the initial responses and subsequently shared the survey questionnaire with other 

individuals that fall under the target group. For the purposes of this study, the 

population is defined as IT Practitioners and students in South Africa.  
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As Kalof et al. (2007) indicate, a pilot test must be performed prior to the questionnaire 

being distributed to the sample. A pilot test was performed on a smaller sample to test 

the appropriateness of questions to the target respondents, the validity of the 

questions and to identify mistakes in the questionnaire. As a result, a few errors were 

identified and corrected prior to sending out a final survey to the respondents. A pilot 

survey proved to be an important tool to minimise errors on a survey and also to 

determine the amount of time respondents would take to complete the survey. This 

process also assists the researcher to gain insights on the type of data that will be 

provided during data collection.  

3.5. Data Collection  

Data collection was done by way of self-administered survey questionnaires which 

comprised of questions relating to the hypotheses examined in this study. Online and 

manual survey questionnaires were developed and distributed to the relevant 

respondents as identified in 3.3. above. Data was collected over a period of one month 

and 185 responses were received. 144 of those responses were completed using the 

online questionnaire and 41 were completed manually. The online survey 

questionnaires were distributed to the target respondents through e-mail, WhatsApp 

messenger and Facebook messenger. A “drop and collect” method was used to 

distribute the manual survey questionnaires.  

Although manual surveys ensured data collection within the Gauteng Province, the 

online questionnaire assisted significantly in reaching a wide spectrum of respondents 

from different geographical locations within South Africa. A cross-sectional data 

collection method was followed because the research intended to compare the 

respondents’ perception and experience of systems innovation and information 

security risks at a point in time. Data collection was conducted from 05 September 

2018 to 05 October 2018, therefore, the data collected represents the respondents’ 

perception and experience during that particular period.  

3.6. Survey Questionnaire  

A survey questionnaire, which was developed by the researcher, was used to collect 

data from respondents regarding their experience and perception of systems 

innovation antecedents and information security risks. A cover letter was distributed 



32 
 

together with the survey questionnaire which provided a brief overview of the research, 

explained ethical considerations i.e. informed consent and provided contact details of 

the researcher. The survey questionnaire comprised of eight sections. Section A 

comprised of five questions that sought to obtain demographic details of the 

respondent and that included details relating to job title, level of employment, work 

experience, level of education and the sector in which the respondent’s organisation 

operates.  Section B to H comprised of 35 questions that sought to obtain information 

from respondents that is specific to the constructs being studied i.e. relative 

advantage, complexity, individual factors, organisational factors, environmental 

factors, information security risks and systems innovation.  

Section B to H of the survey questionnaire mainly contained statements that are aimed 

at measuring the perception and experience of respondents regarding the various 

constructs. The survey questionnaire was used in this research to obtain ordinal data 

from respondents. Therefore, respondents were given a scale of 1 to 5 where 1 = 

Strongly Disagree, 2 = Disagree, 3 = Neither Disagree nor Agree, 4 = Agree and 5 = 

Strongly Agree, to indicate the extent to which they agree or disagree with the 

statements. Only one out of 35 questions had a different scale where 1 = Not at All, 2 

= Small Extent, 3 = Some Extent, 4 = Large Extent and 5 = Very Great Extent. This 

question aimed to measure the extent to which various technologies were adopted by 

the respondent’s organisation.  

Each section of the survey questionnaire, except for Section A, has a construct which 

is linked to each of the hypotheses of this study. Each section had a total of five 

questions which were all aimed to obtain information regarding that particular 

construct.  

The manual survey questionnaires that were not fully completed were disregarded and 

online surveys were set such that it does not record or save incomplete responses. 

Online surveys were configured to exclude any incomplete surveys. This means that 

in all 185 survey questionnaires completed all questions were responded to. A sample 

of the survey questionnaire is attached as Annexure A. 

3.7. Data Analysis  

The manually collected data was captured and incorporated with the data collected 

through the online survey questionnaire to develop a single data sample which 
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included all responses. The data was automatically extracted into an excel 

spreadsheet then loaded onto the IBM SPSS software for further analysis. Google 

Forms was used for descriptive data analysis and IBM SPSS software provided a more 

comprehensive analysis which includes factor analysis, regression analysis, 

correlation analysis, reliability testing and cross-tabulation. 

   

Demographic data collected through Section A of the survey questionnaire was 

analysed through descriptive statistics and cross-tabulation was also performed to 

compare various groups of data. Data collected through Section B of the survey 

questionnaire was collected and analysed through various statistical methods which 

includes factor analysis, correlation analysis and regression analysis. Reliability tests 

were also performed on all data sets in order to test the reliability and sampling 

adequacy of the data. The key findings of this research are based on the analysis from 

the regression testing.   

3.8. Ethical Considerations 

Diener and Crandall (1978) identified four main areas of ethics that are of great 

importance when conducting research which include harm to a participant, informed 

consent, privacy and confidentiality as well as deception. These areas will be used to 

unpack research ethics for this study. Ethical issues arise at different stages in 

business research (Bryman & Bell, 2011) and it is for this reason that ethical 

considerations were clearly outlined and explored before conducting this research.  

 

The respondents were not incentivised, deceived, nor coerced to take part in this 

research and issues of consent, confidentiality and anonymity were also given 

consideration throughout this study. According to Chang et al. (2010), respondents 

must be given assurance that their anonymity and confidentiality will be protected 

and be given an opportunity to withdraw their consent at any stage of the research. 

The cover letter attached to the survey questionnaire served to provide assurance to 

respondents that their information will be kept with the highest degree of 

confidentiality and anonymity. To this end, Section A of the questionnaire allows 

respondents to give consent prior to participating in the study.  
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Demographic data collected on the respondents did not seek any personally 

identifiable information thus ensuring the protection of the respondents’ 

confidentiality. Privacy of information is also protected as the manually collected data 

is stored in a locked cabinet in a locked office and the data contained in the online 

surveys is securely stored in a password protected device.  

 

The research sample was limited to IT practitioners in different organisations and IT 

students at institutions of higher learning. The selection of this sample ensured that 

the research does not use minors or mentally disabled persons at any stage of the 

study. At no stage of this research was there a participant harmed or any who suffered 

adverse consequences as a result of participating in this research. Information 

received from respondents is kept private and confidential and shall not be shared with 

any third parties. The research has also been endorsed by the University of 

Johannesburg’s Ethics Committee.   

3.9. Chapter Summary  

Chapter 3 outlines the research strategy as well as the philosophical stance that the 

research will be taking. The chapter further outlines the sampling and data collection 

techniques used and also explains how the data was analysed. The data collection 

instrument used and the method of collection are highlighted. This chapter also 

explains ethical considerations relating to this study.   
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CHAPTER 4: DATA ANALYSIS  

4.1. Introduction  

Data analysis is an important part of this research as it ensures that the data collected 

is interpreted and given meaning. It is through data analysis that one is able to make 

assumptions and findings. In this research, the relationship between systems 

innovation, its antecedents as well as information security risk will be tested through 

various statistical methods.  

Descriptive statistics are used to provide an analysis of demographic data and this 

provides valuable insight as it helps to better understand the calibre of people who 

provided the data. Descriptive statistics is also used to analyse the various constructs 

of this study and this provides a general understanding of how respondents 

responded. Cross-tabulation is also used to compare data between various constructs, 

this further allows for better interpretation of the demographic data.  

Validity and sampling adequacy are tested to evaluate the credibility of the sample 

and the data collected. Factor analysis is also performed and the results are presented 

to reflect variance and rotated component matrix. Lastly, regression and correlation 

tests are performed to examine the relationship between constructs. Both linear and 

multiple regression tests were performed to test the hypothesis of this study.  

4.2. Descriptive Statistics  

Data collected through the survey questionnaires was compared and analysed 

through descriptive statistics. The sections below present an analysis of the 

demographic information of the respondents. Cross-tabulation is also used to compare 

the various datasets with a view of identifying patterns and relationships. This section 

also presents descriptive statistics for DoI attributes as well as factors of organisational 

innovation.  

4.2.1. Demographic Details  
Section A of the questionnaire sought demographic details of the respondents, most 

of the data collected pertains to the respondent’s occupational details as well as data 

relating to their work experience and academic qualification. Demographic data allows 

for better comprehension of the respondents and their credibility, especially pertaining 

to the data provided. As the study seeks to understand the relationship between 
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system innovation and information security risk, it is important that one ensures that 

data is provided by respondents who are sufficiently qualified and experienced on the 

subject. The demographic details of the respondents are outlined below.  

Level of Employment  

The level of employment pertains to the rank at which the respondent is in his or her 

career or the level at which he or she is employed. Data collected shows that 34.1% 

of the respondents were employed at a technical/functional level and this is the 

category of employees who have a daily engagement with technology and information 

systems. It is also important to note that functional and technical employees in most 

cases are expected to have some level of understanding of information security. The 

second largest group of respondents came from Middle Management with 27% which 

is typically the group that plays a managerial role in making sure that new systems are 

implemented and information security arrangements are put in place. 

There were also somewhat equal responses received from Interns and Top 

Management which recorded 10.8% and 11.9% responses respectively. The least 

number of responses were recorded from Admin (8.6%) and Other (7.6%). The “other” 

category mainly comprised of people belonging between the Middle Management and 

Top Management as most of them included Specialists and Senior Managers. Table 

4.3 below provides a summary of all the respondent’s level of employment.  

Table 4.1: Level of Employment Responses  

Level of Employment Percentage 

Intern 10.8 

Admin 8.6 

Technical/Functional Level 34.1 

Middle Management 27 

Top Management 11.9 

Other 7.6 

 

Due to the nature of this study, it is important to understand the occupational and 

operational level of the respondents providing the data. The study relies heavily on the 

perception and personal experiences of the respondents, therefore, it is important to 
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have the data coming from various levels of organisations. Having 

Technical/Functional and Middle Management respondents being the biggest group 

also shows that the data provided comes from people who have daily and personal 

interactions with the variables being studied.  

Work Experience  

One of the most important elements in determining a person’s competency and 

capability on a certain subject is through their work experience. The questionnaire 

assessed the respondents’ work experience, particularly in working with information 

systems. The majority of the respondents (34.1%) had 0-3 years’ experience which 

was the least experienced group whereas the most experienced group of respondents, 

who had more than 11 years’ experience, was 22.2%. The 4 – 8 years and 8 – 10 

years’ groups recorded 24.9% and 18.9% respectively. This again shows that each of 

the categories was sufficiently represented. Figure 4.1 below represents a summary 

of all the responses received.  

Figure 4.1: Work Experience Responses  

 

In his study, Parsons (2015) found that age is positively related to an employee’s ability 

to innovate, meaning that young people who often have less experience are less likely 

to innovate. This brings in an element of experience and shows its significance in the 

study of innovation. Therefore, one can consider the 0 – 3 years category less 

experienced employees who make up 34.1% of the respondents followed by 4 -7 years 
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who are slightly more experienced. The highly-experienced respondents made up 

22.2% and 18.9% of the responses showing a marginal representation. It is also 

important to have each of the categories represented to eliminate biases that would 

come as a result of the level of the respondents’ experience.  

Level of Education  

The level of education also provides details of how knowledgeable the respondents 

are based on their formal education. Respondents with Bachelors or B-Tech degrees 

form the majority of the respondents at 29.2% followed by those with a National 

Diploma at 27% and those with Honours degrees (23.2%). A small number of 

respondents had Matric and Doctoral Degrees. Respondents who selected other are 

those who have various certificates in IT, some of which might not have a matric 

qualification. The responses are summarised in Table 4.4 below. 

Table 4.2: Level of Employment Responses  

Level of Employment Percentage 

Matric/Grade 12 6.5 

National Diploma 27 

Bachelors or B-Tech 29.2 

Honours 23.2 

Masters 12.4 

Doctoral 0.5 

Other 1.2 

 

 Organisational Sector  

There has been a substantial growth in the interest of innovation over the past years 

(Borins, 2001) this has led to a number of technological solutions that seek to 

modernise and transform both the public and private sector. The private sector has for 

many years been perceived as a leader in innovation, however according to Borins 

(2001), government and business are working together in many countries to 

encourage innovation activity. In this study, information was collected to reflect the 

sector in which the respondents are working. The two sectors have significant 

representation with the public sector leading with 54.6% followed by the private sector 
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38.9%. Respondents from Parastatals and Non-Profit Organisations (NPOs) received 

a marginal representation at 4.3% and 2.2% respectively.  

Figure 4.2: Organisational Sector Responses   

 

Figure 4.2 gives an indication that with all the sectors represented it is possible to 

generalise the findings to organisations belonging in all sectors of business. This 

information is also important as it indicates that systems innovation and information 

security risks exists in all sectors of business, therefore, this research provides an 

opportunity for organisations in all sectors to examine how the two variables influence 

and relates to one another.  

 Cross-Tabulation  

The level of education of the respondents, when compared with their experience, 

indicate that respondents with 0 to 3 years of experience predominantly hold National 

Diplomas. Respondents with 4 to 7 years’ experience predominantly hold a Bachelors 

or B-Tech degrees. The totals also show that respondents who hold Bachelors or B-

Tech and those who have National Diplomas makes up the majority of the responses 

in these categories. Therefore, based on the information presented in the cross 

tabulation in Table 4.5, the majority of respondents at least had a National Diploma or 

Bachelors’ Degree with an average of 0 to 3 years’ experience.  
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Table 4.3: Level of Education and Experience  

 

 

When comparing the respondents’ level of experience with the sector in which they 

work, the data shows that most of the respondents are from the public sector with an 

average of 0 to 3 years’ experience. The private sector produced most of the 

respondents with 4 to 7 years’ experience, it also produced the second largest number 

of respondents in the survey. The Parastatals and NPOs produced the least of 

respondents with most of them belonging to the 0 to 3 years and 2 to 7 years’ 

categories respectively. The cross-tabulation on experience and sector, not only 

provides information about the level of education the respondents have but it also 

indicates which sectors the respondents are predominantly come from. This is 

important as it ascertains that data is collected from respondents who are 

knowledgeable and represent different business sectors.  

 

Table 4.4: Work Experience and Sector  

 

In which sector is your organisation?  

Public 
Sector 

Private 
Sector Parastatal 

Non-Profit 
Organisation 

(NPO) Total 
How long have 
you been 
working in IT? 

0 to 3 Years 43 16 1 3 63 
4 to 7 Years 16 26 3 1 46 
8 to 10 Years 22 11 2 0 35 
More than 11 
Years 

20 18 2 1 41 

Total 101 71 8 5 185 

 

 

What is your Level of Education?  
Matric/ 

Grade 12 
National 
Diploma 

Bachelors 
or B-Tech Honours Masters Doctoral Other Total 

How long 
have you 
been 
working 
in IT? 

0 to 3 Years 6 25 17 12 3 0 0 63 
4 to 7 Years 1 9 13 16 5 0 2 46 
8 to 10 Years 1 9 9 9 7 0 0 35 
More than 11 
Years 

4 7 14 6 9 1 0 41 

Total 12 50 53 43 24 1 2 185 
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The level of education and occupational level are typically used to determine the 

knowledge that one possess. This provides an indication that the respondents are 

specialists and subject matter experts based on their education and level of 

responsibility within an organisation. The two measures were cross tabulated and the 

results show that the respondents with Bachelors or B-Tech degrees who are at a 

Technical/Functional level make up the majority of the respondents. People at a 

Technical/Functional level in the organisation are the ones who work with information 

systems on a day-to-day basis, which means that they have a practical knowledge of 

technology, information systems and information security. These groups of 

respondents also seem to have a solid academic knowledge of technology and 

information systems as they also possess Bachelors or B-Tech degrees.  

 

Table 4.5: Level of Education and Level of Employment 

 

 What is your Level of Education?  

 
Matric/ 

Grade 12 
National 
Diploma 

Bachelors 
or B-Tech Honours Masters Doctoral Other Total 

What is 
your 
Level of 
Employ
ment? 

Intern 0 16 3 1 0 0 0 20 
Admin 3 4 5 5 0 0 0 17 
Technical/ 
Functional Level 

4 15 24 15 3 0 1 62 

Middle 
Management 

1 13 11 14 9 0 1 49 

Top 
Management 

2 1 5 3 11 1 0 23 

Other 2 1 5 5 1 0 0 14 
Total 12 50 53 43 24 1 2 185 

 

4.2.2. Descriptive Statistics for DoI  
 

This section sought to measure the respondent’s perception and experience regarding 

the two attributes of DoI and their relationship with systems innovation. The results for 

complexity and relative advantage are discussed below.  

 Complexity  

Complexity in the context of systems innovation involves the level of difficulty users 

experience when using the system or their inability to understand how the system 

works. The three items used to measure complexity include user-friendliness, 
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simplicity, and the error-free nature of the systems. On user-friendliness, most 

respondents agree that the user-friendliness of a system makes it easier for it to be 

adopted. 34.6% of the respondents agreed while 56.8% of them strongly agreed with 

this statement. 30.8% of the respondents agreed that they are likely to adopt a system 

that simplifies their work while 64.3% of them strongly agreed. Most respondents also 

seem to agree (51.9%) that it is easier to adopt a system that does not give frequent 

errors, 39.5% of them strongly agree with this notion.   

This data shows that most respondents seem to be in agreement. It is therefore valid 

to deduce that most of the respondents indicate that the less complex the system, the 

easier the adoption and subsequently used as an element of innovation. Table 4.8 

below provides a summary of the responses in relation to complexity.  

Table 4.6: Complexity Responses  

 Strongly 
Disagree 

Disagree Neither Agree 
nor Disagree  

Agree Strongly 
Agree 

Mean Standard 
Deviation  

C1 3.2% 1.6% 3.8% 34.6% 56.8% 4.40 .898 

C2 3.2% 1.6% 0% 30.8% 64.3% 4.51 .860 

C4 2.7% 1.1% 4.9% 51.9% 39.5% 4.24 .821 

 

 Relative Advantage  

Relative advantage measures the degree of how much a new system is better than an 

existing or old one. The items used to measure this construct include functionality, 

productivity, speed, the look and feel, and relevance to one’s work. Less than 10% of 

the respondents either strongly disagreed or simply disagreed that their decision to 

adopt a new system is to some extent influenced by whether the new system is better 

than old ones. Table 4.9 below provides a summary of the responses on relative 

advantage. 
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Table 4.7: Relative Advantage Responses   

 Strongly 
Disagree 

Disagree Neither Agree 
nor Disagree  

Agree Strongly 
Agree 

Mean Standard 
Deviation 

RA1 3.2% 1.1% 5.4% 34.1% 56.2% 4.38 .895 

RA2 1.6% 6.5% 14.6% 40.5% 36.8% 4.03 .969 

RA3 2.2% 3.8% 25.4% 43.8% 24.9% 3.83 .932 

RA4 3.2% 9.7% 31.4% 36.8% 18.9% 3.57 1.015 

RA5 2.7% 6.5% 8.6% 35.1% 47% 4.15 1.042 

 

4.2.3. Description Statistics for Organisational Innovation  
 

Organisational innovation has three constructs that seek to examine the extent to 

which organisational factors relate to system innovation. These constructs examine 

system innovation from an individual, organisational and environmental point of view. 

The data collected on the three contracts is outlined and discussed below.  

 Individual Factors  

Four items including motivation, technical skills, creativity, and cognitive ability were 

used to measure this construct.  32.4% of respondents strongly disagree that they lack 

the motivation to use new systems followed by 47.6% of respondents who disagree. 

Similarly, when coming to lacking technical skills for using new systems 35.7% of 

respondents strongly disagree and 45.9% disagree. The items that were using 

creativity and cognitive ability to measure the individual factor construct and its 

relationship with systems innovation received responses on strongly disagree and 

disagree options. For creativity, 37.3% responded with strongly disagree and 42.2% 

responded with disagree. The results for the cognitive ability item were 32.4% and 

44.3% for strongly disagree and disagree respectively. On average, 10.4% of the 

respondents neither agreed nor disagreed with statements. A summary of the 

responses for the individual factors is provided for below in Table 4.10.  
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Table 4.8: Individual Factors Responses  

 Strongly 
Disagree 

Disagree Neither Agree 
nor Disagree 

Agree Strongly 
Agree 

Mean Standard 
Deviation 

IF1 32.4% 47.6% 8.6% 9.2% 2.2% 2.02 .986 

IF2 35.7% 45.9% 9.2% 5.4% 3.8% 1.96 1.004 

IF3 32.4% 44.3% 14.1% 7% 2.2% 2.03 .969 

IF5 37.3% 42.2% 9.7% 7.6% 3.2% 1.97 1.034 

 

The results for the agree and strongly agree options seem to be significantly lower in 

all the options, 2.85% on average. This indicates that most respondents believe their 

individual characteristics such as motivation, technical skills, cognitive ability and 

creativity allows them to adopt new systems and play an active role in the 

organisation’s efforts towards systems innovation.   

Organisational Factors  

Organisational factors play an important role in determining the success or failure of 

any innovative venture. This is why it is an important construct in assisting with the 

examination of organisational factors that play a role or influence systems innovation. 

This construct was measured by three items namely the organisation’s financial 

investments towards new systems, organisational culture, and organisational politics.  

The majority of respondents (37.8%) disagree with the statement that their 

organisation does not invest enough in new systems. 43.2% of the respondents also 

disagree that their current organisational culture does not support systems innovation 

while 27% of respondents strongly disagreed. On organisational dynamics and 

politics, most respondents agree that systems innovation is negatively affected by 

politics and organisational dynamics. The first two items, OF2 and OF3, point towards 

the notion that organisational factors such as culture and financial investments are not 

barriers to systems innovation. However, respondents seem to think organisational 

dynamics and politics have a negative effect on systems innovation. Organisational 

factors results are summarised in Table 4.11 below.  
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Table 4.9: Organisational Factors Responses 

 Strongly 
Disagree 

Disagree Neither Agree 
nor Disagree  

Agree Strongly 
Agree 

Mean  Standard 
Deviation 

OF2 18.9% 37.8% 18.9% 15.7% 8.6% 2.58 1.213 

OF3 27% 43.2% 12.4% 9.2% 8.1% 2.30 1.195 

OF4 7.6% 17.8% 27.6% 34.6% 12.4% 3.28 1.112 

 

Environmental Factors  

Part of the objectives of this research was to determine how systems innovation is 

influenced by factors external to the organisation. These factors often force 

organisations to adopt new systems and innovate. The items used to measure this 

construct include changes in government regulations, pressure from competitors and 

customers, enhancing operational competitiveness, and compliance with government 

compliance.  

Most respondents agree with most of the items showing that indeed external factors 

have played a role in ensuring that the organisation adopts new systems and 

innovates.  Although some respondents disagree on one or more items, the 

overwhelming majority agree with most options. It is also worth noting that this 

construct received a high number of respondents who neither agree nor disagree, 

23.52% on average, this could be because respondents are afraid to divulge details 

about their organisation or they are not informed about the items being measured in 

relation to their organisation. Table 4.12 below summarises the responses for 

environmental factors and its specific items.  

Table 4.10: Environmental Factors Table  

 Strongly 
Disagree 

Disagree Neither Agree 
nor Disagree  

Agree Strongly 
Agree 

Mean Standard 
Deviation 

EF2 2.2% 17.3% 25.9% 44.9% 9.7% 3.42 .953 

EF3 4.3% 20% 29.2% 32.4% 14.1% 3.30 1.091 

EF4 2.7% 7.6% 16.8% 48.6% 24.3% 3.84 .964 

EF5 2.7% 8.1% 22.2% 50.3% 16.8% 3.69 .931 
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4.2.4. Systems Innovation  
 

Systems innovation is one of the key independent variables being used to examine 

information security risks in this study. The five constructs discussed above in 4.2.2 

and 4.2.3 respectively represents antecedents of systems innovation. Systems 

Innovation is examined in the context of the adoption of new systems in the form or 

blockchain, IoT, big data/cloud computing, artificial intelligence and virtual/augmented 

reality.  

Respondents were asked “To what extent have your organisation adopted the 

following technologies” and options provided were Not at All, Small Extent, Some 

Extent, Large Extent and Very Great Extent. These options provided for the five 

systems/technologies that are covered under the spectrum of system innovation. The 

objective of this item was to determine the level of innovation organisations have done 

in terms of the five identified technologies/systems. This would ensure that a 

determination is made on whether these technologies/systems introduce or increase 

information security risks.  

 

Figure 4.3: Systems Innovation Responses  

 
Data collected shows that respondents noted that most organisations have not 

adopted blockchain, artificial intelligence and virtual/augmented reality. Most of the 

respondents selected “Not at All” for these technologies. However, a substantial 

number of respondents shows a somewhat high adoption of IoT and big data/cloud 

computing with the leading technology being cloud computing. 46 respondents chose 

“Very Great Extent” for big data/cloud computing which shows that it is a leading 

technology as far as systems innovation is concerned. It is also important to note that 
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even on items where most respondents indicate a low adoption there is some level of 

adoption by other respondents or organisations.  

 

Other items that were used to measure systems innovation are problem-solving, 

increased efficiency, digital transformation, and meeting business objectives. Most 

respondents agreed, showing that there is a consensus that their organisation has 

adopted system innovation as measured through the different items. Although the 

majority of respondents seem to agree on all of these items, it is important to note that 

there is a high number of respondents who neither agreed nor disagreed. This is an 

indication that respondents may not have understood the questions or they were 

reluctant to share information about their organisation.  

Table 4.11: Systems Innovation Responses  

 Strongly 
Disagree 

Disagree Neither Agree 
nor Disagree 

Agree Strongly 
Agree 

Mean Standard 
Deviation 

SI2 5.9% 14.6% 18.9% 47% 13.5% 3.46 1.089 

SI3 4.3% 10.3% 22.7% 49.7% 13% 3.55 .983 

SI4 3.2% 11.4% 30.3% 43.8% 11.4% 3.48 .944 

SI5 4.3% 6.5% 24.3% 47% 17.8% 3.67 .980 

 

4.2.5. Information Security Risks  
 

Information security risks are central to this research, this construct serves as a 

dependent variable. As this research seeks to study the relationship between systems 

innovation and it’s antecedents as well as information security risks, special focus is 

placed on these two constructs particularly looking at the relationship between the two. 

The data collected on this construct is specifically linked to systems innovation and it 

takes into consideration the CIA triad. The data collected on this construct is meant to 

reflect organisational practices rather than individual ones as this would link 

seamlessly with systems innovation as it is also measured at the organisational level.  

This construct is measured using new information security threats, system 

vulnerabilities, non-compliance, data integrity, and access rights. The selection of 

these items was based on the view to measure information security risks holistically.  



48 
 

On the first two items that relates to the increase in threats and vulnerabilities brought 

by new systems the data seems to point towards a narrative that systems innovation 

does increase threats and vulnerabilities. 30.3% of respondents agree that new 

system bring threats while 38.9% agree that rapid adoption increases vulnerabilities. 

The other three items suggest the opposite as the data seems to point towards the 

narrative that new systems do not lead to policy non-compliance, data leaks and 

incorrectly assigned access rights. 38.4% of respondents disagreed regarding policy 

non-compliance, 41.6% disagreed for data leaks and 38.9% disagreed regarding 

incorrectly assigned access rights.  

Table 4.12: Responses for Information Security Risks  

 Strongly 
Disagree 

Disagree Neither Agree 
nor Disagree 

Agree Strongly 
Agree 

Mean Standard 
Deviation 

SR1 4.3% 24.3% 28.1% 30.3% 13% 3.20 1.097 

SR2 4.9% 25.9% 24.9% 38.9% 5.4% 3.11 1.034 

SR3 7% 38.4% 32.4% 17.8% 4.3% 2.73 .985 

SR4 7% 41.6% 33% 13% 5.4% 2.67 .980 

SR5 9.2% 38.9% 28.6% 17.3% 5.9% 2.71 1.054 

4.3. Reliability Test  

Santos (1999) indicates that reliability tests are very important in studies where 

derivative variables are used for predictive analysis. In a study where one seeks to 

identify the relationship between antecedents of systems innovation and information 

security risks, it is important to perform a test on reliability in all constructs. Cronbach’s 

Alpha provides a measure for internal consistency of a construct and internal 

consistency describes the interrelatedness and the extent to which all the items in a 

test measure the same construct (Tavakol & Dennick, 2011). Each construct initially 

had a total of five items and some of the items could not meet a sufficient level of 

consistency and were therefore removed. 
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Table 4.13:  Reliability Analysis  

Construct Name Cronbach’s 

Alpha 
Mean Number of 

Items retained 

Complexity 0.793 0.556 3 

Relative Advantage 0.804 0.449 5 

Individual Factors 0.763 0.446 4 

Organisational Factors 0.734 0.477 3 

Environmental Factors 0.773 0.410 5 

Systems Innovation 0.904 0.707 4 

Information Security Risks 0.776 0.413 5 

 

Acceptable values of Cronbach’s Alpha range from 0.70 to 0.95 (Tavakol & Dennick, 

2011). The above table shows that all seven constructs have achieved a Cronbach 

Alpha value greater than 0.7 with Relative Advantage and Systems Innovation having 

the highest values at .804 and .904 respectively. One can then deduce using 

Cronbach’s Alpha that all seven contracts are reliable.  

In relation to the number of items per construct, it is important to note that most items 

on each construct were found to be consistent and interrelated. Relative Advantage, 

Environmental Factors and Information Security Risks maintained consistency in all 

five items whereas only one item was found inconsistent on Individual Factors and 

System Innovation. Complexity and Organisational Factors maintained consistency in 

three items.  

There are various techniques that can be used to analyse and interpret data and some 

of the most reliable data analysis tests include Analysis of Variance (ANOVA), test for 

difference in means (T-tests), and the Spearman ranked correlation coefficient. 

According to Norman (2010), ANOVA is more suitable for larger samples and one 

should use a t-test for a smaller sample. Therefore, ANOVA tests were not performed 

on the data as these tests and the t-test were performed as part of the regression 

testing where an analysis to determine the difference between two constructs is 

conducted.  
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4.4. Factor Analysis  

Factor analysis was performed with the data collected from the questionnaires, 

extraction with varimax rotation and principle components was run on all seven 

constructs. Factor analysis is a multivariate statistical method (Williams et al.,2010) 

which makes use of mathematical measures to simplify interrelated measures to 

discover patterns in a set of variables (Yong & Pearce, 2013). 

4.4.1. KMO and Bartlett’s Test  
 

Prior to performing factor extraction, it is important to perform a Kaizer-Meyer-Olkin 

(KMO) test of sampling adequacy and Bartlett’s test of sphericity. According to 

Williams et al. (2010), the KMO measure of sampling adequacy has a range of 0 to 1 

and in order to proceed with factor analysis, a KMO value of 0.5 or more is considered 

suitable. The data collected for this research obtained a KMO value of 0.764 which 

indicates that the factor analysis was statistically appropriate. Bartlett’s test of 

sphericity was also performed, this test provides an indication of whether variables are 

unrelated (Varol, 2011). For factor analysis to be considered statistically suitable, 

Bartlett’s test of sphericity should be significant at p<0.5. As shown in Table 4.15 

below, the test of sphericity seems to be significant at p<0.001.  

Table 4.14: KMO and Bartlett’s Test  

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

.764 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 2168.133 

Df 325 

Sig. .000 

 

The results obtained from a KMO and Bartlett’s test shows that the sample size was 

adequate for the variables being measured and that there is a strong relationship 

between items measuring the same variable. Section 4.3.3 below provides a 

comprehensive overview of the correlation of items measuring the same construct. 

There are different opinions in the literature regarding what a suitable sample size 

should be. Williams et al. (2010) and many works of literatures cite the work of Comrey 

Lee which regards 100 – poor, 200 – fair, 300 – good, 500 – very good and >1000 – 

excellent, however, other authors found that studies with a correlation coefficient 
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greater than 0.8 require smaller sample sizes. For the purposes of this study, a sample 

size of 185 respondents was used.  

Zamanzadeh et al. (2015) refer to validity as the data collection instruments’ capability 

to measure the properties of the construct or concept being studied. The validity tests 

that were performed on the data showed that most items did measure what they are 

supposed to measure. Items that were found to not measure what they supposed to 

measure were removed. Each construct had five items and Table 4.2. below shows 

the number of items that were retained. Two items were removed from complexity and 

organisational factors, one was removed from individual factors and systems 

innovation. All items were retained for relative advantage, environmental factors as 

well as information security risks.  

Another way to ensure validity and sampling adequacy is to perform a Kaizer-Meyer-

Olkin (KMO) test on each of the variables being measured. Table 4.1 below shows the 

results for the KMO test which shows that the values for each of the variables range 

between 0.568 to 0.825. According Kaiser (1974) values greater than 0.5 are 

recommended as barely acceptable. Values between 0.5 and 0.7 are ordinary, values 

between 0.7 and 0.9 are good, values between 0.8 and 0.9 are very good and values 

above 0.9 are superb (Hutcheson & Sofroniou, 1999). 

Table: 4.15: KMO and Bartlett’s Test Values  

  RA C IF OF EF SR SI 

Kaiser-Meyer-Olkin 

Measure of Sampling 

Adequacy. 

.764 .805 .623 .745 .568 .764 .755 .825 

Bartlett's 

Test of 

Sphericity 

Approx. 

Chi-Square 

2168.133 284.637 231.234 203.042 156.763 242.507 257.028 327.748 

Df 325 10 10 10 10 10 10 10 

Sig. .000 .000 .000 .000 .000 .000 .000 .000 

 
4.4.2. Total Variance  

 
The most common method used in exploratory factor analysis is Eigenvalue-greater-

than-one rule (Patil et al., 2008).  The analysed data shows that seven factors were 

retained as they all have eigenvalues of greater than one with the highest eigenvalue 

being 5.418 and 1.115 being the lowest. The communalities value for extraction range 
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from 0.427 to 0.867 as shown in the communalities table in Annexure B. Table 4.16 

below summarises the exploratory factor analysis showing the Eigenvalues for the 

seven factors retained.  

Table 4.16: Total Variance Explained  

Factor Initial Eigenvalues Extraction Sums of Squared 
Loadings 

Rotation 
Sums of 
Squared 
Loadings 

Total % of 
Variance 

Cumulativ
e % 

Total % of 
Variance 

Cumulativ
e % 

Total 

1 5.418 20.840 20.840 5.418 20.840 20.840 3.253 

2 3.549 13.649 34.488 3.549 13.649 34.488 2.725 

3 2.805 10.787 45.275 2.805 10.787 45.275 2.484 

4 1.717 6.604 51.880 1.717 6.604 51.880 2.407 

5 1.584 6.092 57.972 1.584 6.092 57.972 2.245 

6 1.233 4.743 62.715 1.233 4.743 62.715 2.172 

7 1.115 4.290 67.004 1.115 4.290 67.004 2.135 

8 .911 3.502 70.506     

9 .809 3.110 73.617     

10 .741 2.849 76.466     

11 .694 2.670 79.136     

12 .584 2.248 81.383     

13 .574 2.207 83.591     

14 .528 2.029 85.620     

15 .503 1.935 87.555     

16 .475 1.826 89.380     

17 .461 1.774 91.155     

18 .386 1.486 92.640     

19 .349 1.342 93.982     

20 .331 1.274 95.256     

21 .275 1.057 96.313     

22 .257 .988 97.301     

23 .220 .848 98.149     

24 .204 .786 98.935     

25 .151 .581 99.516     

26 .126 .484 100.000     
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The table above further shows that the seven factors retained cumulatively explain 

67% of the variance in the factors which is quite significant. The measuring instrument 

initially comprised of 35 questions and after factor analysis, nine questions were 

removed hence, there are 26 factors. This reiterates the validity of the measuring 

instrument and further validates the questions used in the measuring instrument.  

4.4.3. Rotated Component Matrix  

An extraction method of principal component analysis was performed on the data 

using a varimax rotation with Kaiser normalisation. The rotation covered seven 

iterations on the seven extracted components. Table 4.17. below show component 

loadings of the seven components as extracted. The matrix shows that each 

component loads with at least one variable where systems innovation loads with 

Component 1 and information security risks loads with component 2. Individual, 

organisational and environmental factors load with component 3, 6 and 5 respectively. 

Lastly, complexity and relative advantage load with component 7 and 4 respectively. 

It important to note that all constructs measured in this study are loading and this 

provides assurance on the validity of the measuring instrument and the items used to 

measure these constructs.  
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Table 4.17: Rotated Component Matrix  

 
Component 

1 2 3 4 5 6 7 

SI3 .904 -.014 -.027 .071 .171 -.044 .111 

SI5 .827 .033 -.043 .153 .100 -.146 .001 

SI2 .824 .086 -.048 .002 .181 -.073 .105 

SI4 .820 .059 -.084 .099 .187 -.273 -.028 

SR2 -.014 .827 .008 -.087 .046 -.096 .097 

SR3 .179 .735 .081 .024 .064 .091 -.070 

SR4 .081 .735 .155 .123 -.044 .095 -.156 

SR1 -.061 .714 -.060 -.052 .072 -.016 .103 

SR5 -.016 .571 .246 .069 -.051 .117 -.142 

IF2 -.079 .167 .806 -.059 -.109 -.064 -.053 

IF5 -.030 .021 .768 -.052 .088 .025 -.135 

IF3 -.193 .113 .765 -.087 -.044 .007 -.245 

IF1 .195 .086 .563 -.407 -.109 -.013 .050 

RA2 .147 .019 -.191 .828 .004 .096 .060 

RA3 .052 .027 -.071 .780 .073 .071 .258 

RA4 .135 .017 -.071 .720 .188 -.011 .246 

EF3 .156 .171 .009 -.004 .784 .019 -.019 

EF4 .172 -.049 -.143 .083 .766 -.241 .169 

EF5 .092 -.019 -.089 .162 .665 -.419 -.043 

EF2 .262 -.015 .057 .111 .552 -.095 .175 

OF3 -.201 .025 -.015 .019 -.108 .848 .026 

OF4 -.072 .090 -.138 -.004 -.136 .710 .117 

OF2 -.194 .048 .144 .183 -.199 .709 -.206 

C2 .018 -.086 -.287 .145 .141 .087 .835 

C1 .120 -.084 -.187 .245 .092 .049 .812 

C4 .064 .059 .035 .432 .019 -.170 .594 
 

4.5. Correlation Analysis  

The sections below present a correlation analysis for both DoI and organisational 

innovation constructs. The section also shows the correlation between systems 

innovation and information security risks. Correlations are used to identify 

relationships between constructs.  
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4.5.1. DoI attributes Correlation  
 

Complexity and relative advantage seeks to measure the innovation potential of 

organisations based on the DoI theory. The two constructs are important as they 

provide a comprehensive understanding of whether an organisation is able to adopt 

new systems easier and at a faster pace when systems are easy to use and perceived 

to be better than old or existing systems.  

The correlation table below. 4.18, shows that there is a significant positive correlation 

between the two constructs. A positive correlation with complexity shows that the 

increased ease of use on the system, the easier it is for a such system to be adopted. 

Therefore, one can deduce that there is a positive relationship between a reduction in 

systems complexity and systems innovation. The data also shows a significant positive 

relationship between relative advantage and systems innovation. The correlation 

coefficient for these two variables is 0.191 with a significant value of 0.009. The 

positive correlation suggests that an increase in the notion that new systems offer 

more advantages compared to existing or old ones. This finding is also consistent with 

the DoI model as it also shows a significant positive correlation between the two 

variables.  

Table 4.18: Correlation Analysis for DoI Attributes  

 Systems Innovation 

Complexity Correlation coefficient .226 

Sig. (2 tailed) .002 

N 185 

Relative Advantage Correlation coefficient .191 

Sig. (2 tailed) .009 

N 185 
  

The hypotheses for complexity and relative advantage suggests that a relationship 

exists between systems innovation and the two constructs and the findings are 

consistent with both hypotheses as a positive relationship can be detected in each 

case. The data also shows that the relationships are both significant and therefore 

consistent with the hypotheses.   
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4.5.2. Organisational Innovation Correlation  
 

The organisation is at the heart of this study and it is for this reason that three 

organisational elements are used to examine systems innovation in an organisational 

context. Table 4.19 below shows that systems innovation has a significant negative 

relationship with individual factors as well as with organisational factors. A significant 

positive relationship exists between systems innovation and environmental factors.  

Items used to measure individual factors construct include motivation, technical skills, 

cognitive ability and creativity. A negative relationship exists between the two 

constructs which is significant at p<0.05. Organisational factors also have a negative 

relationship with systems innovation, the items used to measure the correlation 

between these constructs were financial investment, organisational culture, dynamics 

and politics. The correlation data shows that the relationship between organisational 

factors and systems innovation is significant. This finding is consistent with the 

hypotheses which state that there is a relationship between the two constructs.  

Table 4.19: Correlation Analysis for Organisational Innovation Attributes  

 Systems Innovation 

Individual Factors  Correlation coefficient -.165 

Sig. (2 tailed) .025 

N 185 

Organisational Factors Correlation coefficient -.357 

Sig. (2 tailed) .000 

N 185 

Environmental Factors  

 

 

Correlation coefficient .439 

Sig. (2 tailed) .000 

N 185 

 

The data collected shows a positive correlation between environmental factors and 

systems innovation which is also significant at p<0.05. Items used to measure 

environmental factors include changes in government regulations, pressure from 

customers and competitors and compliance with regulations. The significance in the 



57 
 

relationship means that these items do influence the rate at which organisations 

innovate.  

Organisational innovation hypotheses suggest that systems innovation has a negative 

relationship with individual and organisational factors whereas a positive relationship 

exists with environmental factors. Correlation data shows all relationships measuring 

these constructs are significant as they are all below the significance level of 0.05. 

These findings reiterate that antecedents of systems innovation do have an influence 

in the level of systems innovation organisations take on.  

4.5.3. Systems Innovation and Information Security Risks 
 

Measuring the correlation between information security risks and systems innovation 

is one of the key objectives of this study and the data analysed shows that there is no 

significant correlation between the two constructs.  The significance level of this 

correlation is very low as indicated in Table 4.20.  

Table 4.20: Information Security Risks and Systems Innovation Correlation Coefficient 

 Systems Innovation 

Information Security 
Risks  

Correlation coefficient .066 

Sig. (2 tailed) .373 

N 185 
 

The findings dispel the hypothesis which suggests that a relationship exists between 

systems innovation and information security risks. The correlation coefficient between 

the two variables is 0.66 and p>0.05, therefore, one can deduce that changes in 

Systems Innovation will not affect Information Security Risks.  

4.6. Regression Analysis 

A linear and multiple regression test were performed with the aim of testing the 

research hypotheses. A multiple regression test is conducted between systems 

innovation and all its antecedents. A linear regression test was performed between 

systems innovation and information security risks.  



58 
 

4.6.1. Multiple Regression for Systems Innovation 
 

A multiple regression analysis was conducted to test the extent to which variance 

systems innovation can be predicted using complexity, relative advantage, individual 

factors, organisational factors, and environmental factors. Due to the large number of 

predictors, this model may be affected by issues of multicollinearity which according 

to Kraha et al. (2012) refers to the extent to which the predictor variable has non-zero 

correlations with each other. This happens in models with multiple predictors such as 

this one. However, collinearity diagnostics were performed on the data and the results 

are attached in Annexure B.  

Table 4.21: Systems Innovation’s Overall Significance on the Model  

Model Sum of 
Squares df 

Mean 
Square F Sig. 

1 Regression 35.231 5 7.046 11.696 .000 
Residual 107.840 179 .602   

Total 143.071 184    

 

Table 4.21 shows that the model is significant at F=11.696 and p<0.05 which means 

that independent variables influence the dependent variable. This shows that changes 

in attributes of DoI and organisational innovation have an influence in the rate at which 

organisations use systems to innovate. This is also confirmed in the correlation 

analysis which detected correlations with all the variables of DoI and organisational 

innovation. One can also deduce that the variance in systems innovation can therefore 

be predicted using DoI Attributes and those of organisational innovation.     

Table 4.22: Systems Innovation Summary  

Model R R Square Adjusted R Square 
Std. Error of the 

Estimate 
1 .502 .252 .229 .75496 

 

The R square in Table 4.22 above indicates that independent variables explain 25.2% 

of the variance in systems innovation in an organisational context. This is important as 

it is consistent with the hypotheses which all suggest that independent variables do 

predict the variance on systems innovation.  
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Table 4.23: Systems Innovation Regression Analysis  

Model Unstandardize
d Coefficients 

Standar
dized 

Coefficie
nts 

t Sig. 95.0% 
Confidence 

Interval for B 

Collinearity 
Statistics 

B Std. 
Error 

Beta   Lower 
Bound 

Upper 
Bound 

Toleran
ce 

VIF 

1 (Constant) 2.102 .598 - 3.517 .001 .923 3.282 - - 
Relative 

Advantage 
.170 .083 .159 2.057 .041 .007 .333 .707 1.413 

Complexity .036 .095 .030 .384 .702 -.151 .224 .695 1.440 
Individual 
Factors 

-.012 .082 -.010 -.144 .886 -.174 .150 .835 1.197 

Organisational 
Factors 

-.212 .068 -.228 -3.137 .002 -.345 -.079 .797 1.255 

Environmental 
Factors 

.346 .089 .291 3.865 .000 .169 .522 .744 1.344 

 

It is also important to examine each construct to see its level of influence on systems 

innovation. The above table of coefficients breaks down each independent variable to 

identify the ones with a significant influence on systems innovation. Only complexity 

and individual factors do not show a significant relation. All the other variable shows a 

significant influence.  

4.6.2. Simple Linear Regression for Information Security Risks 
 

Simple linear regression was performed analyse the extent to which the independent 

variable accounts for the variance in the dependent variable. Multiple linear regression 

was not used in this case as it only involves two variables. This is important for the 

accuracy of the model as it guards against multicollinearity which according to Tu et 

al. (2005) can significantly distort the manner in which the model is interpreted.  

Table 4.24: Information Security Risks’ overall significance on the model  

Model Sum of 
Squares 

df Mean 
Square 

F Sig. 

1 Regression .600 1 .600 1.071 .302 
Residual 102.564 183 .560   

Total 103.165 184    
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Table 4.24 shows the significance of information security risks and systems innovation 

in the model where F=1.071 and p=0.302. This shows that variances in the dependent 
variable cannot be used to predict variance in the independent variable. This means 

that based on the results from the regression test, there is no significant relationship 

between information security risks and systems innovation.  
 

Table 4.25: Information Security Risks Summary  

 

Model R R Square Adjusted R Square Std. Error of the 
Estimate 

1 .076 .006 .000 .74864 

 

As indicated in Table 4.25, R Square is 0.006 which indicates that the model only 

explains 0.6% of the changes in information security risks. The R Square value is 
significantly low with the adjusted R square being 0.000, one can therefore deduce 

that the variance in information security risks cannot be predicted by systems 

innovation. Table 4.26 below which shows correlation coefficients also confirms this 
as p>0.05.  

 

Table 4.26: Information Security Risks’ Correlation Coefficients  
 

Model 

Unstandardized 
Coefficients 

Standardi
zed 

Coefficie
nts t Sig. 

95.0% Confidence 
Interval for B 

Collinearity 
Statistics 

B 
Std. 
Error Beta   

Lower 
Bound 

Upper 
Bound 

Toler
ance VIF 

1 (Constant) 2.655 .228  11.628 .000 2.204 3.105   

Systems 
Innovation 

.065 .063 .076 1.035 .302 -.059 .188 1.000 1.00
0 

4.7. Hypothesis Test Results  

Hypothesis testing allows for testing the theoretical model as illustrated in Figure 2.10 

above. Since the model is generally testing correlations between variables, correlation 

and regression analysis are used to test these hypotheses. Table 4.27 below shows 

that out of six hypotheses, three were rejected and three were supported. The three-

rejected hypotheses include those which were measuring the complexity, individual 
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factors and information security risk constructs. As the main objective of this study was 

to examine the relationship between antecedents of systems innovation and 

information security risks, the data analysed failed to prove that there is a significant 

relationship between systems innovation and information security risks however some 

significant relationships could be established between systems innovation and some 

antecedents.   

Table 4.27: Hypothesis Test Results   

Hypotheses Cronbach’s 

Alpha 
Sig. (p) Beta (β) t-value  

Complexity (H1) 0.793 .041 .159 2.057 

Relative Advantage (H2) 0.804 .702 .030 .384 

Individual Factors (H3) 0.763 .886 -.010 -.144 

Organisational Factors (H4) 0.734 .002 -.228 -3.137 

Environmental Factors (H5) 0.773 .000 .291 3.865 

Systems Innovation (H6) 0.904 .302 0.076 1.035 

 

H1: Complexity of systems influences the rate at which organisations implement 

system innovation. The relationship between complexity and systems innovation is not 

significant. Multiple regression tests found that β=0.030 and p>0.702. H1 is rejected.  

 

H2: There is a relationship between relative advantage and systems innovation. A 

positive and significant relationship does exist between relative advantage and 

systems innovation. Multiple regression test results show that β=0.159 and p<0.05. 

H2 is supported.  

 

H3: Individual factors are affected by the rate of systems innovation. Multiple 

regression analysis data shows that the relationship between individual factors and 

systems innovation is not significant as β=-0.010 and p>0.05.  H3 is rejected. 

 

H4: Organisational factors such as policies, resources, and culture influence systems 

innovation. A negative relationship exists between organisational factors and systems 

innovation, the data also shows that such a relationship is significant. Multiple 

regression results show that β=-0.228 and p<0.05. H4 is supported. 
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H5: The external environment which includes technology, competitors and regulations 

is affected systems innovation. A positive relationship exists between environmental 

factors and systems innovation, the data shows a high significance. Multiple 

regression tests show that β=0.291 and p<0.05. H5 is supported. 

 

H6: Information security risks are affected by an increase in the organisation’s 

systems innovation. A linear regression test shows that there is no significant and 

positive relationship between systems innovation and information security risks 

where β=0.076 and p>0.05. H6 is rejected.  

 

Table 4.28: Key Findings Summary  

Variables  Regression Test Results 
Sig. (p) 

Hypotheses Results 

Complexity (H1) .041 Rejected 

Relative Advantage (H2) .702 Failed to Reject 

Individual Factors (H3) .886 Rejected 

Organisational Factors (H4) .002 Failed to Reject 

Environmental Factors (H5) .000 Failed to Reject 

Systems Innovation (H6) .302 Rejected 

 

4.8. Revised Theoretical Model  

A conceptual model is developed based on the results of regression tests and factor 

analysis. The revised theoretical model illustrates the results as well as the relationship 

between the constructs as presented in Figure 4.4. below. When looking at the two 

theories that were used to develop the theoretical model, it is important to note that 

there are certain discrepancies in the correlations identified between constructs. It is 

for this reason that the revised model differs slightly with the initial theoretical model.  
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Figure 4.4: Revised Theoretical Model  

 

In the literature review, it was established that in the DoI theory, complexity will have 

a positive and significant relationship with systems adoption which leads ultimately 

affects systems innovation. A vast body of research suggests that decreased 

complexity has a strong impact on the adoption of new technology (Al-Jabri & Sohail, 

2012). Inconsistencies were also found in the organisational innovation model where 

an insignificant relationship was found between individual factors and systems 

innovation. The initial theoretical model proposed a strong relationship between the 

two variables. The same is true for systems innovation and information security risks 

where the model was revised from a significant to an insignificant relationship. All other 

variables were found to be consistent with the initial theorised model.  

The revised model is relevant for organisations that seek to pursue systems innovation 

and effectively manage their information security exposure. The significant 

relationships identified by the model should be viewed as key focus areas as a causal 

relationship has already been developed. Where insignificant relationships exist, 

organisations may need to do more investigations of their own on how such factors 

can be used to drive innovation and information security management. Organisations 

may also choose to manage the two factors separately where an insignificant 

relationship exists.  
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4.9. Chapter Summary  

It is evident that data analysis is vital in providing an interpretation of the data in order 

to deduce the research findings. Descriptive statistics provided a comprehensive 

overview of how the respondents responded and analysis of demographic information. 

Validity and reliability test were performed in this chapter providing the assurance on 

the measuring instrument and the sample. Regression and correlation test results 

were also highlighted in this chapter. Regression test were used to test hypotheses, 

and a revised theoretical model was also presented in this chapter.    
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CHAPTER 5: DISCUSSION AND CONCLUSION  

5.1. Introduction  

This research sought to examine the relationship between systems innovation and 

information security risks and to examine the relationship between systems innovation 

and its antecedents. To meet these objectives, an extensive literature review was 

conducted in order to conceptualise the study of innovation together with the theory of 

information security risks. The literature review was used to develop a conceptualised 

model which identified constructs that can assist in measuring systems innovation and 

information security risks. Research hypotheses were developed based on the 

research objectives and the conceptual model that was constructed. A quantitative 

method was used to analyse the data collected from 185 respondents using an SPSS 

software. The conceptual model was tested through regression and factor analysis.   

According to Hart (2018), a review of the literature is important as it provides a broader 

understanding of the concepts, highlights research that has already been done on 

them and the key issues regarding the concepts. Because this research brings 

together the concepts of systems innovation and information security, it is vital to 

understand the theoretical background of these two concepts. A literature review 

provided a thorough investigation of these concepts as well as the key issues 

surrounding them.  

5.2. Components of Innovation Theories  

In seeking to answer the research question of “what relationship exists between 

components of innovation theories and systems innovation?” this section examines 

the two theories used to study antecedents of systems innovation and information 

security risks. The analysis of these two theories draws on the findings of the research 

as well key insights derived from the literature.  

5.2.1. Attributes of DoI  

The two attributes of DoI used in this research provide valuable insights into the 

manner in which systems innovation is understood. However, one of the key indicators 

of systems innovation in organisations is through evaluating the adoption of emerging 

technologies. The data collected shows the level of adoption by an organisation on 

technologies such as blockchain, the internet of things, big data/cloud computing, 
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artificial intelligence, and virtual/augmented reality.  The results from the data show 

that technologies/systems that provide more benefits are likely to be adopted. This 

may also explain why some innovations are generally accepted by most organisations 

while others are not.  

Data extracted from the descriptive analysis shows that blockchain is not readily 

adopted by organisations compared to cloud computing/big data, one may then 

deduce that blockchain is a complex technology and because of its uniqueness, it is 

difficult to measure its relative advantage. The ability to provide a secure transactional 

platform is a great value proposition for organisations however this is not enough to 

compel organisations to adopt it. One can also deduce that some organisations have 

not realised the potential benefits of blockchain thus explaining the slow adoption. 

Figure 5.1 below provides a summary of systems adoption for each 

technology/system. 

Figure 5.1: System Adoption   

 

Big data/cloud computing presents numerous opportunities for organisations as it 

provides increased accessibility of information and allows for aggressive analysis. It is 

easy to measure relative advantage on big data/cloud computing as a comparison can 

be made with technologies such as data warehousing and locally hosted solutions. 

Judging from the analysis derived from descriptive statistics, one can deduce that 

benefits from big data/cloud computing far outweigh those of previous technological 

solutions. System complexity did not have an influence in the adoption of big 

data/cloud computing as regression analysis shows it has an insignificant relationship 

with systems innovation. Hashem et al. (2015) agree that big data/cloud computing 

has significantly shifted ICT and services in organisations towards a more complex 

and large scale computing.  
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As the research findings suggest, systems innovation has an insignificant relationship 

with information security risks. It is important to note that information security risks 

should not be an impediment used to prevent organisations from innovating. Although 

this finding is not conclusive, it helps to provide valuable insights to ensure that 

innovation behaviour is not perceived as risky and reckless. Some of the key 

information security concerns with big data/cloud computing involves data integrity, 

accessibility and third-party reliance. This means that there are serious information 

security considerations prior to the adoption of this technology however the data 

shows that big data/cloud computing was widely adopted by a number of 

organisations. The benefits of using this technology outweighed the disadvantages 

that come with information security risks. According to Thierer (2015), innovation must 

be allowed to continue uninterrupted and if problems arise, they can be addressed 

later.   

The adoption of IoT is moderate and although it is a growing technology, organisations 

seem to derive value using interconnected devices. Such benefits include increased 

communication, efficiency in delivering business results, interoperability between 

systems, and better management of organisational assets. Because of the increased 

internet exposure, IoT is highly vulnerable to cyber-attacks and other internet-based 

threats. However, there have been many research achievements in dealing with 

security concerns for IoT and that has led to the successful implementation of privacy 

and security infrastructure in IoT technologies (Farooq et al., 2015). Despite 

information security risks IoT received a relatively high level of adoption by many 

organisations.  

The findings of this research also suggest that information security risks that come 

with artificial intelligence and virtual/augmented reality are not the reason for the low 

levels of adoption. The low adoption of these two technologies may come as a result 

of organisations’ inability to realise their potential benefits. Other factors such as 

pricing, operational requirements and alignment with organisational strategic 

objectives could be the reason for the low adoption. Concerns have already been 

raised that artificial intelligence and virtual/augmented reality may lead to job losses 

and these controversies may be the real reason behind the low adoption.  

Research finding indicates that relative advantage is the main contributing factor 

leading to an increase in systems innovation. Complexity does not have much of an 
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influence as it is found to have an insignificant relationship with systems innovation. 

The systems adopted have proven to have several benefits which further emphasises 

the importance of relative advantage as an antecedent of systems innovation. Another 

key finding is that there is no significant relationship between information security risks 

and systems innovation. The lack of a significant relationship between these two 

variables brings an important narrative that seeks to disqualify information security as 

the reason for the low adoption of systems in organisations.   

5.2.2. Attributes of Organisational Innovation  

Individual factors such as motivation, cognitive ability, and skills, proved not to 

influence the level at which organisations adopt technology and systems. This is based 

on the insignificant relationship that was identified between individual factors and 

systems innovation. One can therefore deduce that employees’ individual attributes 

such as motivation, skills, and cognitive ability will not lead to increased systems 

innovation. Based on the literature review in Chapter 2, individual factors are 

significant elements with a high influence on information security, however, they have 

an insignificant link with systems innovation. This further explains the lack of a 

significant relationship between information security risks and systems innovation.   

Organisational factors such as policies, culture, and resources also lead to an increase 

in systems innovation. This means that organisations with better resources, effective 

policies and an organisational culture that supports innovation can rapidly adopt 

information systems. As the research findings suggest, rapid systems innovation does 

not lead to increased information security risks. However organisations must continue 

to strive towards strengthening compliance with information security policies, create 

an organisational culture that supports information security and increase investments 

in information security systems and tools. Amabile (2011) indicates that innovation 

requires a combination of various components and most importantly, it works in an 

organisational environment where it is highly supported.  

The multiple regression test shows a significance level of 0.000 between systems 

innovation and environmental factors, this is a significantly high relationship between 

the two variables which suggests that environmental factors such as competitors, 

technology advancement, and changes in government regulations have a high 

influence in systems innovation. These external factors are often determinants of the 
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organisation’s competitive edge. This finding shows that organisations do not operate 

in a vacuum and that innovation is often triggered by events external to the 

organisation. Innovation models revolve around the recognition of the importance of 

the competitive advantage that often come from leveraging these external 

environment (Lakovleva, 2013).  

5.3. Achieving Research Objectives  

One of the key objectives of this research was to examine the relationship between 

systems innovation and information security risks. Secondary to this objective, the 

research also seeks to investigate the relationship between systems innovation and 

its antecedents. These research objectives are further discussed below.  

 

5.3.1. Relative Advantage and Complexity 
The significant relationship between relative advantage and systems innovation is 

consistent with the DoI theory. The relationship between systems innovation and 

complexity is insignificant meaning systems complexity is not the main course for lack 

of system adoption. This means it is highly critical for organisations to focus more on 

developing systems with more benefits than to focus on user-friendly ones. Results 

from the descriptive statistics also indicate that a significantly high number of 

respondents responded positively to questions that suggest that it is easier to adopt a 

system that has more benefits compared to older or existing systems. Figure 5.2. 

below provides a summary of the relationship between attributes of DoI and Systems 

Innovation with results from the regression analysis.   
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Figure 5.2: Summary of DoI Attributes Relationship 

 

 

5.3.2. Individual, Organisational and Environmental Factors  
 

The three elements of organisational innovation have a somewhat complex 

relationship as organisational factors and environmental factors show a strong positive 

relationship with systems innovation. Individual factors on the other hand seem to have 

an insignificant relationship with Systems Innovation. This means it is difficult for the 

personal attributes of employees to influence systems innovation in an organisation. 

Organisational and environmental factors are the major drivers of organisational 

innovation. This means that organisations would have to focus more on cultivating and 

creating an innovation-friendly culture and to use innovation as a competitive 

advantage to respond to events triggered by external factors such as customers and 

competitors. These key findings are derived from regression test results and are 

somewhat confirmed by the correlation analysis which identified positive correlations 

with all the three variables. A summary of the relationship between organisational 

innovation elements and systems innovation can be found in Figure 5.3. below.  
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Figure 5.3: Summary of Organisational Innovation Elements  

 

5.3.3. Systems Innovation and Information Security Risks   
 

As the main research objective of this study is to examine the relationship between 

systems innovation and information security risks, the data from both correlation and 

regression tests confirm that there is an insignificant relationship between these two 

variables. This means that in an organisation, an increase in information security risks 

cannot be attributed to an increase in systems innovation. This finding is not 

conclusive however it is important as it dispels the notion that innovation is a catalyst 

for growing information security risks. Organisations seeking to pursue systems 

innovation should still worry about information security however, they must also be 

able to strike a balance by putting in place mitigation strategies for such risks. Figure 

5.4. below shows a summary of the relationship between systems innovation and 

information security risks.  
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Figure 5.4: Summary of Systems Innovation and Information Security Risks   

 

5.4. Implications to Research Population  

This research identifies IT practitioners within various organisations and It students in 

South Africa as the population. This population often has a key task of delivering new 

information systems and finding innovative ways in which the organisation can adopt 

to create business value. Organisations are also faced with pressures from the 

external environment which leave them with no choice but to innovate as a way of 

enhancing their competitive advantage. It is important for this population to have a 

holistic understanding of information security and how it relates to innovation. The 

population must also be aware of ascendants of innovation which can be used as 

catalysts to accelerate innovation initiatives by the organisations.   

5.5. Contribution to Knowledge  

The contribution of this research to knowledge is quite a significant one as it uses 

various pre-existing theories to answer questions relating to innovation and 

information security risks. The fact that this research found its basis on well-

established theories is important as it seeks to expand on the knowledge that already 

exists. The research also examined five technologies which are relatively new 

therefore, the findings are important in assisting with better decision making with 

regards to the technologies/systems examined. The building of this theory also assists 

those who have the responsibility of developing new technologies as the findings of 

this research provides valuable lessons to learn regarding to the adoption of new 
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technology. This research contributes to the body of knowledge in areas of DoI and 

organisational innovation with a specific focus on the South African context.  

5.6. Limitations  

There are several limitations associated with this study, although several interventions 

were put in place to minimise the effect of these limitations, it is equally important to 

outline them. The following are the limitations associated with the study:  

• The sample size for this study is 185 respondents, given the nature of this study 

and methodological choice, it would have been ideal to have a sample size of 

200 to allow for better statistical analysis:  

• The snowballing sampling method allows respondents to nominate and refer 

other respondents to participate in the study. This presents its own challenges 

as the researcher is not able to verify if the referred respondents fit the sampling 

criteria which in this case is IT Professionals and students; and  

• Limiting the sample to IT Professionals and students ensured that the 

respondents have enough knowledge about the variables being measured 

however this sample introduces problems with the generalisation of the 

findings. The findings of this research cannot be generalised onto the broader 

South African population.  

5.7. Recommendations for Future Research  

Further research that can be developed on this topic may examine the relationship 

between information security risks and systems innovation perhaps using a different 

methodology and theoretical lens. This would assist in providing a comprehensive 

understanding of these two variables and how they relate to one another. Developing 

an information security framework for systems innovation would also be a key 

research area linked to this research as it would provide a blueprint of how IT 

practitioners need to approach issues of information security when pursuing systems 

innovation.  

 

This research does not examine how antecedents of systems innovation relate to one 

another and this presents an opportunity to explore how these antecedents are 

related. A Technology Acceptance Model (TAM) may also be developed using the five 
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systems that were examined in this research as this will further explain how and why 

other technologies are adopted compared to others.  

5.8. Conclusion 

It is evident that the research was able to meet its objectives and it produced valuable 

findings that assists to better understand the relationship between systems innovation 

and its antecedents as well as with information security risks. One of the findings in 

this research is that relative advantage was identified as a catalyst for systems 

innovation and that complexity did not influence systems innovation. From this finding, 

it is important to note that it is very important for organisations to focus more on 

ensuring that new systems and technologies provide more benefits and value for the 

organisation rather than focusing on making them less complex.  

The second key finding shows that individual characteristics of employees do not have 

any effect on systems innovation. Therefore it is more important to focus on 

organisational and environmental factors when seeking to accelerate innovation. One 

can therefore deduce that efforts seeking to strengthen organisational factors such as 

investment in information systems, creating an innovation-friendly culture and policies 

will have a positive effect on systems innovation.  

Lastly, the research findings also show that information security risks are not impacted 

by systems innovation. Although this finding is not conclusive, it is important to note 

that organisations need not use information security risks as a barrier to innovation. It 

is evident that the lack of a significant relationship indicates that organisations would 

need to strike a balance between managing the information security risks associated 

with new systems and making sure that such systems provide more value for the 

organisations.  

5.9. Chapter Summary  

This chapter provides a comprehensive discussion of the findings and a holistic 

summary for the research. The findings made in Chapter 4 are linked to the research 

objectives and the chapter also provides a contextualisation of the findings to the 

research population. The contribution of the study to the body of knowledge is 

discussed in this chapter together with the limitations of the study.  
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