-

P
brought to you by . CORE

View metadata, citation and similar papers at core.ac.uk

provided by Borys Grinchenko Kyiv University Institutional repository

u| =,

Ipu popmysanni 6a3 danux, nanpuxiad ons 3a0060.Jien-
1 nomped 3axnadie oxoponu 300po6’s, 00680l HACMO GUHU-
Kae npooaema w000 66edenis ma nooAILUOL 00pOOKU iMmen
i npizeuwy aikapie i nauienmie, AKi € 6Y3vbKOCNEUIANI306aHU-
Mu 3a 6umo6oto i nanucanusm. Ile noscuroemvca mum, wo
iMena ma npizeuwa a00el He MOXNCYmv OGymu yHiKaToHU-
Mu, ix nanuc me nionaoae nio xcooni npasuaa onemuxu, a
ix doexcunu npu ix euxaAOEHHI PI3HUMU MOBAMU MONCYMDb He
cnienadamu. 3 nos16010 iHMepHemy MaxKuii Cman Cnpas cmae
63azali KpUMUMHUM 1 MOdXCce npusecmu 00 mozo, wWo 3a 00Hi-
€10 adpecoro modxce Gymu 6i0npaeseno dexiavka Konii enex-
mpounux aucmie. Bupiwumu oznaueny npooiemy modxcymo
donomoemu ponemunni aneopummu nopieuanns crie Daitch-
Mokotoff, Soundex, NYSIIS, Polyphone ma Metaphone, a
maxooc anzopummu Jlesenwmmeiina ma /icapo, anzopum-
Mu na ocnosi Q-zpam, saxi 0036010mv 3HAxX00UMU 8i0Cmani
Mixnc cnoeamu. Haiioinvwozo nowupenns ceped nux ompu-
Mmanu aneopummu Soundex i Metaphone, axi npusnaveni 0as
indexcyeanns cie no ix 36YHaAHHAM 3 YPAXYEAHHAM NPAGUIL
eumosu. Illlnaxom sacmocysanns anzopummy Metaphone 3po-
oneno cnpoby onmumizayii npouecie onemuunozo nowyxKy
ona 3adau neuimiozo cnienadinns, Hanpuxaad, npu 0eoyoni-
Kauii danux 6 pisnomanimnux 6azax oamux i peecmpax 0us
3MEHUEHHS KIIbKOCME NOMUJIOK HEBGIPHO20 660CHHS NPI36uUw.
I3 ananizy naibinvw poznoscrodicenux npizeuw; uUOHO, WO
HaAcCmMuHa 3 HUX € YKPAiHCLKO020 a60 POCIiCbK020 NOXOONCEHHSL.
IIpu yvomy npasuna, 3a AKUMU BUMOBIAIOMBC 1 3ANUCYIOMb-
cs1 npizeuwa, HANPUKaA0d YKpaincvbKolo M06010, KapouHalb-
HO 8IOPI3HAIOMbCA 610 6A308UX AIZOPUMMIE Ol AHZNIUCHKOT i
docmamibo 6i0pizHAtOMbC 08 pociiicvkoi mosu. Came momy
Qonemunnuii aneopumm mae epaxosyeamu nepeoycim oco-
oOueocmi popmyeanms YykpaincoKux npizeuny, wo HUHi € HA0-
36unaino axmyanvtium. Ilpedcmaeneno pesyrvmamu excne-
pumenmy iz gopmyeanns onemuunux iHoexcie, a maxoxyc
pesyvmamu 30ibuenHs nPoOYKMUBHOCHT NPU BUKOPUCTAH-
Hi copmosanux inoexcie. Oxpemo npedcmaeeno memoo
adanmauii nowyxy Onn Hwux cep i Kinbkox cnopionenux
M08 HA NPUKAAdi NOWyYKY No JUKAPCLKUM 3acobam

Kmouosi cnosa: newimxe cnienadinmns, Qponemuuie npa-
euno, Qonemuunuii anzopumm, Metaphone, yxpaincovke
npizeuue
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1. Introduction

A variety of mechanisms and approaches can be used
to search for fuzzy matches between words and phrases:
distance calculation by Levenshtein, Damerau-Levenshtein,
or Hemming, similarities by Jaro or Jaro-Winkler, construc-
tion of Q-grams, etc. [1]. These algorithms are universal and
their use is justified when analyzing long literals with finite
alphabets (including an analysis of similarity and search for
mutations in DNA and RNA). In addition, phonetic algo-
rithms can be used to define n-multiple errors in typos and
misspellings, but none of them:

— firstly, does not take into consideration the peculiara
ities of sound perception of unfamiliar words (in this case,
last names) by human;

—secondly, cannot fully define determining phonetic
errors (such errors occur in languages with old grammar and
caused by cancellation of or variability in pronunciation and
written reproduction).

That is why there is a task to simplify and unify the process
of sound perception. This is primarily predetermined by the
medical reform, within which the automation of medical re-
cords is conducted by heads of hospitals, doctors, pharmacists,
laboratory staff, diagnostic and junior medical personnel, as
well as by patients. Transferring data into digital format leads,
in turn, to new challenges: operating the highly specialized
terms — personal data on patients and titles of medical prepa-
rations. Given the above, it is an urgent task to improve, first of
all, medical information systems at the stages of entering new
data and searching through existing databases.
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2. Literature review and problem statement

The task of searching for highly specialized words/terms
is reduced, as is known, to the formation of search indexes
based on a phonetic key. Currently, this task has to a certain
degree been formalized for English [2, 3], Russian [4, 5] and
some other languages. To this end, there are several phonetic
algorithms and their modifications that are capable of solv-
ing the tasks on forming search indexes. The most common
among them are the following algorithms: Soundex [6],
NYSIIS [7], Daitch-Mokotoff Soundex [8], Metaphone [9],
Double Metaphone [10], Russian Metaphone [4] and Poly-
phon [5], Caverphone [11], etc.

Calculation of the fuzzy match range based on different
types of algorithms was performed in [2]. The combinations
of methods that make it possible to test and check algorithms
on accuracy correspond to the rules of English grammar.
However, these rules cannot be fully applied to the Slavic
language group, so determining the conformity range for
the Ukrainian language requires a separate study. Historical
grammar for genealogical research, changes in spelling or
distortion of personal names constitute objective difficulties
for forming universal phonetic algorithms.

Characteristics of personal names and potential sources
of variations and errors are given in [3]. Although the work
is an overview of the comprehensive number of frequently
used methods of name alignment, but these data are only
for the English language. There is an unresolved issue on
the application of indicated principles for peculiarities of the
Ukrainian language. And the absence of a single universal
procedure indicates the necessity to develop a separate pho-
netic algorithm for personal Ukrainian names.

A phonetic search method that initiated the approach to
error auto-correction is shown in [7]. The paper gives a set of
technical solutions for automating the search process. The in-
formation system for the New York Police Service was devel-
oped. It is important to note that the hardware and software
used are obsolete by now, so there are the unresolved issues
related to the introduction to modern information systems. A
way to overcome related difficulties could be complete trans-
fer of a given algorithm to modern programming languages.
This approach is partially applied in works [6, 8].

A modification of the phonetic algorithm for the As-
samese language is given in [6]. Application of the algorithm
for languages of the Indo-Aryan group indicates the univer-
sality of issues related to sound perception of information. A
variant to overcome the difficulties of perception might be
applying the families of phonetic algorithms for individual
languages and language groups, as well as splitting the areas
of application within each language.

An attempt at the universalization of phonetic search for
a Slavic group of languages was reported in [8]. Although
several general rules are given for search universalization,
but this approach does not provide for the optimal search for
each particular language. That suggests that the digitizing
algorithms for individual industries with highly specialized
terms require a separate revision for each language. The de-
velopment of such algorithms forms a demand for a separate
linguistic study of the possibilities for simplifying the groups
of consonants for certain specific cases of use.

Using the Metaphone algorithm to form phonetic keys
is proposed in [9, 10]. Paper [9] reports one of the first ate
tempts to apply Metaphone for the automated search based
on an outdated hardware-software base. An option to over-

come the technological gap is the reengineering of the algo-
rithm in accordance with modern hardware, as well as the
refactoring of the software module code based on modern
programming approaches.

A model based on two phonetic algorithms (Soundex and
Metaphone) was presented in [10]. The algorithm modification
makes it possible to improve algorithm operation for individual
specific cases. However, there remains an unresolved issue
about universal adaptation of the algorithm for other alphabet
languages. A variant to overcome these difficulties is to analyze
each alphabet language and form a separate set of rules. This
approach was implemented for the Russian language in papers
[4, 5], and [11], however, due to the differences in pronunciation
in the Ukrainian and Russian languages, the application of
these algorithms does not yield a significant win.

A variant of implementing the Metaphone algorithm
for the Russian language was given in [4]. This algorithm
includes only five phonetic rules that are inherent in the
Russian language. In the Ukrainian language, the variability
of pronunciation is larger, so the number of rules must be
greater. That allows us to argue that universal phonetic rules
cover a very limited range of tasks, and optimal search lacks
special rules, separate for each language.

An example of the localization of the Polyphon phonetic
algorithm for the Russian language was given in [5]. This
algorithm is adapted for languages with “old” grammar and
with a significant number of exceptions and archaisms. The
young Ukrainian grammar does not require complicated
models, so a simpler Metaphone algorithm has a potential
gain in performance. Improving the Polyphon algorithm for
the Ukrainian language is impractical.

An attempt to adapt several algorithms for indexing
place names was made in [11]. Due to a small sample of the
experimental data and a small divergence between the re-
sults from the proposed algorithms, it is difficult to give an
objective estimation of the quality of operation of each sep-
arate one. The work requires detailed research using larger
volumes of data. And specific phonetic search rules for place
names require separate study and verification.

At the same time, applying these algorithms for the
phonetic search for the highly specialized (in pronun-
ciation and notation) words/terms, for example, in the
Ukrainian language, is typically accompanied by prob-
lems associated primarily with their introduction and
subsequent processing. That is, one may assert that none
of the algorithms mentioned above can fully solve the task
of indexing highly specialized words (in terms of their
sounding) taking into consideration the rules of pronun-
ciation, under conditions of fuzzy coincidence. This is the
most characteristic in the case of data deduplication in
various databases and registries. The option to overcome
this issue could be to use a phonetic algorithm for com-
paring words, Metaphone. A given algorithm is simpler in
implementation and is better suited for the “young” gram-
mars, including Ukrainian. After a certain modification,
this algorithm, by finding the distance between words at
the stages of entering new data and finding words based
on existing databases, would make it possible to optimize
the technology of indexing highly specialized words.

There are already known implementations of the Met-
aphone algorithm for the English, Russian [4], and other
languages, but none is known for the Ukrainian language,
while the impact of phonetic search optimization on the
acceleration of search processes has not been investigated.



Semantic search algorithms for last names cannot provide
for a significant performance improvement, as the names act
as identifiers and do not carry a separate content load.

To implement the Metaphone algorithm for the Uk-
rainian language, a separate set of phonetic rules for normaliz-
ing last names based on existing grammar rules [12] and refer-
ence data on Ukrainian last names [13] should be developed.

The above allows us to argue that it is advisable to con-
duct aresearch on the analysis of features of pronunciation in
the Ukrainian language for highly specialized terms and the
formation of a separate localized adaptation of the algorithm.

3. The aim and objectives of the study

The aim of this research is to develop and implement an
optimization technology using phonetic search to detect a
fuzzy match at data deduplication in databases. The opti-
mization should be determined based on a decrease in the
volume of search indexes compared with the full sample to
the use of a phonetic algorithm. A search based on the Met-
aphone phonetic algorithm should be applied to reduce the
number of errors when indexing Ukrainian last names and
titles of medical preparations.

To accomplish the aim, the following tasks have been set:

— to investigate the frequency of using Ukrainian (by
origin) last names in the territory of modern Ukraine;

— to construct a phonetic algorithm for indexes using a
sample of Ukrainian last names;

— to conduct an experimental research and implement an
optimization technology for the phonetic algorithm for indexes
using a sample of Ukrainian last names;

— to conduct an experimental research and to implement an
optimization technology for search queries related to medicinal
products when two related languages mix.

Thus, reducing typical endings can significantly save on the
length of a last name without losing its meaning.

Frequency F, ppm

Prevalence of first name 7, %o

Fig. 1. Dependence of the number of last names on
its occurrence
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Fig. 2. Frequency of occurrence of
different last names’ endings

4. Studying the frequency of using Ukrainian Table 1
last names The most common last names
Use fre- Last name
After reducing last names to the normal form, | quency, %o
statistics were collected on the most widespread 33 Mel'nyk
last names. Based on these data, we compiled a 3.0 Shevchenko
list of last names whose frequency of application 26 Boyko
was over 0.3 %o from the total quantity of last 25 Kovalenko, Bondarenko
names (more than 6,100 mentions). Table 1 gives 23 Tkachenko
examples of the most common last names with a 29 Koval'chuk, Kravehenko
frequency of use over 0.8 %o. 20 Tvanov(a)
Dependence of frequency F (measured in 1'9 Olivnvk
ppm) of last names distribution on the number 1' = Y hy —
of last names can be described by a power func- 8 Kova : Shevchu
tion, derived from the diagram approximation L7 Polishchuk
(Fig. 1 shows the theoretical distribution by dot- 14 Tkachuk, Bondar, Marchenko
ted line and the actual one — by continuous line): 13 Lysenko, Moroz, Savchenko, Rudenko, Petrenko
F =2mn"°, where n is the number of last names 1.2 Kravchuk, Klymenko, Popov(a)
with equal occurrence. 1.1 Pavlenko, Savchuk, Kuz'menko, Levchenko
The percentage of Ukrainian last names Ponomarenko, Vasylenko, Voloshyn(a), Kharchenko, Koval'ov(a),
among the most common (with a frequency 1.0 Karpenko, Sydorenko, Havrylyuk, Mel'nychuk, Khomenko, Pavlyuk,
of use exceeding 0.3 %o) is 88 %, and all oth- Shvets', Popovych
ers belong to Russian, Belarusian, and related 09 Romanyuk, Chornyy(a), Panchenko, Lytvynenko, Mazur, Kushnir,
(Fig. 2). Therefore, the use of phonetic rules of ' Yurchenko
the Ukrainian language is justified. Dyachenko, Martynyuk, Kostyuk, Tkach, Petrov(a), Semenyuk, Pryk-
Fig. 2 shows that the frequency of using the 0.8 hod’ko, Kostenko, Honcharenko, Kulyk, Kolomiyets’, Bilous, Nazarenko,
last names of Ukrainian origin is prevailing. Volkov(a), Kravets’, Kozak, Kovtun



5. Constructing a phonetic algorithm for indexes based on
the sample of Ukrainian last names

Given the results from our analysis, a set of phonetic rules
was compiled to normalize last names based on existing gram-
mar rules and reference data on Ukrainian last names. A given
algorithm implies the following sequence of steps:

1. Remove an apostrophe (implemented at the preced-
ing step).

2. Exclude -1-:

-T-—-T-.

3. Reduce vowels to their sound forms:

{-e-, -€-, -ite-, -ie-, -io-}—-e- (“Arees” is dealt with at step 12);

{-a-, -a-, -ia-, -ig-}—-a-;

{-i-, -i-, -u-}—-u-;

fy 0=y

{-0-, -lio-}—-0- (“Nocumnos”).

4. Reduce non-syllabic -y (“§”) at a word’s end:

-y—-B (at a word’s end).

5. Change letter clusters formed from -cbk-:

{-cpK-, -cChK-}—-1-;

{-3bK-, -TCbK-, -JKCbK-, -3CHK-}—>-2-;

{-1lbK-, -IICBK-, ~TCHK-, -KChK-, ~UChK-, -[[ChK-}—>-3-.

6. Remove -pb-.

7. Replace assimilated sonants (affricates and “r” are not
considered due to extreme rarity):

{n-—6-, X-—T-, T-—]-, -—X-, c-—3-} before {-6, -r, -1,
-K, -3}.

8. Combine crevice breath consonants:

-XB-—--.

9. Replace consonants assimilated into consonant groups:

{-c4-, -’Ky4-, -114-, -14-} — -I-.

10. Simplify consonant groups:

-CTH-—-CH-;

-3J1H-—-3H-;

-CJTH-—-CH-;

-CTI-—-CJI-;

-ITY H-—>-IIH-,

11. Simplify others:

-1B-—-1I-.

12. Replace duplicate letters with one (both consonants
and vowels).

13. Compress endings longer than 3 symbols:

-aBKO—-A;

{-aiixo, -afixa}—-B;

-aitiio—-C;

-aHKo0—-D;

-amko—-E;

-eBuu—-F;

-eBka—-G;

{-eiiko, -eiika}—-H;

{-enka, -enko}—-I;

-e4K0—-J;

-emko—-K;

-nino—-L;

-ncko—-M;

-UmnuH—-N;

-nmKko—-0;

-oBuu—-P;

-OHKO—-Q);

-04K0—-R;

-YHUK—-S;

{-yuxo, -yuaka}—-T;

{-ymko, -ymxka}—-U.

This order of rules is important, for example, the soft
sign is removed only after replacing letter clusters obtained
from -cbk-. When one implements the above rules, the algo-
rithm shown in Fig. 3 is obtained.

Some rules are absorbed by others, so a database query
optimization is applied to reduce execution time. An exam-
ple of the phonetic algorithm implementation using regular
expressions is shown in Listing 1.

Listing 1. Formation of indexes according to phonetic
rules (with comments)

-- Remove -1- (step 2)
UPDATE unic SET name_mod=
replace(lastname, ‘v’ ‘v”);

-- Reduce vowels to their sound forms (step 3)
UPDATE unic SET name_mod=
translate(name_mod, ‘iiesiio’, ‘uneay’);
UPDATE unic SET name_mod=
replace(name_mod, ‘iie’, ‘e’);
UPDATE unic SET name_mod=
replace(name_mod, ‘ie’, ‘e’);
UPDATE unic SET name_mod=
replace(name_mod, ‘io’, ‘e’);
UPDATE unic SET name_mod=
replace(name_mod, ‘ia’, ‘a’);
UPDATE unic SET name_mod=
replace(name_mod, ‘io’, ‘0’);

-- Reduce non-syllabic -y (“y”) at a word’s end (step 4)
UPDATE unic SET name_mod=
regexp_replace(name_mod, ‘y$’, ‘B’, ‘g’);

-- Replace suffixes formed from -cox- (step 5)
UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘(a|t|x|uim)cor’, ‘37, ‘g’);
UPDATE unic SET name_mod=
replace(name_mod, ‘upk’, ‘3’);

UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘(rx|3)cpK’, ‘2, ‘g");
UPDATE unic SET name_mod=
replace(name_mod, ‘3bK’, €27);

UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘c+uK’, 17, ‘g");

-- Remove -v- (step 6)
UPDATE unic SET name_mod=
replace(name_mod, ‘v, *’);

-- Replace assimilated sonants (step 7)

UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘n(6|r|ajx|3)’, ‘6\1’, ‘g’);
UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘x(6|r|a|x[3)’, ‘T\1’, ‘g’);
UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘T(6|r|a|x[3)’, ‘a\1’, ‘g’);
UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘m(6|r|ax|3)’, ‘x\1’, ‘g’);
UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘c(6|r|ajx|3)’, 3\1’, ‘g");

-- Combine crevice breath consonants (step 8)
UPDATE unic SET name_mod=
replace(name_mod, ‘xB’, ‘®’);



-- Replace consonants assimilated into conso-
nant groups (step 9)

UPDATE unic SET name_mod=regexp
replace(name_mod, ‘(c|x|m|u)w’, ‘or’, ‘g’);

-- Simplify consonant groups (step 10)
UPDATE unic SET name_mod=
regexp_replace(name_mod, ‘c(t|n)w’, ‘cH’, ‘g’);
UPDATE unic SET name_mod=
replace(name_mod, ‘3a1’, ‘30°);

UPDATE unic SET name_mod=
replace(name_mod, ‘ctir’, ‘cr’);

UPDATE unic SET name_mod=
replace(name_mod, ‘urun’, ‘min’);

-- Replace others (step 11)
UPDATE unic SET name_mod=
replace(name_mod, ‘up’, ‘u’);

-- Replace duplicate letters with one (step 12)
UPDATE unic SET name_mod=
regexp _replace(name_mod, ‘(\w)\1+’, ‘\1’, ‘g");

-- Compress endings longer than 3 symbols (step 13)
UPDATE unic SET name_mod=

regexp replace(name_mod, ‘aBxo$’, ‘A’, ‘g’);
UPDATE unic SET name_mod=

regexp _replace(name_mod, ‘(aiiko|aiika)$’, ‘B’, ‘g’);

Due to the use of regular expressions (POSIX) and a
large amount of data, initial formation of indexes can take
considerable time, so the optimization of the index form-
ing process makes it possible to save up to 15 % of CPU
time. Fig. 4 shows time cost of each operation, ranked for
the time of execution.

Short U at the end of the word

Deaf fricative consonants
Assimilated consonants

Vowels with their sound forms
Letter combinations formed by -cbk-

Simplify consonant groups
Assimilated by sonant

Ends longer than 3 characters
Lowercase and extra characters

Ghe with upturn -1-

Soft sign

Other

Double letters

Latin letters

(=)

10 20 30

Time for replacement, s

40

Fig. 4. Time cost diagram for different types of last name modifications

Fig. 4 shows that most resources are spent on prelimi-
nary activities to remove extra characters and reduce data
to a single unified form. Because of the complexity of a
regular expression with multiple nested cyclic sorting, the
procedure takes three times more time than other index
optimization procedures. A little less time is required to
shorten the last names’ endings, but nevertheless the gain
in the end length is 300 %.

6. Design of the experiment to validate a phonetic
algorithm on the sample of Ukrainian last names

For data analysis, the database of the depersonalized
last names the size of 17,631,472 was used, which is approx-
imately 41 % of the Ukrainian population according to the
State Statistics Service of Ukraine for 2018 (excluding the
temporarily occupied territory of the Autonomous Republic
of Crimea and the city of Sevastopol) [14].

o Replace
”| Ghe with upturn
Replace
vowels with their v
Delete sound forms
Cast —> spaces, > LaF\t’i?]pllgt(t;grs
to lowercase apostrophes, in Cyrilli
hyphens yrilie Rﬁp:«?%e ‘
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Replace
»| characters like -
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Combine
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4 Compress
Replace Yy Replace ;
Delete soft >—p other assimilated —» double letters  |—» endings longer
sign consonants with one than three
A ( characters
. Simplify
consonant groups
»  Simplify other

Fig. 3. BPMN diagram of the index acquisition process



All calculations and simulations were conducted in the
environment of the database PostgreSQL version 10.5 [15]
employing software JetBrains DataGrip version 2019.1.4 [16]
on the virtual Amazon Web Services hardware at a 4x2.3 GHz
processor and memory size of 16 GB. All test tables were in the
first normal form (INF).

The data are entered to the database according to simpli-
fied validation rules (for example, ban on entering numbers),
therefore errors in the last names are possible. Additional
reduction of data makes it possible to solve problems with
8,685 records (0.04 %). After removing all the redundant
items (dashes, spaces, other service characters) and replacing
the mistakenly typed ones (especially often in the beginning
of the last name), it is necessary to reduce the Latin characters
to Cyrillic (reducing rules are shown in Fig. 5). In addition,
at the first stage, the apostrophe (Listing 2) is removed, as it

carries only a partial phonetic load.
7

K]
P

(9]

NENLEEEREE

Fig. 5. Similarities in the notation of Cyrillic and Latin symbols

Listing 2. Creation of “pure” data

-- Convert to lowercase, remove all spaces, and remove all
double hyphens as well as hyphens at start and end of last name.
Remove apostrophe

UPDATE lastnames SET name_mod=

regexp _replace(regexp replace

(regexp_replace(replace(lower(lastname),

‘ ‘7 “)’ ‘(—{2,})-5-’, ~ ’ ‘gy)v u\_‘_$|”$yr “)r s

‘[“abBrraeeskauitiikamuonperydxinbosna-z- |+, g,

-- In all Latin last names, replace letters that have similar
spellings (including similarity for uppercase letters)

UPDATE lastnames SET name_mod=

translate(lastname, ‘abcdehikmoptuxy’,

‘aBCleHIKMOPTUXY')

WHERE lastname IN (SELECT lastname

FROM lastnames WHERE name_mod ~ ‘[a-z]’);

Double and triple last names do not need to be reduced
because of their uniqueness. The number of such last names
is 19,290 (3.6 %). For all other last names, one can apply
phonetic rules of normalization. It should be noted that the
number of letters in the last names can be two or more.

7. Analysis of phonetic transformation results using a
sample of Ukrainian last names

Productivity of index application can be validated based
on two parameters:

— the ratio of indexes number to the full sequence or the
average of the number of elements per index;

— a decrease in indexes volume (number of characters).

To calculate the gain, one can use optimization coeffi-
cients for the number of lines and by character volume:

Krmm

opt

=[1 ! ].100%,

i
M

opt — vol

ol IMI
K = 1—N— -100 %,

where I"#“m and 7! are the indexes for number and volume;
N and N°o' are the complete sequences for number and
volume.

Results from calculating the gain are given in Table 2.

Table 2
Gain calculation
Sampling type | Full volume | Index volume Optimization
coefficient, %
For number, row
Structured 547,825 20.7
434,4
Full 17,631,472 34,495 97.5
For volume, symbol
Structured 9,213,759 8.358.969 9.3
Full 262,767,707 T 96.8

Table 2 shows that a gain from different methods of
calculation (based on the number of lines or symbols) is
from 96.8 to 97.5 % for a full sample, which saves CPU
time and RAM on the servers with databases. The saving
of server computational resources is obtained by search-
ing not in full order, but only based on indexes that form
on the client side. Thus, the system employs distributed
calculations, which significantly reduces the load when
forming indexes. Conversion is applied only once — when
adding new elements to the server database; all subse-
quent calculations based on a given algorithm are con-
ducted remotely.

8. Design of the experiment for testing a phonetic
algorithm using a sample of medicines

For some industries, there may be additional conditions,
for example, when searching for medicines using the unpat-
ented medical title and trade mark there is a need to search
in two languages simultaneously: Ukrainian and Russian.
However, in these related languages there are different
assimilation rules for voiced and voiceless, so the rules for
building indexes are enlarged and simultaneously include
only joint phonetic features. Thus, the sequence of steps for
medicines takes the following form:

1. Reduce to lower case.

2. Replace points, commas, hyphens, caps, other special
characters (®, ™, &, *, etc.), and double spaces with spaces.

3. Replace the Latin symbols with Cyrillic (Fig. 5).

4. Assign the titles that consist of several words to sep-
arate cells.

5. Remove all titles with a length smaller than four char-
acters.

6. Remove apostrophe, -b- and -b-.

7. Exclude -r-:

-I-—-T-.

8. Reduce vowels to their sound forms:

-e-, -€-, -2-, -ie-, -ue-, -ie-, -io-, -N0-}—-e-;

{-a-, -a-, -ia-, -ig-, -ua-, -usg-}—-a-;

{-i-, -i-, -¥-, -bI-}—>-u-;
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{-0-, -0~ -6-}—>-0-.

9. Replace duplicate letters with one (both consonants
and vowels).

Testing the Morion guide [17] yielded 83,637 medicines.
We separated from these data the trademarks and unpatent-
ed titles in terms of active substance in the Ukrainian and
Russian languages. The result received is 133,598 words,
which are reduced to 23,198 unique ones. After creating pho-
netic indexes based on the described algorithm, 16,049 keys
were received and the optimization coefficient in line with
formula (1) for the number of lines amounted to 30.8 %.

Application of a given algorithm makes it possible to au-
tomate the process of finding medicines in medical informa-
tion systems both by pharmaceutical employees and users in
situations when a drug is recorded by ear or illegibly written
in a prescription.

9. Recommendations for introducing a phonetic algorithm
for indexes

When introducing the algorithm for constructing pho-
netic indices, there is a problem of integration with exist-
ing search engine optimization systems: semantic or other
universal algorithms based on the search for differences in
sequences. For the case of last names, the use of semantic
search does not make much sense, so there are the universal
algorithms for finding differences. The simultaneous use of
multiple algorithms does not result in a significant increase
in the quality of search, but requires the multiplication of
hardware resources (and, consequently, could lead to in-
creased delays).

The procedure for applying phonetic algorithms is stable:
first clean the data from unnecessary symbols and other
“garbage” and only then get on with all transformations.

10. Discussion of results of studying a phonetic algorithm
for indexes

Highly specialized (in pronunciation and spelling)
words/terms, in particular, names of people, are typically
not unique, their notation may not fall under any rules of
phonetics, while their length when they are spelt in different
languages may not match. With the advent of the Internet,
this situation has generally become critical and could lead
to the fact that multiple copies of e-mails are sent to one
address. It is possible to solve the specified issue by using
phonetic algorithms that compare words such as the mod-
ified Metaphone algorithm given in Listing 1. It takes into
consideration, first of all, peculiarities in the formation
of Ukrainian last names (Table 1) and the titles of medi-
cines [17], and, in contrast to those existing [4, 5, 11], makes
it possible to form phonetic transformations for indexes of
highly specialized Ukrainian words/terms.

The results obtained in the current study have high op-
timization ratios derived from (1), which reach 97.5 % (Ta-
ble 2). The high results of optimization are obtained through
the use of the phonetic algorithm to data, structured in
terms of formation and origin.

The proposed localization of the phonetic search algo-
rithm makes it possible to optimize search exactly for the
Ukrainian language, as shown in Fig.4. In addition, an

attempt at the mixed search has been made to tackle the
Ukrainian and Russian languages simultaneously, which sig-
nificantly expands possibilities to apply the algorithm (List-
ing 2) in actual information systems and makes it possible
for users with a low level of literacy to enjoy search without
constraints. When employing the generated indexes, one can
mark an increase in productivity at the stage of entering new
data and finding words based on existing databases.

This research has examined only two types of highly
specialized terms. For each individual field of knowledge, a
separate algorithm must be developed in order to achieve op-
timal algorithm performance. In addition, the results of this
study could be used to implement the search in the dialects
of the Ukrainian language, as well as a variety of variations
in blending two related languages, for example, the so-called
surzhyk, balachka, or trasyanka.

Among the disadvantages of our study is the need to
modify the algorithm for various fields of knowledge, for
example, operations with last names imply a set of endings,
which is inherent only for last names of Ukrainian origin.

At present, there are not known implemented other
phonetic algorithms for the Ukrainian language, so it is not
possible to compare performance or other parameters. In
addition, the index formation rules differ even for the related
grammars, so any numerical comparison based on the reali-
zation of the same algorithm in another language would not
yield matching results. For different languages, test samples,
as well as the sets of rules based on algorithms, are different,
so it is difficult to define parameters for comparison.

In the future, we plan, first, to construct similar rules
for Ukrainian names and patronymic names, and, second, to
improve the algorithm for the detection of last names, which
are spelt in different varieties (male and female). And to con-
duct a detailed research on the possibilities of simultaneous
use of universal algorithms, based on the search for differ-
ences in sequences, as well as phonetic rules of index build-
ing. Application of a given method requires additional costs:

— to adapt the algorithm for a specific application area;

— to finalize databases (adding individual structures in
which indexes are to be stored);

— to code (simultaneously at server and client parts);

— to check the conformity of results to user requests.

The phonetic algorithm could be applied in future to
the search optimization tasks based on a last name, data
deduplication processes (merging multiple accounts in one),
autocomplete forms, and fill options hints. The results ob-
tained could also be used to reduce the number of errors
when filling electronic forms (questionnaires) in state and
commercial information systems.

11. Conclusions

1. We have examined the frequency of using last names of
Ukrainian origin, including their typical endings in the ter-
ritory of modern Ukraine, which, when processing them, can
significantly save time of search based on the length of a last
name without losing its meaning. The sample amounted to
approximately 41 % of the population. Due to the high per-
centage of Ukrainian last names among the most frequently
occurring ones (88 %), we can argue that the use of phonetic
search makes it possible to cover most search queries.

2. Based on the statistical data and rules of formation of
Ukrainian last names, we have constructed an algorithm of



phonetic conversion for indexes for last names of Ukrainian
origin. A given algorithm of phonetic conversion has made
it possible to reduce the cyclical sorting procedure by three
times and to get a gain of almost 300 %.

3. Theoretical results have been confirmed in the course
of a field experiment using the samples of Ukrainian last
names, which has allowed us to boast about saving CPU
time and RAM volume at servers that host databases and
optimizing search processes with an optimization coeffi-
cient of 30.8 %.

4. We have also tested algorithm performance for the
mixed search for medicines in the Ukrainian and Russian
languages simultaneously. The maximum gain in terms of
search speed, when using phonetic indexes, reaches 97.5 %,
which makes it possible to implement a given technology of
optimization for the bilingual audience of users. This algo-
rithm, along with the Levenshtein distance calculation algo-
rithms, and other methods for finding printing errors, could
significantly improve the quality of search results.

The results of this study allow us to argue that the re-
search on the analysis of features of pronunciation in the
Ukrainian language for highly specialized terms and the for-
mation of indexes on the basis of the Metaphone algorithm
corresponds to the tasks for this study and to the needs of
search in modern information systems. The gain from the
implementation of a given technology of optimization based
on various calculation methods is from 96.8 to 97.5 %, which
makes it possible to save resources of database servers and to
find highly specialized terms at their fuzzy match.
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