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#### Abstract

Likert questionnaires are widely used in survey research, but it is unclear whether the item data should be investigated by means of parametric or nonparametric procedures. This study compared the Type I and II error rates of the $t$ test versus the Mann-Whitney-Wilcoxon (MWW) for five-point Likert items. Fourteen population distributions were defined and pairs of samples were drawn from the populations and submitted to the $t$ test and the $t$ test on ranks, which yields the same results as MWW. The results showed that the two tests had equivalent power for most of the pairs. MWW had a power advantage when one of the samples was drawn from a skewed or peaked distribution. Strong power differences between the $t$ test and MWW occurred when one of the samples was drawn from a multimodal distribution. Notably, the Type I error rate of both methods was never more than $3 \%$ above the nominal rate of $5 \%$, even not when sample sizes were highly unequal. In conclusion, for five-point Likert items, the $t$ test and MWW generally have similar power, and researchers do not have to worry about finding a difference whilst there is none in the population.


Likert scales are widely used in various domains such as behavioral sciences, healthcare, marketing, and usability research. When responding to a Likert scale, participants specify their level of agreement to statements with typically five or seven ordered response levels. Likert item data have distinct characteristics: discrete instead of continuous values, tied numbers, and restricted range.

There exists disagreement amongst scholars about whether Likert data should be analyzed with parametric statistics such as the $t$ test or nonparametric statistics such as the rank-based Mann-Whitney-Wilcoxon (MWW) (Carifio \& Perla, 2008; Jamieson, 2004). Clason and Dormody (1994) investigated the use of Likert items in the Journal of Agricultural Education and found that out of 95 relevant articles $13 \%$ used a nonparametric test and $34 \%$ a parametric one. In a simulation study with five-point Likert items, Gregoire and Driver (1987) did not find a clear preference towards either the $t$ test or nonparametric counterparts, but a reanalysis by Rasmussen (1989) pointed to flaws in that study and concluded that parametric tests are more powerful (i.e., exhibit a lower Type II error rate), except when the Published by ScholarWorks@UMass Amherst, 2010
sample pairs are taken from the most nonnormal combination of distributions, namely from a uniform distribution and a mixed-normal one. No large differences were found between parametric and nonparametric tests regarding the occurrence of false positives (i.e., the Type I error rate). A later study of Nanna and Sawilowsky (1998) using seven-point Likert item data found greater power for MWW in almost all investigated cases. The difference between the results of Rasmussen and those of Nanna and Sawilowsky can be explained by the types of distributions analyzed. The former study investigated relatively normal distributions, whereas the latter used distributions of real data which were considerably skewed.

There exists a wealth of literature comparing the $t$ test with MWW, most often focusing on relatively simple and continuous distributions and not on complex, truncated, and discrete distributions such as those of Likert data. It is well established that the $t$ test has a power advantage for normal distributions with equal variances and that it is robust to modest deviations from the test assumptions (Baker, Hardyck, \& Petrinovich, 1966; Glass, Peckham, \& Sanders, 1972;

Heeren \& D'Agostino, 1987; Posten, Yeh, \& Owen, 1982; Rasch \& Guiard, 2004, Sawilowsky \& Blair, 1992; Sawilowsky \& Hillman, 1992; Stonehouse \& Forrester, 1998; Sullivan \& D'Agostino, 1992; Wetherill, 1960). For highly nonnormal distributions, on the other hand, such as exponential and lognormal distributions or distributions with outliers, MWW has a power advantage (Blair \& Higgins, 1980; Bridge \& Sawilowsky, 1999; MacDonald, 1999; Neave \& Granger, 1968). For both the $t$ test and MWW, the Type I error rate deviates from the nominal value when unequal variances are combined with unequal sample sizes or when unequal variances are combined with nonnormal distributions (Fagerland \& Sandvik, 2009; MacDonald, 1999; Stonehouse \& Forrester, 1998; Zimmerman, 2006). In such cases, separate-variance procedures such as the Welch test are recommended as being more Type I error robust (Cribbie \& Keselman, 2003; Ruxton, 2006; Zimmerman, 2006).

The effect of sample size on the performance of the $t$ test and MWW is complex. Blair and Higgins (1980) found that in some conditions results for small sample sizes ( $n<10$ ) were opposite to those for moderate sample sizes. Many textbooks and articles mention that nonparametric tests are preferred when sample size is small and that the $t$ test becomes superior when sample size increases, as a result of the Central Limit Theorem (Lumley, Diehr, Emerson, \& Chen, 2002). The simulation study by Nanna and Sawilowsky (1998), however, showed that MWW achieves increased power advantages as sample size increases, indicating that it should be used not only for small but also for large sample sizes.

There exists some disagreement regarding the hypothesis being tested with MWW. MWW is often interpreted as a test of equal medians or a test of equal distributions. The correct interpretation, however, is that MWW is identical to performing a $t$ test after ranking over the combined samples (Conover \& Iman, 1981; Fagerland \& Sandvik, 2009; Zimmerman \& Zumbo, 1993). Thus, the $t$ test assesses differences in means, whereas MWW assesses differences in mean ranks.

The aim of this study was to investigate whether the $t$ test or MWW should be used when comparing two independent samples of five-point Likert data. A simulation study was conducted to test the hypothesis whether pairs of samples were drawn from different population distributions. We assessed the power of a test

from different population distributions, regardless of the expected value of the distribution. The Type I robustness was evaluated by testing samples drawn from the same distribution. The analyses were repeated for a range of equal and unequal sample sizes.

## METHOD

Fourteen diverse Likert population distributions were defined (Table 1). These distributions were considered representative for the possible distributions that may occur in real Likert item data. Ten thousand random samples were drawn for each of the 98 distribution combinations and subjected to the $t$ test and MWW. MWW was conducted by first transforming the combined vector of the two samples to ranks (Conover \& Iman, 1981; Fagerland \& Sandvik, 2009; Zimmerman \& Zumbo, 1993). An average rank was assigned in case the ranks were equal. The simulations were conducted for equal sample sizes ( $n=m=10, n=m=30$, and $n=m$ $=200)$ and for unequal sample sizes $(n=5, m=20$, and $n=100, m=10$ ). The computer simulation code is included in Appendix 2.

## RESULTS

Table 2 shows the results of the simulation study for $n=m=10$. Values for all investigated conditions are shown in Appendix 1. The above-diagonal numbers are the Type II error rates for the $t$ test and the numbers below the diagonal are the Type II error rates for MWW minus the Type II error rates for the $t$ test. A positive number below the diagonal means that the $t$ test was more powerful than MWW.

For $n=m=10$, the Type II error rate was generally high, except for the samples which were from very different distributions, such as the (very) strongly agree versus (very) strongly disagree distributions. The power differences between the $t$ test and MWW were less than $5 \%$ for the majority of the pairs. MWW occasionally had a substantial power advantage when one of the samples was from the very strongly disagree or very strongly agree distributions, with a maximum of $8 \%$ for very strongly agree versus disagree flat. The $t$ test had a large power advantage when strong multimodal was compared with (very) strongly (dis) agree, with a maximum difference of $21 \%$.

For $n=m=30$, the Type II error rate was obviously lower than for $n=m=10$. The pattern of power differences between the $t$ test and MWW was roughly equivalent. For sample pairs for which the difference in

Table 1. The population distributions of the five-point Likert data used in the simulation study

|  | $\begin{gathered} \hline 1 \\ (\%) \end{gathered}$ | $\begin{gathered} \hline 2 \\ (\%) \end{gathered}$ | $\begin{gathered} \hline 3 \\ (\%) \end{gathered}$ | $\begin{gathered} \hline 4 \\ (\%) \end{gathered}$ | $\begin{gathered} \hline 5 \\ (\%) \end{gathered}$ | Mean | SD | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Very strongly agree | 0 | 1 | 3 | 6 | 90 | 4.85 | 0.50 | -3.70 | 17.03 |
| Strongly agree | 1 | 3 | 6 | 30 | 60 | 4.45 | 0.82 | -1.76 | 6.35 |
| Agree peak | 5 | 10 | 20 | 45 | 20 | 3.65 | 1.07 | -0.77 | 3.08 |
| Agree flat | 10 | 15 | 20 | 30 | 25 | 3.45 | 1.29 | -0.46 | 2.12 |
| Neutral to agree | 10 | 20 | 30 | 25 | 15 | 3.15 | 1.20 | -0.11 | 2.15 |
| Neutral peak | 0 | 20 | 50 | 20 | 10 | 3.20 | 0.88 | 0.51 | 2.68 |
| Neutral flat | 15 | 20 | 25 | 20 | 20 | 3.10 | 1.34 | -0.06 | 1.86 |
| Very strongly disagree | 80 | 12 | 4 | 3 | 1 | 1.33 | 0.78 | 2.70 | 10.19 |
| Strongly disagree | 70 | 20 | 6 | 3 | 1 | 1.45 | 0.82 | 2.09 | 7.29 |
| Disagree flat | 25 | 35 | 20 | 15 | 5 | 2.40 | 1.16 | 0.53 | 2.37 |
| Neutral to disagree | 10 | 25 | 30 | 20 | 15 | 3.05 | 1.21 | 0.08 | 2.10 |
| Certainly not disagree | 1 | 4 | 50 | 30 | 15 | 3.54 | 0.83 | 0.19 | 2.91 |
| Multimodal | 15 | 5 | 15 | 25 | 40 | 3.70 | 1.42 | -0.83 | 2.37 |
| Strong multimodal | 45 | 5 | 0 | 5 | 45 | 3.00 | 1.93 | 0 | 1.06 |

Note. The kurtosis of a normal distribution is 3. Distributions that are more outlier-prone than a normal distribution have kurtosis greater than 3; distributions that are less outlier-prone have kurtosis less than 3.
means (or the difference in mean ranks) was large, the Type II error rate was close to $0 \%$. In that case, the null hypothesis of equal samples was almost always rejected by both the $t$ test and MWW, obscuring power differences between the methods. MWW was particularly powerful when one of the pairs was from the very strongly agree or neutral peak distribution, with a power advantage up to $19 \%$. The $t$ test was more powerful when the strong multimodal distribution was compared with a skewed or peak distribution, with power advantages up to $26 \%$.

For $n=m=200$, the Type II error rate was $0 \%$ for most of the pair comparisons, as one could have expected. In the cases it was not, MWW exhibited large power advantages. For example, for multimodal versus certainly not disagree, the Type II error rate was $71 \%$ for the $t$ test and only $9 \%$ for MWW. The $t$ test exhibited a large power advantage again when the strong multimodal distribution was involved.

For unequal sample sizes it was interesting to observe that the pattern of power differences approximately corresponded to the equal sample size conditions. Also, the Type I error rate was close to the nominal value of $5 \%$. Only in one case was the Type I error rate greater than $6 \%$ (when comparing two samples of unequal sizes from the very strongly agree distribution).

Table 3 shows the Cohen's $d$ effect sizes of the difference in means minus the difference in mean ranks. This provides an indication of the theoretical power difference between the $t$ test and MWW, independent from the ceiling effects in the Type II error rate (i.e., rates of $0 \%$ or $100 \%$, respectively). It can be seen that the difference in means was larger than the difference in means ranks particularly for the strong multimodal distributions and for (very) strongly agree versus (very) strongly disagree, which corresponds to the results in Table 2.

Table 2. Type II error percentage for the $t$ test (above diagonal), Type II error percentage for MWW minus Type II error percentage for the $t$ test (below diagonal), and Type I error percentages for the $t$ test and MWW (two rightmost columns)


[^0]Table 3. Absolute of Cohen's $d$ effect size of difference between untransformed data minus absolute of Cohen's $d$ effect size of difference between rank-transformed data

|  |  | 23105 Mouolys nda |  |  | $\begin{aligned} & 5 \\ & \stackrel{7}{5} \\ & 5 \\ & \hline 0 \end{aligned}$ |  | $\begin{aligned} & \text { Iै } \\ & \text { ö } \\ & \text { I } \\ & \text { I } \\ & \text { L } \end{aligned}$ | $\begin{aligned} & 2 \\ & \frac{3}{3} \\ & \frac{1}{3} \\ & 2 \end{aligned}$ | Very strongly disagree | 2aılos!p Misuouts |  | $\text { 2dubis? of po misno } N$ |  | $\begin{aligned} & \text { gu } \\ & \text { s. } \\ & \text { s } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| 2. | Strongly agree | -0.13 |  |  |  |  |  |  |  |  |  |  |  |  |
| 3. | Agree peak. | -0.39 | -0.10 |  |  |  |  |  |  |  |  |  |  |  |
| 4. | Agree flat | -0.27 | -0.01 | 0.04 |  |  |  |  |  |  |  |  |  |  |
| 5. | Neutral to agree | -0.33 | -0.06 | -0.01 | -0.02 |  |  |  |  |  |  |  |  |  |
| 6. | Neutral peak | -0.19 | -0.08 | -0.10 | -0.07 | 0.04 |  |  |  |  |  |  |  |  |
| 7. | Neutral flat | -0.24 | 0.01 | 0.02 | 0.00 | 0.00 | 0.03 |  |  |  |  |  |  |  |
| 8. |  | 0.49 | 0.42 | -0.05 | -0.13 | -0.20 | -0.33 | -0.17 |  |  |  |  |  |  |
| 9. | Strongly disagree | 0.53 | 0.40 | 0.00 | -0.05 | -0.11 | -0.24 | -0.07 | -0.07 |  |  |  |  |  |
| 10. | Disagree flat | -0.33 | -0.03 | -0.01 | 0.00 | -0.01 | -0.02 | 0.01 | -0.19 | -0.10 |  |  |  |  |
| 11. | Neutral to disagree | -0.27 | -0.03 | -0.02 | -0.02 | -0.01 | 0.01 | -0.00 | -0.25 | -0.15 | 0.00 |  |  |  |
| 12. | Certainly not disagree | -0.22 | -0.11 | -0.12 | 0.05 | 0.05 | -0.03 | 0.05 | -0.09 | -0.09 | -0.01 | 0.02 |  |  |
| 13. | Multimodal | -0.16 | 0.08 | -0.14 | -0.06 | -0.08 | -0.14 | -0.04 | 0.04 | 0.09 | 0.00 | -0.06 | -0.20 |  |
| 14. | Strong multimodal | 0.09 | 0.30 | 0.24 | 0.11 | 0.04 | 0.04 | 0.01 | 0.16 | 0.24 | 0.16 | -0.02 | 0.20 | 0.14 |

Note. A positive value indicates that the difference between means was larger than the difference between rank-transformed means. Contrary, a negative value indicates that the rank transformation increased the size of the difference as compared to the untransformed data. The calculations were conducted with a very large sample size ( $n=m=100,000$ ) such that the effects represent the differences at the population level.

## DISCUSSION

We investigated whether the $t$ test or MWW is superior for comparing two samples of Likert data. This study differed from previous ones by focusing on five-point Likert items and by simulating an extensive variety of possible distributions.

The results showed that the power differences between the $t$ test and MWW were minor and exceeded $10 \%$ for only few of the 98 distribution pairs. In many cases, the Type II error rate of the $t$ test and MWW was close to $0 \%$, indicating that differences between samples were large enough to be detected at the $\alpha=.05$ level by either method. MWW excelled for skewed or peaked distributions, whereas the $t$ test was superior in some Published by ScholarWorks@UMass Amherst, 2010
cases involving multimodal distributions. The $t$ test was found to be superior to MWW also for severe violations from the test assumptions (such as when comparing samples from the strong multimodal with strongly agree distribution). This can be explained by the fact that the difference in means of these populations was larger (Cohen's $d=0.98$ ) than the difference in mean ranks (Cohen's $d=0.68$ ).

Another noteworthy result of this study was that the Type I error rate was close to the nominal value of $5 \%$ for all sample sizes and for all combinations of distributions. These results indicate that, for both the $t$ test and MWW, researchers working with Likert item data do not have to be worried about finding a difference
when there is actually none in the population. Zimmerman (2006) found that the Type I error rate can strongly deviate when samples of unequal size are tested with equal means but unequal variances. The difference with our study is that we evaluated the Type I error rate for samples from the exact same distribution.

This article extends upon the results of Nanna and Sawilowsky (1998) who found that MWW was superior in all investigated cases. The difference with our results can be explained by the fact that Nanna and Sawilowsky used seven pairs of distributions of real data which were all relatively skewed and therefore favored MWW. Our study used 98 distribution pairs which constituted a more diverse set of possible distributions. Furthermore, Nanna and Sawilosky used seven-point Likert data which allows for longer tails and more skewness than a five-point interval. Our results agree with Nanna and Sawilowsky regarding the effect of sample size. Increasing the sample size increases the power of the $t$ test and MWW but does not result in the $t$ test becoming the preferred method.

This article focused on five-point Likert items only. It is known that item reliability is affected by the number of points (depending on the distribution) and various recommendations exist ranging from 2-3 points (Matell \& Jacoby, 1971) to $7-10$ points (Preston \& Colman, 2000). Although the analysis of single Likert items is often discouraged (e.g., Carifio \& Perla, 2008), it has been shown that well-designed items can be as appropriate as multiple-item scales in terms of construct validity (Gardner, Cummings, Dunham, \& Pierce, 1998). The simulation techniques used in this study can also be applied to other types of distributions, such as Likert items that are combined into a total score. Summed scores generally have a more normal distribution than single items, which may work in favor of the $t$ test.

Zimmerman (2004) concluded that optimum protection of the Type I error rate is assured by using the Welch test whenever sample sizes are unequal. The present study used no corrections for heteroscedasticity, such as the Welch test. Therefore, the reported power advantages of the $t$ test may be inflated due to the pairing of unequal sample sizes and variances. We verified this by repeating all $t$ tests with the unequal variances option, known as the Behrens-Fisher problem. The results showed that the average Type I and Type II error rates were actually considerably higher than the corresponding error rates with the regular $t$ test. Hence,



In conclusion, the $t$ test and MWW generally have equivalent power, except for skewed, peaked, or multimodal distributions for which strong power differences between the two tests occurred. The Type I error rate of both methods was never more than 3\% above the nominal rate of $5 \%$, even not when sample sizes were highly unequal.
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## Appendix 1

Type II error percentage for the $t$ test (above diagonal), Type II error percentage for MWW minus Type II error percentage for the $t$ test (below diagonal), and Type I error percentages for the $t$ test and MWW (two rightmost columns)

| Type II errors | Type I errors |
| :--- | :---: |


|  | $n=m=10$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | $t$ test | MWW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | Very strongly agree |  | 75 | 12 | 12 | 3 | 1 | 4 | 0 | 0 | 0 | 2 | 5 | 34 | 21 | 0.8 | 0.9 |
| 2. | Strongly agree | -6 |  | 54 | 49 | 25 | 16 | 28 | 0 | 0 | 2 | 20 | 36 | 75 | 48 | 4.4 | 5.1 |
| 3. | Agree peak. | -5 | -5 |  | 93 | 83 | 80 | 83 | 1 | 1 | 36 | 78 | 93 | 94 | 86 | 5.1 | 5.1 |
| 4. | Agree flat | -3 | 1 | 0 |  | 91 | 90 | 91 | 3 | 5 | 56 | 88 | 94 | 92 | 91 | 5.3 | 5.4 |
| 5. | Neutral to agree | -1 | -1 | 0 | 0 |  | 95 | 95 | 6 | 9 | 72 | 94 | 88 | 84 | 94 | 5.0 | 4.9 |
| 6. | Neutral peak | 0 | -2 | -4 | -2 | 0 |  | 94 | 2 | 3 | 61 | 94 | 86 | 81 | 94 | 5.1 | 5.1 |
| 7. | Neutral flat | -1 | 2 | 1 | 0 | 0 | -1 |  | 9 | 13 | 77 | 95 | 88 | 83 | 94 | 5.1 | 5.1 |
| 8. | $V$ ery strongly disagree | 0 | 0 | 0 | 0 | -2 | -1 | -2 |  | 95 | 35 | 8 | 0 | 3 | 36 | 2.2 | 3.3 |
| 9. | Strongly disagree | 0 | 0 | 0 | 0 | -1 | -1 | 0 | -2 |  | 46 | 11 | 1 | 4 | 43 | 4.1 | 5.3 |
| 10. | Disagree flat | 0 | 0 | 0 | 0 | 0 | -2 | 0 | -8 | -4 |  | 78 | 34 | 45 | 87 | 5.1 | 5.2 |
| 11. | Neutral to disagree | 0 | 1 | 0 | 0 | 0 | 0 | 0 | -3 | -2 | 0 |  | 83 | 79 | 94 | 5.3 | 5.4 |
| 12. | Certainly not disagree | -2 | -5 | -2 | -1 | 1 | -1 | 0 | 0 | 0 | 1 | 0 |  | 91 | 89 | 5.1 | 5.3 |
| 13. | Multimodal | -6 | 3 | -2 | -1 | -3 | -6 | -1 | 1 | 2 | 1 | -3 | -4 |  | 85 | 4.9 | 4.9 |
| 14. | Strong multimodal | 6 | 21 | 4 | 0 | -2 | -3 | -2 | 11 | 16 | 2 | -3 | 1 | 4 |  | 5.0 | 5.3 |


| $n=m=30$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | $t$ test | MWW |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

1. Very strongly agree 35
$\begin{array}{lllllllllllllllll}\text { 2. } & \text { Strongly agree } & -13 & 10 & 6 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 3 & 29 & 4 & 4.9 & 4.9\end{array}$
$\begin{array}{lllllllllllllllll}\text { 3. Agree peake } & 0 & -4 & 90 & 61 & 57 & 59 & 0 & 0 & 2 & 48 & 92 & 94 & 65 & 5.1 & 5.1\end{array}$
$\begin{array}{lllllllllllllllll}\text { 4. Agree flat } & 0 & 1 & 2 & 85 & 85 & 82 & 0 & 0 & 10 & 76 & 94 & 89 & 82 & 5.1 & 5.1\end{array}$
$\begin{array}{lllllllllllllllll}\text { 5. Neutral to agree } & 0 & 0 & -2 & -2 & 95 & 95 & 0 & 0 & 33 & 94 & 70 & 63 & 94 & 4.9 & 4.8\end{array}$
$\begin{array}{lllllllllllllllll}\text { 6. Neutral peake } & 0 & 0 & -14 & -7 & 0 & 94 & 0 & 0 & 16 & 91 & 67 & 63 & 92 & 5.0 & 5.0\end{array}$
2. Neutral flat $\begin{array}{lllllllllllllll} & 0 & 0 & 3 & 0 & 0 & 0 & 0 & 43 & 95 & 68 & 62 & 95 & 5.3 & 5.4\end{array}$
$\begin{array}{lllllllllllllllll}\text { 8. Very strongly disagree } & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 91 & 2 & 0 & 0 & 0 & 1 & 4.5 & 5.1\end{array}$

3. Disagree flat $\begin{array}{lllllllllllllllll} & 0 & 0 & 0 & 1 & 0 & -1 & 2 & -1 & -2 & 45 & 1 & 4 & 70 & 5.4 & 5.4\end{array}$
4. Neutral to disagree $\begin{array}{llllllllllllllll} & 0 & 0 & -2 & -2 & 0 & 0 & 0 & 0 & 0 & -1 & 56 & 53 & 95 & 4.9 & 5.0\end{array}$
5. Certainly not disagree $\quad 0 \begin{array}{lllllllllllllllll} & -2 & -7 & 0 & 5 & -4 & 6 & 0 & 0 & 1 & 2 & 90 & 73 & 5.1 & 5.0\end{array}$
6. Multimodal $\begin{array}{llllllllllllllll} & 0 & 13 & -6 & -5 & -11 & -19 & -5 & 0 & 0 & 0 & -8 & -16 & 65 & 4.9 & 4.9\end{array}$
https://scholarworks.umass.edu/pare/vol15/iss $1 / 11 \begin{gathered}\text { Strong multimodal } \\ \text { 26 }\end{gathered}$

## Appendix 1 (Continued)

Type II error percentage for the $t$ test (above diagonal), Type II error percentage for MWW minus Type II error percentage for the $t$ test (below diagonal), and Type I error percentages for the $t$ test and MWW (two rightmost columns)

|  |  | Type II errors |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Type I errors |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\frac{5}{5}$ | $\begin{aligned} & \text { º̃ } \\ & \text { son } \\ & \text { s } \\ & \text { z } \\ & \text { z } \end{aligned}$ |  | $\begin{aligned} & \text { s } \\ & \frac{3}{3} \\ & \text { un } \end{aligned}$ |  |  | 8 0 0 0 | $\begin{aligned} & 8 \\ & 4 \\ & 4 \\ & \hline \end{aligned}$ | 捯 |  |  | $\begin{gathered} \text { Z } \\ \text { 会 } \end{gathered}$ |  |  |
|  | $n=m=200$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  | 11 | 12 | 13 | 14 | $t$ test | MWW |
| 1. | Very strongly agree |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 5.1 | 5.0 |
| 2. | Strongly agree | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 4.6 | 4.8 |
| 3. | Agree peak | 0 | 0 |  | 60 | 1 | 1 | 1 | 0 | 0 | 0 |  | 0 | 79 | 93 | 1 | 5.1 | 5.2 |
| 4. | Agree flat | 0 | 0 | 16 |  | 32 | 38 | 24 | 0 | 0 | 0 |  | 11 | 87 | 53 | 22 | 5.1 | 5.1 |
| 5. | Neutral to agree | 0 | 0 | 0 | -7 |  | 92 | 93 | 0 | 0 | 0 |  | 87 | 3 | 2 | 85 | 5.3 | 5.4 |
| 6. | Neutral peak | 0 | 0 | -1 | -22 | 2 |  | 86 | 0 | 0 | 0 |  | 71 | 2 | 2 | 74 | 5.1 | 5.1 |
| 7. | Neutral flat | 0 | 0 | 1 | 0 | 0 | 4 |  | 0 | 0 | 0 |  | 93 | 2 | 1 | 91 | 5.0 | 5.0 |
| 8. | $V$ ery strongly disagree | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 67 | 0 |  | 0 | 0 | 0 | 0 | 5.1 | 5.0 |
| 9. | Strongly disagree | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -26 |  | 0 |  | 0 | 0 | 0 | 0 | 5.1 | 5.1 |
| 10. | Disagree flat | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 3 | 5.0 | 5.0 |
| 11. | Neutral to disagree | 0 | 0 | 0 | -3 | -2 | 2 | -1 | 0 | 0 | 0 |  |  | 0 | 0 | 94 | 4.8 | 4.9 |
| 12. | Certainly not disagree | 0 | 0 | -42 | 6 | 6 | -1 | 6 | 0 | 0 | 0 |  | 0 |  | 71 | 5 | 4.8 | 5.1 |
| 13. | Multimodal | 0 | 0 | -36 | -23 | -1 | -2 | -1 | 0 | 0 | 0 |  | 0 | -62 |  | 2 | 5.3 | 5.3 |
| 14. | Strong multimodal | 0 | 0 | 54 | 40 | 4 | 6 | -1 | 0 | 0 | 40 |  | -4 | 57 | 22 |  | 4.9 | 4.8 |
|  | $n=5, m=20$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  | 11 | 12 | 13 | 14 | $t$ test | MWW |
| 1. | Very strongly agree |  | 79 | 18 | 19 | 6 | 2 | 8 | 0 | 0 | 0 |  | 4 | 7 | 48 | 32 | 7.4 | 7.7 |
| 2. | Strongly agree | -7 |  | 61 | 57 | 32 | 22 | 36 | 0 | 0 | 5 |  | 27 | 42 | 79 | 57 | 4.4 | 4.5 |
| 3. | Agree peak | -7 | -5 |  | 94 | 86 | 82 | 85 | 1 | 2 | 42 |  | 82 | 93 | 94 | 85 | 4.7 | 4.9 |
| 4. | Agree flat | -5 | 1 | 0 |  | 92 | 90 | 92 | 5 | 8 | 62 |  | 89 | 92 | 93 | 90 | 5.0 | 5.3 |
| 5. | Neutral to agree | -1 | 1 | 0 | 0 |  | 94 | 95 | 9 | 13 | 76 |  | 95 | 88 | 85 | 92 | 4.7 | 4.7 |
| 6. | Neutral peak | 0 | 0 | -3 | 0 | 0 |  | 93 | 3 | 5 | 68 |  | 93 | 88 | 82 | 87 | 5.1 | 5.1 |
| 7. | Neutral flat | -1 | 4 | 1 | 0 | 0 | 1 |  | 14 | 20 | 81 |  | 95 | 86 | 85 | 93 | 4.6 | 4.8 |
| 8. | $V$ ery strongly disagree | 0 | 0 | 1 | 0 | -1 | 0 | -1 |  | 94 | 43 |  | 12 | 1 | 5 | 44 | 4.8 | 4.4 |
| 9. | Strongly disagree | 0 | 0 | 1 | 2 | 0 | -1 | 1 | 0 |  | 55 |  | 17 | 1 | 7 | 51 | 4.5 | 4.1 |
| 10. | Disagree flat | 0 | 1 | 3 | 2 | 1 | 0 | 1 | -8 | -4 |  |  | 81 | 44 | 51 | 86 | 4.6 | 4.8 |
| 11. | Neutral to disagree | 0 | 2 | 0 | 0 | 0 | 1 | 0 | -2 | -1 | 0 |  |  | 84 | 82 | 92 | 4.7 | 4.7 |
| 12. | Certainly not disagree | -1 | -2 | -1 | 1 | 2 | 0 | 2 | 1 | 1 | 1 |  | 1 |  | 89 | 86 | 4.9 | 4.5 |
| 13. | Multimodal | -11 | 3 | -1 | -1 | -2 | -3 | -1 | 2 | 4 | 3 |  | -1 | -1 |  | 87 | 4.6 | 5.0 |
| 14. | Strong multimodal | 6 | 20 | 4 | 1 | -1 | -2 | 0 | 11 | 17 | 2 |  | -1 | 1 | 3 |  | 5.1 | 5.0 |

## Appendix 1 (Continued)

Type II error percentage for the $t$ test (above diagonal), Type II error percentage for MWW minus Type II error percentage for the $t$ test (below diagonal), and Type I error percentages for the $t$ test and MWW (two rightmost columns)


[^1]
## Appendix 2

Computer simulation code (Matlab 7.7.0.471, R2008b).
clc;clear all;close all
$\mathrm{D}=\left[\begin{array}{lllllll}.00 & .01 & .03 & .06 & .90 & \% & 1 .\end{array}\right.$
$\mathrm{nm}=\left[\begin{array}{ll}10 & 10\end{array}\right.$
3030
200200
520
100 10];
reps=10000;
Dcum=cumsum(D,2);
for i1=1:size(nm,1) \% loop across the different sample sizes
pT=NaN(size(Dcum, 2), size(Dcum, 2), reps);
$\mathrm{pW}=\mathrm{NaN}($ size (Dcum, 2), size(Dcum, 2), reps);
$\mathrm{n}=\mathrm{nm}(\mathrm{i} 1,1) ; \mathrm{m}=\mathrm{nm}(\mathrm{i} 1,2)$;
disp([m n])
for i2=1:size(Dcum,1); \% loop across the 14 distributions
for i3=1:size(Dcum,1) \% loop across the 14 distributions
for i4=1:reps;
$\operatorname{L1}=\operatorname{NaN}(\mathrm{n}, 1)$; $\quad \mathrm{L} 2=\mathrm{NaN}(\mathrm{m}, 1)$;
X1=rand( $\mathrm{n}, 1$ ); $\mathrm{X} 2=r a n d(m, 1) ; \%$ draw random variables
\% between 0 and 1
for i5=1:n \% generate Likert item data for sample 1 L1(i5) $=$ find(X1(i5) <Dcum(i2,:),1);
end
for i5=1:m \% generate Likert item data for sample 2 L2(i5)= find(X2(i5)<Dcum(i3,:),1);
end
[h, pT(i2,i3,i4)]=ttest2(L1,L2); \% conduct t test
$\mathrm{V}=\mathrm{tiedrank}([\mathrm{L} 1 ; \mathrm{L} 2]) ; \mathrm{L} 1=\mathrm{V}(1: \mathrm{n}) ; \mathrm{L} 2=\mathrm{V}(\mathrm{n}+1: \mathrm{end}) ;$ \% transform to ranks
[h, pW(i2,i3,i4)]=ttest2(L1,L2); \% conduct t test on
\% rank-transformed data end
end
end
Tsuccess=squeeze(sum(pT<.05,3)); \% determine if null hypothesis is rejected
Wsuccess=squeeze (sum(pW<.05,3));
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```
% Generating the layout of Table 2 & Appendix 1
temp1=1-(triu(Tsuccess)+tril(Tsuccess)')./(2*reps); % Type II errors for t test.
                                    % average of above and below diagonal
temp1=temp1-tril(temp1);
temp2=(tril(Tsuccess-Wsuccess)+triu(Tsuccess-Wsuccess)')./(2*reps);
    % Difference between type II errors of MWW minus t test
    % average of above and below diagonal
temp2=temp2-diag(diag(temp2));
temp3=temp1+temp2;
temp3=temp3+diag(NaN(size(Dcum,1),1));
Type2=round(100*temp3);
Type1=round(1000*[diag(Tsuccess)/reps diag(Wsuccess)/reps])/10; % Type I errors
disp([Type2 Type1]) % Display output
```

end

# Addendum to <br> De Winter，J．C．F．，\＆Dodou，D．（2010）．Five－Point Likert Items：$t$ test versus Mann－Whitney－Wilcoxon．Practical Assessment，Research \＆ Evaluation，15， 11. 

J．C．F．de Winter and D．Dodou<br>Department of BioMechanical Engineering，Delft University of Technology

In the published paper，the Type II error rates for unequal sample sizes（see final two matrices of Appendix 1）were averaged for $n=m$ and $m=n$ ．Below，the complete matrices are reported（based 10，000 repetitions）．It can be seen that the matrices are not symmetric．For example，when comparing Very strongly agree $(n=5)$ with Multimodal（ $m=20$ ）， MWW has a power advantage of $23 \%$ ．Oppositely，when comparing Multimodal $(n=5)$ with Very strongly agree（ $m=$ 20），the $t$ test has a power advantage of $2 \%$ ．
The text of the published paper remains valid．However，it should be mentioned that when sample sizes are unequal， power differences between the $t$ test and MWW are more complex than when sample sizes are equal．

|  |  | Type II error percentage for the $t$ test |  |  |  |  |  |  |  |  |  |  |  |  |  | Type I error percentage |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & \pm 0 \\ & 0.0 \\ & 0.0 \\ & \text { E } \end{aligned}$ |  | 5 0 0 0 | $\text { 2. } 180 \text { of po.17nว } \mathrm{N}$ | $\begin{aligned} & \text { む } \\ & \text { む } \\ & \text { 亿 } \\ & \text { Z } \end{aligned}$ | $\begin{aligned} & 8 \\ & \\ & \hline \end{aligned}$ |  | $\begin{aligned} & \text { \# } \\ & \text { 気 } \\ & 0 \\ & 0 \\ & 0.0 \\ & 0.0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { z } \\ & \text { 芯 } \\ & 0.0 \\ & 0.0 \end{aligned}$ |  |  | $\begin{aligned} & \text { 희 } \\ & \text { s. } \\ & \text { In } \end{aligned}$ |  |  |  |
|  | $n=5, m=20$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | $t$ test | MWW |
| 1. | Very strongly agree |  | 96 | 23 | 28 | 8 | 3 | 12 | 0 | 0 | 0 | 6 | 9 | 72 | 48 | 7.1 | 7.2 |
|  | Strongly agree | 62 |  | 69 | 69 | 37 | 22 | 43 | 0 | 0 | 5 | 32 | 40 | 93 | 75 | 4.4 | 4.4 |
| 3. | Agree peak | 12 | 57 |  | 97 | 88 | 79 | 90 | 1 | 2 | 44 | 85 | 89 | 98 | 96 | 5.0 | 5.2 |
| 4. | Agree flat | 11 | 47 | 90 |  | 91 | 83 | 93 | 4 | 6 | 59 | 89 | 87 | 94 | 97 | 5.0 | 5.2 |
| 5. | Neutral to agree | 3 | 27 | 83 | 93 |  | 89 | 97 | 7 | 11 | 76 | 95 | 81 | 89 | 99 | 5.2 | 5.3 |
| 6. | Neutral peake | 2 | 21 | 87 | 97 | 98 |  | 99 | 2 | 4 | 75 | 98 | 86 | 93 | 99 | 5.1 | 5.3 |
| 7. | Neutral flat | 5 | 28 | 80 | 91 | 93 | 86 |  | 11 | 17 | 77 | 93 | 77 | 87 | 98 | 5.1 | 5.0 |
| 8. | Very strongly disagree | 0 | 0 | 2 | 7 | 11 | 3 | 17 |  | 98 | 49 | 15 | 1 | 6 | 62 | 4.8 | 4.2 |
| 9. | Strongly disagree | 0 | 0 | 3 | 9 | 16 | 5 | 24 | 90 |  | 62 | 20 | 1 | 8 | 69 | 4.6 | 4.3 |
| 10. | Disagree flat | 0 | 4 | 41 | 64 | 77 | 59 | 84 | 37 | 47 |  | 82 | 35 | 56 | 97 | 4.6 | 4.7 |
| 11. | Neutral to disagree | 3 | 23 | 79 | 91 | 94 | 88 | 97 | 9 | 13 | 80 |  | 76 | 86 | 99 | 5.0 | 5.1 |
| 12. | Certainly not disagree | 5 | 44 | 96 | 99 | 95 | 88 | 96 | 0 | 1 | 49 | 92 |  | 98 | 98 | 5.4 | 5.2 |
| 13. | Multimodal | 25 | 65 | 89 | 92 | 81 | 73 | 84 | 4 | 5 | 46 | 78 | 80 |  | 93 | 4.9 | 5.1 |
| 14. | Strong multimodal | 16 | 39 | 75 | 82 | 85 | 76 | 88 | 28 | 34 | 77 | 86 | 74 | 81 |  | 5.2 | 5.1 |


|  | Type II error percentage for MWW minus Type II error percentage for the $t$ test |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


|  | Type II error percentage for the $t$ test |  |  |  |  |  |  |  |  |  |  |  |  |  | Type I error percentage |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { 吡 } \\ & \text { 湲 } \\ & \text { E } \end{aligned}$ |  |  |  |  | $\begin{aligned} & \text { 苋 } \\ & \text { 若 } \\ & \text { 芯 } \end{aligned}$ | 3 条 4 |  |  |  |  |  | $\begin{aligned} & \text { zo } \\ & \text { 品 } \end{aligned}$ | $\begin{aligned} & \text { z } \\ & \text { n } \\ & \text { n } \\ & \text { 右 } \end{aligned}$ |  |  |
| $n=100, m=10$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | $t$ test | MWW |
| 1．Very strongly agree |  | 44 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 1 | 4.4 | 4.2 |
| 2．Strongly agree | 71 |  | 25 | 15 | 3 | 1 | 4 | 0 | 0 | 0 | 2 | 10 | 36 | 9 | 4.5 | 4.6 |
| 3．Agree peak | 1 | 31 |  | 87 | 69 | 78 | 65 | 0 | 0 | 9 | 60 | 97 | 87 | 58 | 5.1 | 5.2 |
| 4．Agree flat | 1 | 25 | 96 |  | 91 | 97 | 86 | 0 | 0 | 30 | 86 | 99 | 89 | 74 | 4.8 | 4.9 |
| 5．Neutral to agree | 0 | 5 | 76 | 86 |  | 98 | 93 | 0 | 0 | 52 | 94 | 90 | 68 | 80 | 5.1 | 5.2 |
| 6．Neutral peak | 0 | 2 | 63 | 77 | 87 |  | 82 | 0 | 0 | 29 | 84 | 79 | 56 | 69 | 4.9 | 4.9 |
| 7．Neutral flat | 0 | 6 | 80 | 88 | 97 | 99 |  | 0 | 1 | 66 | 97 | 92 | 71 | 84 | 5.0 | 4.9 |
| 8．Very strongly disagree | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 91 | 8 | 0 | 0 | 0 | 4 | 4.6 | 3.9 |
| 9．Strongly disagree | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 97 |  | 15 | 0 | 0 | 0 | 6 | 4.3 | 4.9 |
| 10．Disagree flat | 0 | 0 | 9 | 26 | 51 | 44 | 57 | 13 | 23 |  | 60 | 9 | 14 | 62 | 4.5 | 4.7 |
| 11．Neutral to disagree | 0 | 3 | 69 | 81 | 94 | 98 | 92 | 0 | 1 | 63 |  | 84 | 60 | 81 | 4.8 | 4.8 |
| 12．Certainly not disagree | 0 | 11 | 87 | 82 | 67 | 75 | 62 | 0 | 0 | 7 | 57 |  | 76 | 54 | 5.3 | 5.1 |
| 13．Multimodal | 11 | 67 | 98 | 93 | 82 | 89 | 75 | 0 | 0 | 18 | 74 | 99 |  | 66 | 4.8 | 4.9 |
| 14．Strong multimodal | 1 | 23 | 93 | 96 | 99 | 100 | 99 | 9 | 15 | 94 | 100 | 98 | 86 |  | 4.7 | 4.7 |


|  | Type II error percentage for MWW minus Type II error percentage for the $t$ test |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Note. A positive number means that the $t$ test was more powerful than MWW.


[^0]:    Note. A positive number below the diagonal means that the $t$ test was more powerful than MWW.

[^1]:    Note. A positive number below the diagonal means that the $t$ test was more powerful than MWW.

