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ABSTRACT 

A stabilized variational framework that admits overlapping as well as non-overlapping coupling 

of domains for a variety of Partial Differential Equations (PDEs) is employed in this work. This 

method accommodates non-matching meshes across the interfaces between the subdomain 

boundaries and allows for sharp changes in mechanical material properties. Interface coupling 

operators that emanate via embedding of Discontinuous Galerkin ideas in the continuous Galerkin 

framework provide a unique avenue to embed physics-based data in the modeling and analysis of 

the system. Physics-based data, either in discrete or in distributed form can be embedded via the 

interface operators that are otherwise devised to enforce continuity of the fields across internal 

discontinuities. The least-squares form of the interface coupling operators is exploited for its 

inherent linear regression type structure, and it is shown that it helps improve the overall accuracy 

of the numerical solution. Method is applicable to multi-PDE class of problems wherein different 

PDEs are operational on adjacent domains across the common interface. The method also comes 

equipped with a residual based error estimation method which is shown to be applicable to test 

problems employed. Different test cases are employed to investigate the mathematical attributes 

of the method. 

 

 

 

 

 



 

 iii 

TABLE OF CONTENTS 

CHAPTER 1: INTRODUCTION ................................................................................................... 1 

CHAPTER 2: GENERAL FRAMEWORK FOR COUPLING MULTIPLE SUBDOMAINS ...... 6 

CHAPTER 3: STABILIZATION AND ERROR ESTIMATION ................................................ 13 

CHAPTER 4: COUPLED PDEs WITH NON-MATCHING PRIMAL FIELDS IN SOLID 

MECHANICS ....................................................................................................... 34 

CHAPTER 5: STABILIZATION AND INTERFACE COUPLING IN FLUID MECHANICS . 42 

CHAPTER 6: VARIATIONAL EMBEDDING OF PHYSICS BASED DATA ......................... 56 

CHAPTER 7: NUMERICAL RESULTS ..................................................................................... 64 

CHAPTER 8: CONCLUSION ...................................................................................................... 89 

REFERENCES .............................................................................................................................. 90 



 

1 
 

CHAPTER 1: INTRODUCTION 

Data Science is the extraction of ‘features’ or ‘useful knowledge’ from large volumes of 

unstructured data [1]. Typically, it is done through a combination of various tools, algorithms, and 

machine learning principles with the aim to get ‘insights’ from the raw data, which are then used 

for decision making in a variety of fields. Data Science allows computational models to learn 

representations of data with multiple levels of abstraction. In recent years, machine learning based 

computational models have dramatically improved the state-of-the-art in speech recognition, 

visual object recognition, object detection and many other domains such as drug discovery and 

genomics [32]. 

Recently, there has been a trend of incorporating Data Science into computational mechanics, 

however its full potential is yet to be realized. In computational mechanics, machine learning has 

been used to formulate multiscale elements [31], to enhance the performance of traditional 

elements [45], to extract constitutive manifolds [28], to produce a data-driven solver [29], and to 

develop surrogate models for computing element internal forces [11]. 

The core of computational mechanics has been to find approximate solutions for a variety of partial 

differential equations, which describe natural, physical, and chemical phenomena mathematically. 

Finite Element Method (FEM) is one of the numerical methods that forms the basis of 

computational mechanics. It has been extremely popular and widely used for a variety of 

applications over the last half century due to its robustness and systematic approach. 

Unfortunately, the method has limitations for problems with discontinuities, singularities, and 

multiple scales. Some stabilization methods have been proposed to tackle these technical 

bottlenecks. Successful methods include the global-local methods [43], residual free bubbles [10], 
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the Variational Multiscale (VMS) method [25], the discontinuous enrichment method [15], the 

generalized finite element method [16], and multiscale methods [13]. One common feature of these 

methods is that they expand or modify the solution space to better fit the particular problem.  

Although these methods tend to have a better computational performance, the convergence rates 

are sub-optimal and get prohibitively expensive to achieve a certain accuracy. 

In VMS method, a decomposition is applied to the solution field into resolved scales, which are 

captured by a given mesh, and unresolved scales, i.e., the finer features that are beyond the 

resolution capacity of the given spatial mesh, thus giving rise to discretization error right from the 

outset. This decomposition is introduced into the variational structure of the problem and gives 

rise to a system of coupled equations for the resolved and unresolved scales. This system of 

variational equations serves as a launching point for the derivation of enhanced numerical methods 

termed as VMS-based methods. 

One of the applications of the VMS method is to use the fine-scale component either as a posteriori 

error estimator or as a driving component for adaptive meshing algorithms [47,31]. A unified, 

consistent framework for estimating discretization error through the modeling of fine-scale effects 

is presented in [39]. 

Another area where VMS has led to significant contributions is the development of stabilized 

methods. In recent years, stabilized formulations have been pursued through the application of the 

variational multiscale method to the mixed form of elasticity and the Stokes flow problem, which 

are form-equivalent in the incompressible limit. In [40,41], Masud and co-workers applied the 

variational multiscale method to the mixed form of elasticity and derived the structure of the 

stabilization matrix  by employing bubble functions to represent the fine scales. Employing the τ
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VMS-based stabilization where the fine-scale problem is treated in a direct fashion via bubble 

functions, Masud and Franca [34] developed a hierarchical multiscale modeling framework for 

problems with multiscale source terms, and Masud and Scovazzi [37] developed a heterogeneous 

multiscale modeling framework for hierarchical systems of nested PDEs. 

As discussed earlier, numerical methods have limitations when it comes to solving problems with 

discontinuous interfaces. The development of robust techniques for modeling interfaces within the 

finite element method has been an active area of research in recent years.  Barbosa and Hughes [5] 

proposed Galerkin least-squares (GLS) stabilizing terms involving the Euler–Lagrange residual on 

the boundary to weakly enforce Dirichlet constraints. An alternative for imposing constraints is 

the consistent penalty formulation called the Nitsche method [42], in which numerical flux terms 

defined from the primary field stand-in for the multipliers. A limitation of the classical Nitsche or 

GLS approaches [42,5] is that the explicit definition of the stabilization parameter is left 

unspecified by the theory. Although simple approximations or global estimates for the stabilization 

parameter are satisfactory for most situations, robust estimates become crucial in the presence of 

sharply varying material properties, and anisotropic nonconforming meshes. 

Truster and Masud [53] derived a Nitsche interface method from an underlying Lagrange 

multiplier method by applying a VMS approach. Starting from a Lagrange multiplier formulation 

for imposing continuity constraints weakly at the interface, a multiscale decomposition is applied 

to the primary field locally at the interface. Recognizing that the discretization process induces 

instabilities not present in the continuum problem, models for the fine-scale features are 

incorporated in order to enhance the stability in the neighborhood of the interface. By modeling 

these fine-scale features using edge bubble functions, consistent residual-driven terms at the 

interface that stabilize the mixed primal-multiplier formulation are obtained. By employing 
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discontinuous functions for the Lagrange multipliers along segments of the interface, a definition 

for the numerical flux emerges that, upon substitution into the mixed form, yields a DG interface 

method where the primary field is the only unknown. 

The resulting DG interface method provides an avenue for mathematically linking hierarchal 

physical models in a consistent fashion [21]. A common example is flow through a porous media 

where regions with low permeability are modeled with Darcy equation while the regions with 

higher flow rates are modeled via Darcy-Stokes equations. The multiscale phenomenon needs 

exchange of information from one model to the other through coupling of models via a DG 

interface. 

In this work, we have incorporated the observational data into the VMS based DG interface method 

[53] in order to enhance accuracy of the solution fields. The data is provided at nodal points in a 

small patch which is embedded as a discontinuity in the problem domain. This provides an avenue 

to introduce data in interface coupling terms, wherein least squares type linear regression function 

emerges. In this new framework, essential constraints and conservation laws such as compatibility 

and equilibrium remain unchanged, as do the spatial and temporal discretizations. Therefore, the 

variational consistency of the DG interface method carries over to the present data-driven 

paradigm. The goal of embedding data is to find the state satisfying the conservation laws that is 

closest to the data set. The resulting data-driven problem thus consists of the minimization of a 

distance function to the data set subject to the satisfaction of essential constraints and conservation 

laws. This is where the notion of physics informed data-driven modeling appears. 

An outline of the thesis is as follows: Chapter 2 presents a general framework employing VMS 

ideas for deriving DG interface method to couple nonconforming meshes as well as different PDEs 
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across discrete interfaces, wherein consistent expressions for the stabilization parameter and 

weighted numerical flux emerge. Chapter 3 provides a derivation of the stabilized form for mixed 

form of elasticity and a residual based error estimation framework using scale split approach of 

VMS. Chapters 4 and 5 specialize the general DG interface framework presented in Chapter 2 for 

different solid and fluid mechanics PDEs, coupling of different PDEs, and linking of hierarchal 

physical models. Chapter 6 describes the approach for variationally embedding data in the DG 

interface method and the interpretation of the emerging terms in the context of Data Science. A 

series of numerical test cases for both solid and fluid mechanics problems with embedded data are 

presented in Chapter 7. Finally, Chapter 8 contains concluding remarks. 
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CHAPTER 2: GENERAL FRAMEWORK FOR COUPLING MULTIPLE 
SUBDOMAINS 

This chapter presents the general framework that underlies the method.  

represents linear (differential) operators of the governing system of equations in subdomain . 

We require that  are such that the fields  have the same physical connotation (e.g. 

displacement, velocity, or concentration) throughout  and that the local equations are well-posed 

in the sense of the Lax-Milgram theorem. 

  (1)  

 

Figure 1: Domain cut into subdomains across the common interface 

Figure 1 shows the domain cut into subdomain across which the functions are assumed to be 

discontinuous. To connect the two regions at the interface, the domain interior (1) is supplemented 

with the following continuity equations: 

  (2)  

A (α ) :V (α ) → ′V (α )

Ω(α )

A (α ) ( )au

W

A (α )u(α ) + f (α ) = 0 in Ω(α )

(1) (1) on IA - = G0u λ
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  (3)  

  (4)  

where the Lagrange multiplier field  plays the role of the flux across the interface. In (2) 

and (3) the linear operators  are the flux operators associated with the interior operators 

. The trace operators  map the primary field  to its trace on  for pairing with the 

multiplier . Because the continuity condition (4) is weakly enforced, the finite element mesh is 

permitted to be nonconforming along the interface .  

In (1) – (4) the unknown fields are  and . While the continuum formulation (1) – (4) is well-

posed, its discrete counterpart does not inherit the same stability properties, which leads to 

technical issues when the classical continuous Galerkin approach is applied to the individual 

subproblems in (1) for . Namely, the formulation can be characterized as a mixed field 

problem, and therefore the selection of piecewise continuous or discontinuous multipliers as well 

as the polynomial order has significant implications on the stability of the discrete problem. In 

particular, employing combinations which do not satisfy the Babuška–Brezzi condition may lead 

to unstable or oscillatory numerical results.  

Secondly, in the context of mathematical physics, Lagrange multiplies has a force connotation, 

and it provides the magnitude of force required to keep the two pieces together. For the case where 

interfacial kinematics goes beyond gluing the two pieces and may encompass relative slipping or 

sliding of the interfaces, Lagrange multiplies methods does not provide provision to embed 

interfacial kinematic models. Furthermore, this problem cannot be modeled via Penalty function 

(2) (2) on IA + = G0u λ

(1) (1) (2) (2) on IB B= Gu u

ÎWλ

( )A a A (α )

( )B a ( )au IG

µ

IG

( )au λ

{ }1,2a Î
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formulation as well, as penalty parameter is problem dependent, and depending on its numeric 

value employed, the constraint is either loosely enforced, or a too large a value can lead to ill-

conditioning of the discrete system of equations.  

In this context, Nitsche method provides another avenue to couple the subdomains while 

accommodating interfacial kinematics. While the relationship between the Nitsche method and 

stabilized Lagrange multiplier methods has been established, this section presents a systematic 

approach for deriving methods associated with a wider class of linear PDEs, including the 

capability of treating different governing equations in each of the subregions. 

The underlying variational structure is that of the VMS method. The guiding philosophy of this 

method is that the weak continuity of the fields can introduce error in the discrete representation 

and the lack of resolution of the fine-scale features by a given discretization is the major factor in 

the loss of stability for many numerical techniques.  

We remark that for mixed field problems, a decomposition may not be required for each primary 

field in order to achieve a stable method. Secondly, no continuity requirements regarding the 

interface are placed on the coarse or fine scales. The coarse scales   are associated with 

finite element spaces  and , respectively, and the fine scales are taken to lie in the 

complement spaces  and .  

Segregation of spaces of functions leads to coarse-scale problem and a fine-scale problem. The 

objective at this point is to derive an analytical expression for the fine scales in terms of the Euler-

Lagrange equations for the coarse-scale fields  and .   

(1) (2)ˆ ˆ,u u

(1)hV (2)hV

V (1) \V̂ (1) V (2) \V̂ (2)

( )ˆ au λ
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Secondly, for computational expediency we assume that the method relies upon the assumptions 

that the fine-scale field is localized to the elements adjacent to  and does not vanish along . 

Upon substitution of this expression into the coarse-scale problem, the fine-scale effects at the 

interface produce a stabilized mixed formulation. With the additional assumption of discontinuous 

Lagrange multipliers, a stabilized weak form for the primary fields  alone is obtained in which 

consistent definitions emerge for the weighted numerical flux and the penalty parameter.  

To facilitate the derivation of the fine-scale models at the interface, we first introduce notation 

associated with the partition of the interface  into segments that are induced by the coarse-scale 

discretizations  and . Next, we approximate the fine-scale fields using edge bubble 

functions. However, the support of the bubble  is taken to be the tributary area or sector 

 which respects the interface segment , namely . The 

concept of segments and sectors associated with a discretized interface is illustrated in Figure 2. 

The specific form of the edge bubble function for various element types is provided in Table 3 and 

an example is shown in Figure 3. 

In summary, the fine scales in the neighborhood of segment  are represented as follows: 

 
 (5)  

Adopting this representation enables the separation of into a series of local problems associated 

with segments . At this point we introduce three assumptions to further simplify the 

derivation of the fine-scale model. 

IG IG

( )au

IG

(1)T (2)T

( )
sb
a

ω s
(α ) ⊆  Ωes

(α )
sg ∂ω s

(1) ∩ "Γ I = ∂ω s
(2) ∩ "Γ I = γ s

sg

( ) ( )
( ) ( )

( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

1 1
,

s s

n n

sk s k sl s l
k l

b b
a a

a a
a a a a a a a a

w w
b h

= =

= =å åu x e w x e
! !

! !

s Ig ÎT
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Figure 2: Interface segment  

1. First, the residual of the coarse-scales in the element interior is assumed to be nearly orthogonal 

to the fine-scale bubble functions , which is equivalent to representing the fine scales using 

residual free bubbles. While we do not strictly enforce the condition , we argue that 

the assumption  is valid because the residual is expected to be 

small for stable numerical methods and also to decrease as the mesh is refined.  

2. Second, we focus on the trace of the fine scales along the interface and make an approximation 

which is analogous to employing the average value of the bubble on segment . 

3. Third, the boundary residual  is taken outside of the bilinear form 

 by applying a projection operator , which is equivalent to applying 

the mean value theorem. Combining these steps leads to an analytical expression for the trace 

of the fine scales on the interface. 

γ s

( )
sb
a

( )
s RFBb ba =

bs
(α )el

(α ) ,A (α )û(α ) + f (α )( )ωs(α ) ≈ 0

sg

( ) 1 ( ) ( )ˆ1 Aa a a-- - Îλ u W

( )( ) ,
s
b a
g ! ! :¢ ¢P ®W W W

IG

(1)
sw

(2)
sw

sg

(1)
se

W

(2)
se

W

(2)W

(1)W
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To derive the Stabilized Interface formulation, we embed the fine-scale model into the coarse-

scale formulation. Fine scale model is a function of Lagrange multiplier which is an unknown that 

needs to be derived. Through the incorporation of the stabilizing terms obtained via the fine-scale 

models, arbitrary combinations for the primary and multiplier fields are admissible in the weak 

form. To derive Lagrange multiplier, we focus on the continuity equation and employ the space of 

discontinuous  functions on . This approximation allows us to obtain a closed-form 

expression for the Lagrange multiplier field  on each segment: 

  (6)  

where the tensorial quantities are derived from the fine-scale models and termed as follows: 

  (7)  

 

Figure 3: Sample edge bubble function 

Embedding the fine model in the coarse-scale variational form leads to interface integrals that are 

form-equivalent to the classical DG or symmetric interior penalty method. However, the numerical 

2L IG

λ

( ) ( ) !( )(1) (1) (1) (2) (2) (2)ˆ ˆ ˆ
s ss

s s sA Ag gg
é ù= P - P - Pë ûλ δ u δ u τ uW W W

( ) 1(1) (2) ( ) ( ),s s s s s s
a a-

= + =τ τ τ δ τ τ
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flux and the penalty parameter are explicitly derived. In addition, it gives rise to interface integrals 

that involve the product of flux jump terms defined as  and an inverse 

penalty parameter obtained through straightforward algebraic manipulation as 

, which holds for arbitrary tensors  and . While 

this term is not commonly used in single field DG methods, it does appear in DG methods for 

mixed field problems such as Darcy flow. These four interface terms model the effects of the 

Lagrange multipliers and fine-scale fields which no longer explicitly appear in Stabilized Form. 

Au!" #$= A
(1)u(1) + A(2)u(2)

( ) ( )
11 1(1) (2) (2) (1) (1) (2)

s s s s s s s

-- -é ù= = = +ê úë û
δ τ δ τ δ τ τ (1)

sτ
(2)
sτ
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CHAPTER 3: STABILIZATION AND ERROR ESTIMATION 

3.1 Governing Equations 

3.1.1 Strong Form 

Let  be an open, bounded domain with a piece-wise smooth boundary , where  

is the number of spatial dimensions. The boundary is divided into two subsets  and  on 

which Dirichlet and Neumann conditions are applied, respectively, and these subsets satisfy 

. With these definitions, the governing equations of linear elasticity are: 

  (8)  

  (9)  

  (10)  

where  represents the displacement field,  is the Cauchy stress tensor,  is the 

body force vector,  is the prescribed displacement,  is the prescribed traction, and  is the 

unit outward normal to . A mixed form of isotropic elasticity capable of modeling the 

incompressible limit can be written via the following mixed constitutive law and associated 

kinematic equations: 

  (11)  

  (12)  

sdnWÌR G sd 2n ³

G gG hG

Γ g ∩Γh = Γ, Γ g ∩Γh =∅

in Ñ× + = W0σ b

on g= Gu g

on h= Gσn h

sd: nW®u R σ b

g h n

G

( )2p µ= +σ I ε u

p lÑ× =u
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  (13)  

where  denotes the pressure field,  is the linearized strain tensor,  and  are the 

Lame parameters, and  is the second-order identity tensor. All through the paper, the following 

conventions are used for vector and tensor operators:  represents the gradient,  is 

the divergence,  is the Laplacian,  is the trace, and  is the transpose of the 

indicated quantity. 

Substituting (11) into (8) – (10) gives: 

  (14)  

  (15)  

  (16)  

  (17)  

  

3.1.2 Weak Form 

The functional spaces appropriate for the displacement and pressure trial solutions and weighting 

functions are: 

  (18)  

  (19)  

( ) ( )( )1
2

T= = Ñ + Ñuε ε u u

p :Ω→ ! ε l µ

I

( )  Ñ • ( )  Ñ× •

( )  D • ( )tr   • ( )  T•

( )( )2 in p µÑ +Ñ× + = W0uε b

in p lÑ× = Wu

on g= Gu g

( )[ ]2 on hp µ+ = GuI ε n h

( )( ){ }sd1 ,  on 
n

gH= Î W = Gu u u gS

( )( ){ }sd1 ,  on 
n

gH= Î W = G0w w wV
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  (20)  

where  and  are standard Sobolev spaces. The weak form corresponding to the 

governing equations can be expressed as: Find  such that for all : 

  (21)  

  (22)  

While the standard weak form given above is well-posed in the continuum setting, the process of 

discretization gives rise to non-trivial issues that need further consideration. The discretized form 

is required to satisfy the Babuška–Brezzi (BB) inf-sup condition to ensure uniqueness and stability 

of the pressure field [7]. 

3.2 Variational Multiscale Method 

In this method, the solution field is decomposed into coarse scales, which are resolved by a given 

mesh, and unresolved or fine scales that give rise to the discretization error. The motivation for 

employing the VMS method in the present context is two-fold: (i) the derivation of a stabilized 

formulation that can accommodate the incompressible limit, and (ii) the development of an error 

estimation framework. Error has two components: (i) local error, and (ii) global error. Local error 

involves an element-wise explicit calculation of the fine scales. Since fine scales are embedded in 

coarse-scales, these are used to get a better coarse-scale field and the difference between the 

improved and original coarse-scale fields results in global error. 

( ){ }2p p L= Î WP

( )2L W ( )1H W

, pÎ ÎS Pu ,qÎ ÎV Pw

( )[ ]: 2 d d d
h

p µ
W W G
Ñ + W = × W+ × Gò ò òuw I ε w b w h

( ) d 0q p l
W

Ñ× - W =ò u
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3.2.1 Multiscale Decomposition 

Consider a partition of the domain  into non-overlapping open subregions ,  , and 

 is the number of elements in the mesh. Let  denote the boundary of element , and let 

 and  denote the union of element interiors and element boundaries, respectively: 

  (23)  

  (24)  

Finally, let  denote the set of element boundaries on the interior of domain . The 

partition satisfies the following closure property: 

  (25)  

Now, consider a multiscale overlapping decomposition of the displacement field into coarse and 

fine scales: 

  (26)  

The coarse scales represent the component of the solution resolved by a given mesh, while the fine 

scales can be viewed as the relative component of error between the coarse scale and the exact 

solution. A similar decomposition is assumed for the weighting functions: 

  (27)  

W eW 1,..., umele n=

umeln eG eW

¢W ¢G

1

umeln
e

e=

¢W = W!

1

umeln
e

e=

¢G = G!

int \¢G = G G W

′Ω

Ω = closure ′Ω( )

! !
coarse scale fine scale

¢= +u u u

! !
coarse scale fine scale

¢= +w w w



 

17 
 

We define the appropriate spaces for  and  as: 

  (28)  

  (29)  

where  denotes the set of complete polynomials of order k spanning . The functions 

assumed for  are permitted to be non-smooth across element boundaries, which will be an 

important consideration during the subsequent modification of the weak form (21) and (22). 

Additionally, for completeness, the functions representing  are not assumed to vanish on 

element boundaries. While such an assumption is typical for stabilized variational multiscale 

methods, this generality will be important for error estimation. The relaxation that  is 

the major difference between the developments presented thus far and the method presented in 

[41]. 

Similarly, the space for the displacement weighting functions is defined as: 

  (30)  

  (31)  

To ensure a unique decomposition of  given in (26) these spaces are required to be linearly 

independent, i.e.  and . 

Furthermore, the strain tensor  is assumed to decompose into coarse- and fine-scale components 

due to its linearity with respect to displacements. To simplify notation, the coarse- and fine-scale 

components will be represented by  and , respectively: 

u ¢u

( ) ( ){ }0 ,  for 1,...,e
k e

umelC e n
W

= Î W Ç Î W =u u uS S P

( )( ){ }sd1 ,  on 
n

gH¢ ¢ ¢ ¢= Î W = G0u u uS

( )k eWP eW

u

¢u

 on ¢ ¹ G0u

( ) ( ){ }0 ,  for 1,...,e
k e

umelC e n
W

= Î W Ç Î W =w w wV V P

¢ ¢=V S

u

¢= ÅS= S S ¢= ÅV= V V

ε

ε ′ε
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  (32)  

  (33)  

3.2.2 Multiscale Variational Problem 

We substitute the decomposed trial solutions and weighting functions into the weak form (21) and 

(22): 

  (34)  

  (35)  

Employing the linearity of the above equations with respect to the displacement weighting 

function, (34) and (35) can be separated into a coarse-scale problem and fine-scale problem: 

Coarse-Scale Problem  

  (36)  

  (37)  

Fine-Scale Problem  

  (38)  

We now focus on the fine-scale equation . This equation is infinite dimensional since no 

particular form has been assumed for the fine-scale functions. Our goal will be to analyze (38) and 

( ) ( )( )1
2

T= = Ñ + Ñuε ε u u

( ) ( )( )1
2

T
¢¢ ¢ ¢= = Ñ + Ñuε ε u u

( ) ( )[ ] ( ) ( ): 2 d d d
h

p µ
¢ ¢W W G

¢+¢ ¢ ¢Ñ + W = + × W+ + × Gò ò òu uw w I + ε w w b w w h

( )( ) d 0q p l
¢W

¢Ñ× + - W =ò u u

C

( )[ ]: 2 d d d
h

p µ
¢ ¢W W G

¢+Ñ + W = × W+ × Gò ò òu uw I ε w b w h

( )( ) d 0q p l
¢W

¢Ñ× + - W =ò u u

F

( ): 2 d d d
h

p µ
¢ ¢W W G

¢ ¢ ¢ ¢é ùÑ + + W = × W+ × Gë ûò ò òw I ε u u w b w h

F
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extract a generalized representation for the fine scales, which will serve as a reference point for 

developing a stabilized formulation and subsequently the error estimators.  

3.2.3 Analysis of Fine-Scale Problem 

The coarse component of displacement  is permitted to be non-smooth across element 

boundaries; therefore, its derivatives may experience discontinuities. The appropriate operator to 

express such discontinuities is the jump operator, denoted by . 

Using the strain field as an example, the jump operator acts on a tensor quantity and produces a 

vector output as follows: 

 

 

(39)  

where  is an outward unit normal on the element boundary, and the ± superscript 

designates the element from which the indicated quantity is derived, as shown in Figure 4. Observe 

that (39) is invariant under a reassignment of the ± designations, and therefore represents a unique 

quantity. 

 
Figure 4: Depiction of unit outward normals on an element interface 

u

 •  !" #$

ε!" #$= ε +n+ + ε −n−

= ε +n+ − ε −n+

= ε + − ε −( )n

+ -= = -n n n
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Returning to the fine-scale problem  and using the expressions for the components of strain (32) 

and (33), those terms depending only upon the fine-scale quantities can be isolated from the coarse-

scale quantities: 

  (40)  

Integration by parts will now be applied to the first term on the right-hand side of this equation. 

Because the fine-scale functions do not vanish on , this operation will give rise to boundary 

integrals; the result is: 

  (41)  

Remark: Although the pressure field  is continuous in the present formulation, we point out that 

the jump term appearing in (41) arises in a consistent fashion from integration by parts and would 

accommodate more general formulations involving discontinuous approximations for .  

Recalling from (29) that , we substitute (41) into  to obtain the following result: 

 

 

(42)  

We now make the important observation that the right-hand side of (42) is entirely a function of 

the residual of the Euler-Lagrange equations (14) with respect to the coarse-scale displacement 

and boundary residuals representing the satisfaction of the traction boundary condition (17) and 
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point-wise continuity of the stress field across . To clarify, we introduce the following 

definitions: 

  (43)  

  (44)  

  (45)  

where  is the residual of the Euler-Lagrange equations over the sum of element interiors,  is 

the residual of the Neumann boundary conditions on , and  is the residual associated with 

the inter-element continuity of the flux terms. Substituting these definitions into (42) gives: 

Fine-Scale Equation  

  (46)  

This compact form represents a paradigm for both the construction of a stabilized formulation and 

of error estimators for the coarse-scale quantities. Since all terms depending on the fine-scale trial 

displacement functions have been isolated on the left-hand side of (46), we can see that the fine 

scales are in essence driven by the residuals of the coarse-scale variables. Thus, the fine scales 

vanish exactly under the conditions expected: when the coarse scale exactly satisfies the governing 

equations and the residuals identically vanish everywhere in . This fact is central to the 

consistency of the resultant stabilized formulation in Section 3.3 and to the validity of the error 

estimators in Section 3.4. 
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3.3 Stabilized Mixed Formulation 

We apply the Residual-Free Bubble (RFB) method [4,6,8] to the fine-scale equation  to 

determine an analytical expression for . This is accomplished by making simplifying 

assumptions on the functional form of the fine scales. This functional form is then substituted into 

(46) to derive an expression for . Substituting this expression into the coarse-scale problem  

removes the explicit appearance of  as an independent field in  while implicitly accounting 

for the fine-scale effects via additional stabilizing terms that result in a modified coarse-scale 

problem. 

3.3.1 Derivation of the Fine-Scale Model 

We now make some simplifying assumptions on the fine scales, namely:  

  (47) a,b 

One consequence of this assumption is that second and third terms on the right-hand side of (46) 

vanish identically, which substantially simplifies the equation. Since the remaining terms are 

integrals over element interiors , (46) can be evaluated as a sum of integrals in an element-by-

element fashion: 

  (48)  

This equation can now be solved independently within each element of the mesh. While a multi-

dimensional basis could be used to represent the fine scales, a single basis function typically 

provides a sufficient approximation for the purpose of stabilization. Therefore, in each element we 

represent the fine scales by the following expressions: 
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  (49)  

  (50)  

where  denotes the bubble shape function over element domain , , and  and 

 represent the scaling coefficients for the fine-scale trial solutions and weighting functions, 

respectively. 

Remark: In general, a bubble function is any interpolation or basis function that is zero on the 

entire boundary of an element. These functions are chosen to satisfy the characteristics of  as 

specified by (29) and (47 a). 

Substituting these forms of  and  into the integral on the left-hand side of (48), we can derive 

an expression that is valid over element interiors: 

 

 

(51)  

Using this expression with (49) and (50), we may rewrite (48) as: 

  (52)  

where the vectors of constant coefficients have been factored out of the integrals. For (52) to hold 

for any arbitrary weighting function, we have the following equation written in matrix form:  
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  (53)  

where  and  are defined as follows: 

  (54)  

  (55)  

Substituting (53) into (49) gives an analytical expression for : 

  (56)  

Based on our assumptions, this expression is valid over element interiors and presents a relation 

between the fine scales  and the coarse-scale residual . 

Employing the mean-value theorem, we can simplify (56) by taking the residual  out of the 

integral expression in (55): 

  (57)  

This leads to a succinct expression for the fine-scale displacement  over the sum of element 

interiors: 

  (58)  

where  is a second-order stabilization tensor with the following form: 
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  (59)  

Therefore, under our assumptions, we conclude that  is a function of the mechanical material 

parameters, the bubble functions , and the residual of the equilibrium equation .  

Remark: From a practical standpoint, on a sufficiently refined mesh,  converges to a constant 

value on the interior of each element. 

3.3.2 Embedding Fine-Scale Model in the Coarse-Scale Formulation 

We reconsider the terms involving  in (36) and (37) and apply integration by parts wherever 

necessary to remove derivatives. Beginning with (36), we employ the decomposition of strain 

given by (32) and (33) to separate the term on the left-hand side and obtain: 

  (60)  

Focusing on the second term in (60), recalling that , employing the identity 

 which holds for all vector fields a and b, and integrating by parts we obtain: 

  (61)  

Substituting the expression for  (58) into (61) gives: 

  (62)  

Now returning to (37), employ the decomposition of u given by (26) to rewrite this equation as: 
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  (63)  

Considering the second term, we may integrate by parts and substitute (58) to obtain: 

  (64)  

Inserting (62) into (60) and (64) into (63), the coarse-scale problem  can be written in the 

following modified form:   

Modified Coarse-Scale Problem  

  (65)  

  (66)  

3.3.3 The Stabilized Form 

We combine (65) and (66) to obtain a single expression that represents the stabilized form for 

incompressible elasticity. Since all fine-scale terms have been explicitly eliminated from the 

equations, the superimposed bars on the coarse-scale terms will be dropped for simplicity. To 

accommodate the additional stabilization terms, the appropriate space of functions for the pressure 

field now becomes: 

  (67)  

We rearrange the terms and introduce the expression for  from (43) to obtain the stabilized form 

that can be expressed as: Find  such that for all : 

( ) d d 0q p ql
¢ ¢W W

¢Ñ× - W+ Ñ× W =ò òu u

d d dq q q ¢W¢ ¢ ¢W W W
¢ ¢Ñ× W = - Ñ × W = - Ñ × Wò ò òu u τr

C

M

[ ] ( )[ ]: 2 d 2 d d d
h

p µ µ ¢W¢ ¢ ¢W W W G
Ñ + W- Ñ× × W = × W+ × Gò ò ò òww I ε ε τr w b w h

( ) d d 0q p ql ¢W¢ ¢W W
Ñ× - W- Ñ × W =ò òu τr

( ){ }1,  for 1,2,...,e
e

umelp p p H e n
W

= Î Î W =Q P

¢Wr

, pÎ ÎV Qu ,qÎ ÎV Qw



 

27 
 

 

 

(68)  

Remark: The last terms on the left-hand and right-hand side have appeared due to the assumption 

of fine scales in the problem. These terms account for the subgrid scales that are unaccounted for 

by the standard Galerkin methods on a given discretization. These terms provide improved stability 

to the formulation. 

Remark: Since the stabilization terms are residual-based, this method is consistent; when the 

coarse scales represent the total solution, the residual of the Euler-Lagrange equations vanishes 

identically, and we recover the standard Galerkin form (21) and (22). 

Remark: We emphasize that the structure of the stabilization tensor  was derived based on a 

variational principle and therefore is not an explicit function of the characteristic mesh parameter 

 or any other user-defined parameter, except for the choice of the element bubble function. 

3.4 Residual based Error Estimation 

In this section we describe a procedure for error estimation that emanates from the philosophy of 

the Variational Multiscale Method. As presented in (26), within the standard Galerkin framework 

the fine-scale displacement  represents the component of the exact solution that is unaccounted 

for in the coarse scale  on a given discretization, where  is the typical finite element 

solution. If we rearrange this expression and recall the definition of standard error, we see that the 

fine scales can represent the error between the coarse solution and the exact solution: 
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  (69)  

The coupling between the coarse- and fine-scale problems (36) – (38) suggests a strategy for 

computing a robust error estimate. A simple expression for  was derived in Section 3.1. Because 

of the assumptions behind this expression, this approximation may not provide a sharp estimate of 

error. By relaxing these assumptions, however, we can return to the fine-scale problem to obtain a 

better representation of . Specifically, once the finite element solutions  and  are obtained 

from the modified coarse-scale problem , everything in the fine-scale problem  is 

computable. Thus, a better approximation of  can be obtained. Additionally, because the 

computed coarse scales are a function of the embedded fine scales, i.e. , this improved 

value of  can be used to obtain a better coarse-scale field. Thus, an estimate for the total error in 

the discrete solution is the sum of the improved fine-scale field and the difference between the 

improved and original coarse-scale fields. 

Following this logic, we assume an additive decomposition of the error  into two components: 

  (70)  

The first component  is an element of the fine-scale space that can be obtained by solving (46) 

in some manner. Because solving this equation on a finer discretization over the entire domain is 

intractable, we will employ a technique to localize the problem over a series of subdomains; hence, 

this component is referred to as the local error. The second component  represents the global 

pollution error, which we approximate by solving a single global problem analogous to the 
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modified coarse-scale problem . Thus, the total estimated error can be viewed as the sum of a 

fine-scale local part and a coarse-scale global part. 

Remark: Typical error estimation methods involving localization have been known to miss the 

pollution error, which represents the effect on error at one location by residuals further away in 

the domain [3,22,44]. Accounting for this global source of error provides a mechanism for 

computing reliable total estimates. 

For the mixed formulation presented here, we have elected to use the L2 norm and H1 seminorm, 

which are defined for an arbitrary vector field v (e.g., u or p) as: 

  (71)  

  (72)  

where  is the domain of integration, typically either a single element  or the entire domain 

. In the latter case, we will abbreviate notation as follows:  and . 

We are especially concerned with the following local error indicators  computed from the fine 

scale in each element and  that accounts for the pollution error in each element: 

  (73) a,b 

These elemental quantities can be aggregated into a single error indicator  over the entire 

domain: 
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(74)  

3.4.1 Local-Explicit a Posteriori Error Indicator 

Recall the analytical form derived for  given by (58) and (59) that is a function of the residual 

of the governing equations (43). Once the modified coarse-scale problem  has been solved 

numerically for  and , this expression can be directly evaluated element-wise via a simple 

post-processing step and therefore can be considered as a local-explicit error indicator: 

  (75)  

This formula has an analogy with traditional explicit residual-based error estimates [19,20,47]. 

These explicit residual-based estimates typically contain unknown constants that can be found 

through solving dual problems [14]. In the present case, the stabilization tensor  serves as an 

approximation of this constant, an approximation that was consistently derived from the governing 

equations. Thus, the VMS formulation comes equipped with an error indicator that does not require 

any additional mechanisms to evaluate beyond those already utilized in the solution process. The 

formula for the error indicator using the H1 seminorm is: 

  (76)  
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(77)  

The local-explicit fine-scale error quantifies the local error in the finite element solution.  

Remark: This method provides a simple procedure that is merely a post-processing step after the 

main solution phase. 

Remark: The accuracy of this method depends upon the validity of the assumption that  on 

, use of the mean value of  over element interiors, and the ability of the bubble function  

to represent . 

3.4.2 Evaluation of Global Error 

We now turn toward computing an approximation of the global error . As stated previously, the 

coarse-scale fields are a function of the embedded fine-scale fields. The total solution is 

represented as follows: 

  (78)  

  (79)  

Thus, we return to the coarse-scale problem  in Section 3.2 and, using (78), substitute  

along with expressions (78) and (79) for  and , respectively. Moving the terms involving  

to the right-hand side, we obtain: 
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(80)  

  (81)  

Proceeding as in Section 3.3, a stabilized form analogous to (68) can be derived. However, a key 

ingredient in simplifying the expression is the following: the system  already solves 

(68) for all , which is derived from . Therefore, those terms drop out, and the 

final stabilized form for computing  is given as: 

 

 

(82)  

Remark: Equation (82) is in fact a residual from of the coarse-scale problem  where certain 

terms in the out-of-balance force vector get dropped out. Consequently,  and  can be 

viewed as the second consistent iterates of the course solution. As a result,  and  are the 

dominant terms in (78) and (79). 

3.4.3 Computation of Total Error 

The representation of the fine-scale error combined with the derived coarse-scale components   

and  will be termed as the implicit error estimator: 
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  (83)  

  (84)  

The error indicator within each element associated with this quantity is: 

  (85)  

Remark: The form of the left-hand side of (82) is exactly the same as from (68). Thus, the same 

stiffness matrix  used in the modified coarse-scale problem can be used to compute the global 

error. In particular, if  is factorized by a direct solver and retained, then computing  

involves only a backward-substitution with an updated right-hand side. 

Remark: Because of the assumption that fine scales are embedded into the stabilized stiffness 

matrix , part of the direct fine scales are accounted for on the left-hand side of (82). However, 

this overlap is neglected, and we observe from numerical tests that this method provides a 

reasonable predictor of the size and distribution of error in the finite element solution. 

The following observations summarize the key features of the various proposed error estimators: 

1) The local-explicit error indicator  only contains local information about the error in the 

solution as a function of the residual on element interiors. However, these fine-scale errors 

do predict the relative distribution of error in strains and stresses quite well. 

2) A level of sophistication is added to the explicit method by solving a global problem to 

obtain an estimate of the pollution error. This estimate predicts the coarse-scale trends in 

the error quite well as seen in numerical tests; however, it is not as sharp as the implicit 

error estimate in term of predicting the magnitude.  
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CHAPTER 4: COUPLED PDEs WITH NON-MATCHING PRIMAL FIELDS IN 
SOLID MECHANICS 

4.1 Interface Operator for Displacement Form of Elasticity 

We consider the problem of coupling linear elastic domains with nonmatching meshes and 

possibly dissimilar material properties, for which the bilinear form and boundary operators take 

the following form: 

  (86)  

  (87)  

  (88)  

where  is the displacement field restricted to region , 

 is the symmetric gradient operator, and  is a fourth-order 

symmetric positive definite tensor of material moduli. From (86), we identify the stress tensor as 

 and the strain tensor as . Following along the lines of Section 2.2 

in [53] and substituting these definitions into the general equations leads to the following 

expression for the fine scales: 

  (89)  
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where  has the physical connotation of the interface traction derived from domain 

, and the expression for  can be simplified to give: 

  (90)  

Proceeding along the lines of the derivation in Section 2.3, the displacement jump follows simply 

as , and we define the numerical flux according to (6) as follows: 

  (91)  

where the weighting tensors  are defined as: 

  (92)  

Remark: While the stabilization tensors  are usually diagonally-dominant for elements with 

acceptable aspect ratios, they are not diagonal for triangular or distorted quadrilateral meshes [6]. 

Thus, the numerical flux  involves a general linear combination of the traction components 

from the adjoining regions. If desired, the off-diagonal terms of the matrices  could be 

dropped in order to simplify the calculations. 

Substituting these results into (36) and neglecting the traction jump term, we obtain the stabilized 

interface formulation for linear elasticity: 
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(93)  

Up to the definition of the penalty term and the weighted numerical flux, this formulation is form-

identical to the DG method proposed in [37]. 

4.1.1 Accommodation of Residual Stresses and Strains 

Next, our aim is to extend to the interface formulation (93) to account for residual stresses of the 

following form: 

  (94)  

where  is a relative temperature field,  is a thermal strain tensor often taken to be 

 with  the coefficient of thermal expansion and  the second-order identity 

tensor, and  is an initial stress tensor. In order to include the effects of this modified stress 

tensor in (93), we introduce the following affine functional: 

  (95)  

  (96)  

The equations for  and  in Section 4.1 remain valid except that the stress tensor  in 

the expression for the fine scales (89) is replaced by  from (94). A modification is also required 

in the numerical flux term to account for the boundary term resulting from integration by parts of 

the thermal term: 
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( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
iTa a a a a a a a a aé ù ¢= - + = +ë ûσ u ε u c σ σ u σC

( )T a ( )ac

( ) ( )a ah=c I ( )ah I

( )
i
aσ

( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), ,a a la a a
a a a a a a a a
W W W

= +w u w u w

( ) ( )( ) ( )
( ) ( ) ( ) ( ): dl a a
a a a a
W W

¢= Wòw ε w σ

( )au! ( )
s
aτ ( )aσ

( )aσ



 

37 
 

  (97)  

Substituting (94) and (97) into (93), we arrive at the stabilized interface formulation for linear 

elasticity with residual stresses: 

 (98)  

Remark: The inclusion of the nonstandard term  on the right-hand side could be easily 

overlooked in the implementation of the classical DG method for elasticity with thermal strains. 

However, this term arises consistently during the present derivations, and the importance of 

retaining this term is demonstrated in Chapter 7. 

4.2 Interface Operator for Mixed Form of Elasticity 

As an example involving a mixed field problem, we consider a displacement-pressure formulation 

for elasticity that is capable of modeling incompressible materials. The main enhancement beyond 

the formulation in Section 4.1 is that the stress tensor becomes a function of the kinematic pressure 

. Assuming isotropic behavior, the stress-strain constitutive equation and 

associated compatibility condition are stated as:  

  (99)  

  (100)  
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where  are the Lame parameters characterizing the material in each region (not to be 

confused with the Lagrange multipliers). Substituting (99) into (86) leads to a three-field 

formulation in terms of . In order to eliminate the interfacial Lagrange multipliers, we 

again follow the following steps. A multiscale decomposition is applied only to the displacement 

field; this simplifies subsequent derivations and has been demonstrated to be sufficient for 

stabilizing mixed-field problems [35,38,39]. Adopting the fine-scale modeling assumptions from 

Section 3.3.1, we arrive at the following expression for  at the interface:  

  (101)  

where 

 

is evaluated using (99) and the stabilization tensors  are given by: 

 
 
(102)  

Embedding the representation of the fine scales (101) into the associated coarse-scale problem and 

proceeding along the lines of Section 2 to solve for the multiplier field , we arrive at the stabilized 

interface formulation for mixed elasticity:  

 

 

(103)  

where the numerical flux terms are computed using (91) with the stress tensor  

replaced by definition (99). 
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Although the interface formulation (103) accommodates nonconforming discretizations for the 

displacement and pressure fields along , the discrete function spaces for these two fields must 

satisfy the Babuška–Brezzi condition associated with the domain interior terms for each region 

 in order for (103) to be globally stable. To admit equal-order interpolations of the 

displacement and pressure fields, additional domain-based stabilization terms are incorporated into 

the weak form that can be derived by employing a Variational Multiscale approach to the 

displacement field on element interiors [38,39]. Although the fine-scale models employed for 

stabilizing the mixed displacement-pressure formulation are assumed to vanish on element 

boundaries and therefore do not contribute directly to the interface integrals, overlapping 

contributions from the edge and interior bubble functions would be expected on the interior of the 

elements adjoining the interface. However, we choose to neglect these coupling effects in our 

implementation for simplicity, which does not upset the consistency of the formulation. Thus, the 

final form of the proposed interface formulation for mixed elasticity that admits arbitrary 

interpolation combinations across the interface is as follows: 

 

 

(104)  

The form of the interior stabilization tensor  is adopted from [39]: 
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  (105)  

where the bubble function  is supported on the interior of element . We remark that the 

stabilized weak form (104) is form-equivalent to the DG method proposed in Section 4.7 of [38] 

except for the crucial distinction that the penalty parameter and weighting coefficients have been 

consistently derived according to (92) and (102). 

4.3 Multi-PDE Model Problem: Combining Pure-Displacement and Mixed Elasticity 

As discussed in the beginning of Section 2, the stabilized interface formulation is capable of 

coupling different physical governing equations across nonmatching interfaces. Therefore, 

consider as a motivating example a linear elastic domain  that is partitioned into two regions 

, the first of which is modeled using the pure-displacement constitutive equation (86) and the 

second of which is modeled using mixed elasticity via the relations (99) and (100). Possible reasons 

for considering different constitutive models include the ability to simulate (i) composite materials 

in which one constituent is incompressible as well as (ii) localized incompressible plastic flow 

within an otherwise elastic domain. The obvious computational economy is that the calculation of 

the pressure field is avoided in the larger region. Combining the results of Sections 4.1 and 4.2, 

the composite interface formulation is as follows: 
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where the bilinear form  contains all of the domain integral contributions from the left-

hand side of the mixed elasticity formulation (104), and the numerical flux terms are evaluated 

through the following composite definition: 

  (107)  

Both the stress tensors  and the stabilization tensors  required to obtain the values for  

and  are evaluated according to the appropriate expressions in Sections 4.1 and 4.2. Thus, the 

physics of both governing differential operators is consistently embedded in the definition of the 

numerical interface parameters  and  to provide a robust coupling mechanism at the discrete 

interface. These definitions remove the ambiguity in postulating a Discontinuous Galerkin method 

for a coupled system of PDEs. The performance of this multi-PDE elasticity formulation is 

assessed through a benchmark study in Section 7.2 

Remark: In the preceding developments, the fine scales are viewed as arising due to the 

nonconforming discrete representation of the interface as well as the numerical instabilities in the 

classical mixed primal-multiplier method. Thus,  is treated as variationally embedded within the 

coarse scales and governed by the same PDE. However, the fine scales could also be viewed as a 

vehicle for accommodating multiscale physical features at the interface. One example is the 

frictional contact of rough surfaces through asperity interactions, where the micro-features on the 

interface are orders of magnitude smaller than the macro-structure. A related approach employing 

multiscale constitutive models for asperity-interaction within the DG method is presented in [52]. 
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CHAPTER 5: STABILIZATION AND INTERFACE COUPLING IN FLUID 
MECHANICS 

5.1 Darcy Equation 

Darcy equation models flow through porous medium wherein permeability is low and frictional 

force between the fluid and the porous medium is the dominant factor, i.e., flow through clays and 

other dense geologic materials. 

5.1.1 Mixed Velocity-Pressure Formulation 

Let be an open bounded region with piecewise smooth boundary . The number of 

space dimensions, , is equal to 2 or 3. The Darcy law and conservation of mass are given by the 

following equations: 

  (108)  

  (109)  

   (110)  

where  is the Darcy velocity vector,  is the pressure,  is the gravity vector, is the 

volumetric flow rate source or sink,  is the normal component of the velocity field on the 

boundary,  is the viscosity,   is the permeability,  is the density,  is a 

conversion constant, and  is the unit outward normal vector to . It is apparent from (109) and 

(110) that the prescribed data  and  must satisfy the constraint . 
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5.1.2 The Standard Weak Form 

Let, 

 
 

(111)  

 
 

(112)  

 
 

(113)  

Further elaboration on these spaces is available in [7].  It is assumed that 	and  

are given. Thus, the standard weak form of (108-110) is: Find , such that, for all 

, 

 
 

(114)  

where  is the  inner product.  A unique solution to the weak form exists for sufficiently 

regular data.  For simplicity, it is convenient to rewrite (114) as:  Let 

 and . Find  , such that for all , 

  (115)  
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(116)  

 
 

(117)  

Remark: The Galerkin finite element method is based on (115). Stability is achieved for only 

certain combinations of velocity and pressure interpolations [7,12,46]. 

5.1.3 The Stabilized Weak Form 

Employing the Variational Multiscale framework proposed in [33], a stabilized form that is 

summarized as follows: Let 

  (118)  

  (119)  

The stabilized weak form is: Find , such that for all ,  

  (120)  

where,  
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(122)  

5.1.4 Interface Operator for Darcy Equation 

The launching point for the derivation in the context of Darcy flow is the standard Lagrange 

multiplier method for weakly enforcing continuity of the normal component of velocity at the 

interface, which is stated using the functionals from (115) and (116) as follows: 

 
 

(123)  

  (124)  

where  are the Lagrange multipliers, is the numerical flux, 

and the subscripts indicate the restriction of the associated fields and functional forms to the 

respective sub-domains , and  is the unit outward normal vector to . 

Now, the key idea is to derive an expression for the Lagrange multiplier field  in terms of the 

primary fields  and  at the interface in order to remove the explicit appearance of  in 

(123). This is accomplished by following the general framework described in [9] whereby a 

multiscale decomposition is applied to the velocity field locally at the interface. By applying 

modeling assumptions to the fine-scales  and  on either side of the interface, we arrive at 

analytical expressions for these scales in terms of the coarse-scales  and  and the multiplier 

. The reader is referred to [9] for a complete discussion of the modeling procedures. The major 

assumption is that the fine-scales are considered to be localized to the elements from regions  
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that border the interface . Specifically, let  be a partition of  into a series of segments 

 defined by adjacent pairs of elements  such that  for each . 

Throughout, we use the subscript  to denote the model region  and . In the vicinity of 

each segment , we represent the fine scales by edge bubble functions  that are supported 

over sectors  as follows: 

  (125)  

where  is a set of linearly-independent unit vectors spanning , and  are 

undetermined coefficients. The concept of segments and sectors associated with a discretized 

interface is illustrated in Figure 2, which is adapted from [53]. 

Carrying through the derivation along the lines of [53] by employing the representation (125) 

within the fine-scale problem associated with (123) leads to the following analytical expression 

for  at the interface: 

  (126)  

 
 (127)  

where  are stabilization parameters accounting for the element geometry and material 

parameters. Note that the fine scales are driven by the boundary residual, since for the exact 

solution of (123) – (124) we have . 
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Embedding the representation of the fine scales (126) into the coarse-scale problem associated 

with (123) – (124) results in the following stabilized mixed weak form: 

  (128)  

  (129)  

Since the formulation is stabilized by the terms arising consistently from the fine-scales, we are 

free to select the interpolation space of the multipliers without recourse to the Babuska-Brezzi 

condition. By adopting a discontinuous approximation of the multipliers as  functions along 

each segment, we can solve the continuity equation (129) to obtain an analytical expression for  

  (130)  

in which the numerical flux is defined as  and the velocity jump is denoted 

by . The weighting coefficients  and the velocity penalty parameter 

 are evaluated from the fine-scale stabilization parameters  along each interface segment as 

follows: , . In this manner, possible heterogeneity in the element 

geometry or material properties is accounted for within the expression for the numerical flux. 

Observe that by definition we have that . 

Substituting (130) into (128) and regrouping terms, we arrive at the stabilized interface formulation 

for Darcy flow:  
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  (131)  

where the pressure (flux) jump and penalty parameter are defined as  and 

, respectively. This formulation is form-equivalent to standard DG 

methods for the Darcy equation (see e.g. [27]) except for the enhanced definitions of the numerical 

flux and penalty parameters. Comparing (131) for Darcy with (104) for mixed form of elasticity, 

we conclude that the flux and jump terms play the role of the interface operator . 

As remarked in Section 5.1.2, only certain combinations of velocity-pressure interpolations yield 

stable results for the standard Galerkin form, and this observation is also relevant for the present 

interface problem. Therefore, we elect to replace the functional forms on the domain interiors  

with their stabilized counterparts from Section 5.1.3, resulting in the final form of the method for 

non-overlapping solution decomposition: Find  such that for all 

: 

  (132)  

While the modeling approach for overlapping domains leads naturally to a staggered solution 

strategy, the present approach is more amenable to solving for  in a concurrent fashion. 
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5.2 Stokes Equation 

The preceding developments can be easily extended to treat the situation where both domains are 

governed by the Stokes equation. Let  be an open bounded region with piecewise 

smooth boundary . The number of space dimensions, , is equal to 2 or 3.  The governing 

equations for Stokes flow are given by the following equations: 

                      (Stokes Equation) (133)  

                                  (Conservation of Mass) (134)  

                           (135)  

where  is the velocity vector,  is the pressure,  is the deformation rate 

tensor,  is the viscosity,  is a source term, and  is the prescribed velocity on the boundary. 

We also define the stress tensor combining volumetric and viscous effects as 

. 

Since our main focus is on developing the interfacial coupling operator, we suppress the discussion 

of the weak form for the domain interior and simply adopt the stabilized formulation of [36] to 

accommodate equal-order interpolation spaces. To reduce the formulation from the Navier-Stokes 

equations to the present Stokes equations, we drop the effects of the time-dependent and nonlinear 

advection terms. Another relevant note is that the proper function spaces for the velocity field is 

 rather than  in the case of Darcy flow. In regard to the interface, the major 

differences compared to Section 6.1.4 are that the viscous effects are incorporated into the 
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numerical flux and full continuity of the velocity is imposed across . Sparing the details, for 

which the reader is referred to [53] for an analogous discussion of mixed elasticity, the resulting 

interfacial weak form is stated as follows: 

 

 (136)  

Starting with the interfacial integrals, the jump and flux terms are defined as follows: 

, , and , where the 

arguments to the stress tensor (either  or ) have been suppressed to make the notation 

compact. Also, in the modified stress tensor  for the weighting function, the sign of the pressure 

variable  is reversed: . The stabilization tensors are evaluated as 

, , and , where the individual fine-scale 

tensors  are obtained as: 
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  (138)  

  (139)  

in which the standard Galerkin terms are as follows: 

  (140)  

  (141)  

and the Stokes stabilization tensor  is defined in terms of an element interior bubble function  

according to the formula presented in Section 4.1.1 of [36]: 

 
 

(142)  

5.3 Coupling of Different PDEs: Stokes-Darcy System 

In this section, we consider the coupling of Stokes and Darcy flow as a model problem to develop 

the interface coupling operator in the case of non-overlapping solution decomposition. While 

similar developments could be performed for combining Darcy and Darcy-Stokes flow regimes as 

presented in the preceding sections, we instead focus on a related topic which has recently been an 

active area of research. A sampling of applications for combined Stokes and Darcy models include 

the modeling of contaminant transfer between rivers and groundwater, coupled models of nutrient 

transfer between biological tissue and the bloodstream, and design of industrial filtration systems. 

A common approach to couple the flow regions is through domain decomposition; see for example 

the work by Vassilev and Yotov [54] in which the transport equation is also incorporated. A 

Bstab,ST W,V( ) = BST W,V( )+ ∇q + 2µdiv ε w( )( ),τ ∇p − 2µdiv ε v( )( )( )

Lstab,ST W( ) = LST W( )+ ∇q + 2µdiv ε w( )( ), f( )

BST W,V( ) = ε w( ),2µ ε v( )( )− divw, p( )+ q,div v( )
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summary of numerical techniques for coupling flow regimes is contained in [18]. Herein, we adopt 

the procedure proposed by Truster and Masud [51,53] to derive a primal interface operator with 

the character of a Discontinuous Galerkin (DG) method by starting from a Lagrange multiplier 

interface formulation. This approach relies crucially on applying concepts from the VMS method 

[24] locally at the interface between the local and global models to derive the numerical flux terms 

for the DG method, which allows for different element types and jumps in material properties 

between the two models. First, we discuss the procedure for the case when both models are 

represented by the same governing equations, and then we present the generalization to the Stokes-

Darcy system in this section. 

In the following developments, the Darcy regime is indicated as and the Stokes regime as 

. When distinct Stokes and Darcy flow regimes are combined within the same modeling domain, 

the interfacial conditions between the two regions play a key role in properly modeling the physics. 

Additionally, the conditions must be mathematically consistent with the different regularity 

requirements for functions in  compared to  that are associated with the 

Darcy equation and Stokes equation, respectively. Herein, we impose the following conditions for 

the velocity and flux fields: 

  (143)  

  (144)  

  (145)  

Ω(1) Ω(2)

H div, Ω(1)( ) H1 Ω(2)( )

v (1) ⋅n(1) + v (2) ⋅n(2) = 0 on Γ I

n(2) ⋅σ (2) v (2) , p(2)( )n(2) = p(1)                on Γ I

− I − n(2) ⊗ n(2)⎡⎣ ⎤⎦σ
(2) v (2) , p(2)( )n(2) =

2µα o

κ
I − n(2) ⊗ n(2)⎡⎣ ⎤⎦v

(2) on Γ I
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Equations (145) and (146) represent the continuity of the normal component of the velocity and 

flux field, respectively. The third condition (145) imposes the so-called Beavers-Joseph-Saffman 

law [48] to account for the experimentally observed slip at the surface of the porous medium, 

where  is an experimentally determined material parameter. The combination of equations (143) 

– (145) implies that both normal and tangential boundary conditions are assigned to the Stokes 

region while only the normal-direction conditions are assigned to the Darcy region. 

The standard Lagrange multiplier formulation obtained by combining the governing equations for 

Darcy (108) – (110) and Stokes (133) – (135) with weak imposition of the interface conditions 

(143) – (145) is as follows: 

  (146)  

  (147)  

where  is the numerical flux. To derive the interfacial operator for this model 

system, we combine the developments in the preceding sections and utilize the local fine-scale 

modeling procedure on either side of the interface. Presently, the enforcement of normal-direction 

continuity alone implies that the Stokes stabilization tensor from (137) must be converted into a 

scalar quantity. Modifying the corresponding developments in Section 5.2 leads to the scalar 

stabilization parameter:  

oa

BD
(α ) W(α ) ,V (α )( )

α=1,2
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Carrying out the steps for the interface modeling and incorporating the domain interior 

stabilization for both models, we arrive at the composite interface formulation for Stokes and 

Darcy flow: 

 
 

(148)  

The interface terms in (148) are defined using composite formulas including both the Darcy and 

Stokes contributions: 

  (149)  

  (150)  

  (151)  

and recall that the modified stress tensor  is defined in Section 5.2. 

An algorithm for solving the discrete counterpart of the coupled system (148) is provided in Table 

1. 
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Table 1: Algorithm for formation and solution of non-overlapping Stokes-Darcy system  

• Assemble contributions from elements  in Darcy subdomain :  

    from (121), (122) (a) 

• Assemble contributions from elements  in Stokes sub-domain :  

    from (138), (139) (b) 

• Assemble contributions from interface segments  corresponding to 

element pairs  such that :  
 

 (c) 

• Solve the fully coupled system (148) for  and   

Remark: The stabilization parameters  and the weighting coefficients  encapsulate the 

information concerning the material properties, element geometry, and differential operators 

through the fine-scale models (127) and (137). Additionally, the flux and jump terms are such that 

the functions from  and  mathematically commute across the interface. 

Thus, these DG terms provide a rich underlying mathematical structure to the coupled problem 

(148). 
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CHAPTER 6: VARIATIONAL EMBEDDING OF PHYSICS BASED DATA 

In this chapter, we present a framework for variationally embedding physics-based data into the 

interface formulation given in Chapters 4 and 5. We also briefly discuss the machine learning 

concepts and algorithms relevant to our framework. 

6.1 Overview of Machine Learning 

Machine Learning (ML) is the field of study that gives computers the ability to learn without being 

explicitly programmed. The rules for learning are based on optimization of some useful data. One 

of the most basic machine learning models that exist is the linear regression. There are three basic 

components of ML: (1) A (parametrized) model, (2) Data, and (3) Optimization strategy (a way to 

minimize error between data and predicted values). This is also called model training as it produces 

optimized parameters to predict the output corresponding to any input value. Parameters in a 

model can also be treated as degrees of freedom. 

There is a large variety of machine learning methods including ridge regression, lasso regression, 

k-nearest neighbors, support vector machines, Gaussian processes, neural networks, decision trees, 

and ensemble methods (which combine different models). Each particular machine learning 

method contains its own error function and optimization algorithm. Most methods also allow the 

user to choose a number of values called hyperparameters, which give control over some aspects 

of the method’s behavior. The book in references [49] provide a good introduction to the topic.   

In our framework, we employ a stabilized numerical method for solving boundary-value problems. 

We optimize the solution method by performing a least-squares best fit between the model 

predicted values and the data, using two approaches: (i) ordinary least squares regression, and (ii) 
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kernel supported regression. The optimized results are also subject to the satisfaction of essential 

constraints and conservation laws. We provide below a basic description of the above-mentioned 

methods that have been employed in this work. 

Linear regression is a common statistical tool for modeling the relationship between some 

‘explanatory’ input variables and some real valued outputs. Cast as a machine learning problem, 

the domain set  is a subset of , for some  data samples, and the target set  is the set of 

real numbers. We would like to learn a function  that best approximates the relationship 

between our variables. The class of linear regression predictors is simply the set of linear functions: 

  (152)  

i-e is a set of functions, where each function is parameterized by a weight vector , a bias 

, and each such function takes as input a vector  and returns the scalar output 

. 

Next, we define a loss function  for regression. This simply indicates whether  

correctly predicts a target value  or not. One common way is to use a squared-loss function in 

regression, defines as: 

  (153)  

For this loss function, the empirical risk function is called the Mean Squared Error, which is 

defined on a given training  with  values as: 

X Rd d Y

h :Rd → R

Ld = x! hw ,b x( ) :w ∈Rd ,b∈R{ }

Ld w ∈Rd

b∈R x

hw ,b = w,x + b

ℓ h, x, y( )( ) h x( )
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(154)  

Least squares is the algorithm that solves the empirical risk minimization (ERM) problem for 

linear regression predictors with respect to the squared loss. The ERM problem for least squares 

is given as: 

 
 

(155)  

And the solution to the above problem gives parameters that minimizes the error: 

  (156)  

 
where,  

(157)  

Linear regression can also fit nonlinear functions (e.g. higher order polynomials) if a mapping is 

applied to the vector . The mapping is done through a kernel function which 

provides a way to manipulate data as though it were projected into a higher dimensional space, by 

operating on it in its original space. So the approximation function is given by 

 where  and  is any mapping from  . Predictions 

made with this method have a computational cost of . 

In addition, since the mappings only appear inside inner products, for some particular kernel 

function  we can obtain the inner product directly and without explicitly 
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applying the mapping to input vectors  and . Thus, the method allows us to map our data/ 

features into infinitely high-dimensional spaces without any significant computational cost. This 

procedure is called a kernel trick in the machine learning literature. Interested reader is referred to 

[49] for further details on its implementation. Furthermore, to save the cost of evaluating kernels 

during the learning process, it is pre-computed for all the pairs of training examples in the dataset 

and the resulting matrix of inner products is called the Gram matrix i-e . Key 

properties of a kernel and a Gram matrix is that it must be symmetric and semi-positive definite. 

A feature mapping, , may also be viewed as expanding the lower dimensional space to a richer 

or higher dimensional space. One can therefore think of a mapping  as a way to express and 

utilize a priori knowledge about the problem at hand. For example, in solving a boundary-value 

problem, if we know that there exists a component of the solution in a richer space, we can design 

the mapping to incorporate that in our solution space. 

Most of the regression algorithms are based on vectors as input, but in many real cases input 

samples can be in a high dimensional space and are represented in the form of tensors. A kernel 

support tensor regression algorithm is proposed in [17] which takes a multi-dimensional input, 

maps each row of the tensor into a higher dimensional feature space using a kernel, and then 

compute regression functions of the form given in (152). In this case, the kernel function is a matrix 

as opposed to the case of support vector regression where it is a scalar. 

6.2 Data Embedding in DG Interface Formulation 

We consider that some data (e.g. sensor displacements) is available in a small patch of a larger 

domain. We treat this patch as a discontinuity in that domain. The idea is to couple the two domains 

x ′x

Gi, j = K xi ,x j( )

ϕ

ϕ
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together using the earlier derived DG framework so that the data in one small patch improve the 

overall accuracy of the solution in the larger domain. Figure 5 illustrates the idea in which 

represents the data patch in the domain  that are coupled together through an interface . 

 

 

 

 

 

 

Figure 5: Data patch embedded in a domain with a DG interface 

The data-embedded problem is run in two steps. In the first step, the standard interface formulation 

for a particular PDE is solved to get the numerical solution in domain . Then we introduce data 

in the second step through the interface term  as it enforces continuity of the primal 

fields, a residual of the numerical solution in the first step and the data is computed, and the 

problem is solved again with that residual on the right hand side. The residual 

 determines how much our computed solution is off from the target 

values. In this way, second step acts as a corrector to the numerical solution computed in the first 

step. Thus, the modified interface term for the second step is: 
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  (158)  

where  , and i-e the variationally derived stabilization parameter is amplified 

by a constant factor to have a stricter enforcement of penalty across the interface. Here we want to 

make a crucial observation about (158) that it behaves like a least-squares type linear regression 

function with the empirical risk minimization (ERM) problem similar to (157) is given as: 

 
 

(159)  

Where is the squared loss function.  

Now, (158) can be inserted in the interface formulation of a particular PDE to get a data-embedded 

system. For example, for the mixed form of elasticity, (103) becomes: 

 

 

(160)  

Remark: The advantage of embedding data through the residual is that it retains the variational 

consistency of the formulation while improving the accuracy of the solution. 
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Remark: Equation (160) represents the data-embedded system for mixed form of elasticity. For 

other PDEs discussed in Chapters 5 and 6, a similar system can be obtained by substituting (158) 

in the interface formulation. 

Remark: To validate the method, we have used the exact solution as data at the patch nodal points 

in the test cases presented in Chapter 7 since we do not have any observational or sensor data 

available. 

6.3 Interpretation of Stabilization Parameter  as a Kernel Function 

In VMS method, a solution field  is decomposed into coarse scales , which are resolved by a 

given mesh, and unresolved or fine scales . In other words, fine scales  represent the 

orthogonal component of the solution of a PDE in a higher dimensional space that is not resolved 

by our numerical solution . These fine scales give rise to the discretization error, which 

otherwise if we add to our numerical solution would give us the exact solution (Figure 6). 

 

 

 

 

 

 
 

Figure 6: Decomposition of a solution field into coarse and fine scale components 
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As shown in Section 4, fine scales are solved in terms of a stabilization parameter . The structure 

of the stabilization matrix  is derived by employing higher order edge bubble functions to 

represent the fine scales.  stabilizes and enriches our numerical solution by projecting a higher 

dimensional component of the solution onto the lower dimensional coarse scales. 

We have stated in Section 6.1 that a kernel function, through a mapping, expands a lower 

dimesnional space to a richer or higher dimesnional space and it can be used to incorporate priori 

knwledge about the problem at hand. In view of this, we can interpret as a kernel function that 

enriches our solution field by projecting a higher dimesnional solution component onto it. From 

the structure of  given in (102), we see that it is symmetric and positive definite, which are the 

essential properties of a kernel or a Gram matrix. Thus, in (159) when  acts on the loss function, 

it magnifies its impact by enriching its space and we see a significant improvement in the accuracy 

of the solution field with little amount of embedded data. 

  

τ s

τ s

τ s

τ s

τ s

τ s
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CHAPTER 7: NUMERICAL RESULTS 

Figure 7 shows the equal order elements employed in the numerical studies. In all the test cases, 

velocity and pressure fields are assumed continuous across elements within individual modeling 

regions. The following quadrature rules were used throughout: linear quadrilaterals,  Gauss 

quadrature; linear triangles, 4-point quadrature; higher-order elements, appropriate extensions of 

the linear rules [23]. 

 
Figure 7: Equal order triangular and quadrilateral elements 

The bubble functions employed for the domain-based and interface-based stabilization terms are 

given in terms of element natural coordinates by the expressions shown in Table 2 and Table 

3, respectively. The element type abbreviations designate the shape of the element, either 

triangular (T) or quadrilateral (Q), and the number of nodes per element, varying between 3 and 4. 
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Table 2: Interior bubble functions employed for fine-scale fields 

Element Bubble Function 

T3  

Q4  

Table 3: Edge bubble functions employed for fine-scale fields 

Element Bubble Function 

T3  

Q4  

7.1 Mixed Form of Elasticity: L-shaped Domain 

We start with the case of an L-shaped domain loaded in a manner to produce the deformation 

corresponding to Mode 1 fracture. This problem exhibits a singularity in the stress and pressure 

fields at the reentrant corner, and therefore serves as a mathematically hard problem for the 

convergence rate study and for evaluation of the error estimators. Plane strain conditions are 

assumed, tractions derived from the exact solution are applied on all edges of the domain, and the 

mesh is constrained to exclude rigid body modes. The description of the problem is shown in 

Figure 8; the exact solution derived from elasticity theory is given in (161) – (163) [50]. To make 

the problem harder and test the robustness of the DG interface method, the numerical simulation 

is run on a non-conforming meshes with an interface inserted in between.  represents part of 

the domain with a coarser mesh while is the region having a finer mesh with  as DG 

interface. 

( )1xh x h- -

( )( )2 21 1x h- -

( )4 1x x h- -

( )( )21
2 1 1x h- -
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  (161)  

  (162)  

  (163)  

Where following parameters are selected for this test case: 

  (164)  

  (165)  

Four convergence rate studies employing 96, 384, 1536, and 6144 linear quadrilateral elements 

are presented. The first case involves no data while the other three involves data embedded in the 

domain in different forms. In cases 2 and 3, data is embedded in a small patch of the domain as 

the exact solution at nodal points. Case 4 has data in the discrete form at the nodal points along an 

element edge. Figure 9(a) shows domain partitioning with boundary conditions while Figure 9(b) 

depicts coarsest discretization with embedded data types and locations. 

The convergence rates for the standard and explicit error in the displacement field measured in the 

 norm and  seminorm are presented in Figure 10. We observe a reduced rate of convergence 

in both the norms due to the singularity of the solution field at the reentrant corner. From finite 

element theory, the convergence rate for this type of problem is governed by the regularity of the 
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solution [2]. Specifically, the rate for the  seminorm should match the value of  in 

(164), which is in fact the case for all the cases. 

From Figure 10, it is observed that data embedding considerably improves the accuracy of the 

solution while still retaining the variational consistency of the DG interface method. The absolute 

value of both standard and residual based (explicit) error significantly decreases in a consistent 

manner. In the case of  seminorm, convergence rates also improve slightly. Regarding the 

study involving the effect of the location and the type of data embedded in the domain, we see 

from cases 2 and 3 that the method does not depend on the location of a data patch in the domain. 

However, if data is introduced in a discrete fashion along an edge, the results are slightly worse as 

compared to the case of data in a patch. 

 
Figure 8: L-shaped domain problem description. 
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                               (a)                                                                            (b)   

Figure 9: L-shaped domain problem: (a) domain description (b) non-conforming mesh with data 

 
(a) 

Figure 10: Convergence rates of error estimates: (a)  norm of standard displacement error (b)   

seminorm of standard displacement error (c)  norm of (residual based) explicit error (d) )   
seminorm of (residual based) explicit error 
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Figure 10: (cont.) 
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Figure 10: (cont.) 

 
(d) 

The contour plots for vertical displacement and unsmoothed axial stress in the non-conforming 

mesh are shown in Figure 11. The singularity of the stress field at the reentrant corner can be seen 

in Figure 11(b) due to which there is a minimal disturbance of the stress field across the DG 

interface. However, the displacement field shows perfect continuity across the non-conforming 

mesh confirming the robustness of the interface formulation in Section 4.2 employed here. 
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    (a)                         (b) 

Figure 11: Contour plots of (a) vertical displacement  (b) unsmoothed axial stress  

7.2 Coupled PDEs in Elasticity 

As a benchmark problem for the multi-PDE case, the problem of an L-shaped domain shown in 

Figure 8 and with the exact solution given in (161) – (164) is again considered. Problem description 

is given in Figure 11(a). We model the region  using mixed elasticity formulation given in 

Section 4.2 and the region  using pure displacment formulation of Section 4.1. The two 

regions are are coupled together through a DG interface . Thus, the composite formulas from 

Section 4.3 are utilized for the numerical flux and stability parameters. The material parameters 

are same as in (165) except the Poisson’s ratio which in this case is 0.3 to accommodate pure 

displacement formulation. We consider two subcases of the multi-PDE problem: (i) case 1 has a 

non-conforming mesh and linear quadrilateral elements in both regions (ii) case 2 has a non-

conforming mesh but with triangular elements in the pure displacement region and quadrilateral 

elements in the mixed-elasticity region. Coarsest discretization for both the cases is shown in 

Figures 12(b) – (c), respectively. 
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                         (a)       (b) 

 
                  (c) 

Figure 12: Schematics of multi-PDE L-shaped domain problem (a) problem description (b) case 1: non-
conforming mesh and same element type (c) non-conforming mesh with different element types 

The convergence of the displacement error measured in the  norm and  seminorm for cases 

1 and 2 is presented in Figures 12 and 13, respectively. For the convergence study, case 1 was run 

with a hierarchal mesh of 96, 384, 1536, and 6144 linear quadrilateral elements while 160, 640, 

2560, and 10240 linear triangular and quadrilateral elements were employed in case 2. Like the 
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previous example, slopes of the error norms are sub-optimal due to singularity in the solution field. 

However, convergence rates of  seminorm conform to the regularity of the solution which is 

given by .  

 
(a) 

 
(b) 

Figure 13: Convergence rates of standard displacement error for case 1 (a)  norm (b)  seminorm 
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(a) 

 
(b) 

Figure 14: Convergence rates of standard displacement error for case 2 (a)  norm (b)  seminorm 
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domain, both the error norms of the standard displacement error decrease and the convergence rate 

improves. However, with the introduction of data in case 1,  norm of the displacement error 

decrease for the coarser meshes and the effect diminishes as we refine the mesh.  

As a qualitative assessment of the solution accuracy provided by the interface formulation, we 

present the contour plots for vertical displacement and unsmoothed axial stress for both the cases 

in Figures 15 and 16, respectively. No smoothing techniques have been applied to the field; the 

strains and stresses are directly evaluated through differentiating the finite element displacements 

and evaluating the constitutive relations (86) and (99), respectively. The stress singularity can be 

seen at the reentrant corner due to which we see some oscillations at the DG interface. 

  
           (a)                (b) 

Figure 15: Contour plots for vertical displacement for (a) case 1 (b) case 2 
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               (a)                    (b) 

Figure 16: Contour plots for unprocessed axial stress  for (a) case 1 (b) case 2 

7.3 Darcy Flow 

Now we turn towards problems in fluid mechanics. The first test case is of a Darcy flow in a 

domain . The exact solution for this problem is taken from [54] and is given in (166) 

– (168). The domain is composed of subregions in which  comprises of triangular elements 

while  contains quadrilateral elements. The non-matching meshes are patched together via the 

interface operator presented in Section 5.1. The problem description and the coarsest non-matching 

mesh with the embedded data are shown in Figure 17. 
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  (168)  

where the parameter . The material properties are taken as , , , 

and . 

 

 

 

                 

 
                                   (a)                       (b) 

Figure 17: Schematic of Darcy flow case (a) problem description (b) coarsest non-conforming mesh 

A convergence study was employed to see the performance of the interface operator and the impact 

of data on the accuracy of the numerical solution. The meshes employed have 24, 96, 384, and 
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1.6 and 0.63 (Figure 18(a)) which is less than the theoretically predicted values of 2.0 and 1.0. 

However, with the introduction of data, we not only see a decrease in the velocity error norms but 

also the rates of convergence improve to 1.91 and 0.92 which are closer to theoretical values. The 

pressure error norms do not show any improvement in terms of reduction in absolute error or the 
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when the data is embedded in the form of the exact solution it does not have any significant impact 

as the numerical solution is already closer to the exact solution. 

 
(a) 

 
(b) 

Figure 18: Convergence rates of  norm and  seminorm for (a) velocity field (b) pressure field 
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The contour plots for the velocity and pressure fields are given in Figure 19. We remark that the 

interface between the triangular and quadrilateral elements is very smooth and nearly invisible. 

This shows the effectiveness of the interface formulation employed here across different element 

types. 

 
                                (a)              (b) 

 
                                       (c) 

Figure 19: Contour plots for (a) velocity  field (b) velocity  field (c) pressure field 

7.4 Stokes Flow in L-shaped Domain 

To study the limitations imposed by singularities of the geometry for a fluid mechanics problem 

and the role of data in improving the solution, we consider the L-shaped domain , 

where  and  are the square domains. Since  has a 
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reentrant corner at the point , the exact solution is singular at the origin. This example 

proposed in [55] has the exact solution: 

  (169)  

  (170)  

  (171)  

where 

  (172)  

  (173)  

The problem domain consists of two subdomains:  has a coarser mesh of quadrilateral 

elements while  has a finer mesh of same element type. The two non-conforming mesh are 

coupled together through an interface formulation presented in Section 5.2. Dirichlet boundary 

conditions are applied all over the domain edges. A schematic of the problem description and the 

coarsest mesh with a patch of data is shown in Figure 20. 

Then, a convergence rate study with hierarchal meshes of 96, 348, 1536, and 6144 elements is 

presented in Figure 21. Due to singularity in the geometry, the convergence rates of the  norm 

and  seminorm of the velocity field error are sub-optimal. And same is the case with the  

0,0( )

vx
exact = r λ λ +1( )sin θ( )Φ θ( )+ cos θ( ) ′Φ θ( )⎡⎣ ⎤⎦

vy
exact = r λ − λ +1( )cos θ( )Φ θ( )+ sin θ( ) ′Φ θ( )⎡⎣ ⎤⎦

pexact = −r λ−1( ) 1− λ( )−1 λ +1( )2 ′Φ θ( )+ ′′′Φ θ( )⎡
⎣⎢

⎤
⎦⎥

Φ θ( ) = sin 1+ λ( )θ( )cos ωλ( ) / 1+ λ( )− cos 1+ λ( )θ( )
         − sin 1− λ( )θ( )cos ωλ( ) / 1− λ( )+ cos 1− λ( )θ( )

λ = 0.54448373678246398,           ω = 3π 2

Ω(1)

Ω(2)

L2

H1 L2



 

81 
 

norm of the pressure field error. However, the convergence rates are not less than the regularity of 

the solution ( ) in all the cases. When a patch of data is embedded in the domain, we see 

a marginal decrease in the  error norm of velocity and pressure fields. However,  seminorm 

of velocity field error does not show any improvement. 

 

                                     
 

                                        (a)                                                                    (b) 
Figure 20: Schematic of Stokes flow test case (a) problem description (b) coarsest non-conforming mesh 
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(a) 

 
(b) 

Figure 21: Convergence rates of  norm and  seminorm for (a) velocity field (b) pressure field 
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velocity fields which are very smooth across the interface. The discontinuity in the pressure field 

can be seen in Figure 22(c) which causes disruption around the the re-entrant corner. Even with 

presence of a strong disconuity in the presssue field, we observe an improvement in the accuracy 

of the pressure field with the introduction of data (Figure 21(b)) which is remarkable. 

 

  (a)               (b) 

 
(c) 

Figure 22: Contour plots for (a) velocity  field (b) velocity  field (c) pressure field 
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7.5 Stokes-Darcy Coupled System 

As another example of the case of non-overlapping solution decomposition, we consider a coupled 

Stokes-Darcy problem posed over a bi-unit square domain. The Darcy model occupies the region 

, and the Stokes model occupies the region . We devise an 

exact solution similar to those proposed in [54] that satisfies the interfacial conditions between the 

two regions: 

  (174)  

  (175)  

  (176)  

  (177)  

  (178)  

  (179)  

where the parameter . The associated body force terms  are obtained 

by substituting these analytical expressions into the governing equations (108), (109), and (133) 
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(note that  by design). Notice that both the tangential component of velocity and the 

pressure field are discontinuous across  while the normal component of velocity 

and the stress are continuous. Additionally, careful attention is paid to satisfying the Beavers-

Joseph-Saffman law [48] at the lower boundary of the Stokes region. For the numerical simulations 

that follow, DG interfaces are also inserted to partition the two model regions to allow 

nonconforming meshes, namely  and  (see Figure 23(a)). 

As boundary conditions, the normal velocity  is prescribed on the left edge of the Darcy 

region along with flux conditions consistent with the pressure  on the lower and right edges. 

The velocity field  is prescribed on the left edge of the Stokes region along with flux conditions 

on the upper and right edges. Lastly, the material properties are taken as , , , 

and . 

 

                        
 

                                       (a)                            (b) 

Figure 23: Schematic of Stokes-Darcy coupled system (a) problem description (b) corsest discretization 
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The convergence of the numerical error between the numerical and exact solutions is provided in 

Figure 24(a) and (b) separately for the Darcy region  and the Stokes region , respectively. 

The meshes employed have 87, 384, 1536, and 6144 linear triangular and quadrilateral elements. 

For the Darcy region, the convergence rates of the velocity  norm and  seminorm exhibits a 

consistent trend of 1.67 and 0.6, respectively. By comparison, the velocity error norms in the 

Stokes region attain the theoretical rates of 2 and 1 according to the analysis conducted in [26] for 

a similar formulation. Then, we introduce data as the exact solution of the velocity field at the 

nodes inside the patch shown in Figure 23(b) and use the formulation in Chapter 6 to run the data-

driven problem. The error convergence rates in the Darcy region improve to 1.85 and 0.89 and the 

absolute values of the  and  error norms also decrease. However, for the Stokes region, we 

do not see any improvement in either the error norms or the convergence rates which were already 

optimal without the data. The reason might be that the numerical solution quickly approaches the 

exact solution and the impact of data is minimal. This trend is similar to the one seen for the 

pressure field in example 7.3. 
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.  
(a) 

 

(b) 
Figure 24: Convergence rates of  norm and  seminorm for (a) Darcy region (b) Stokes region 
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modeled region are nearly invisible. The major features of the solution field are well resolved; 

namely, the vertical component of velocity is nearly continuous between the two modeling regions, 

and the jumps in the pressure and the horizontal velcoity fields are controlled across the Darcy-

Stokes interface. 

 

                         (a)                             (b) 

 

            (c) 

Figure 25: Contour plots for (a) velocity field (b) velocity field (c) pressure field 
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CHAPTER 8: CONCLUSION 

A stabilized interface coupling method has been employed for embedded discrete as well as 

distributed data in the numerical simulation of the problem. The stabilized interface method was 

earlier developed for the coupling of discrete interfaces that arise due to nonconforming meshes, 

material mismatch, disparate governing PDEs, and hierarchal physical models with physics of 

increasing complexity on adjacent physics subdomains. In the VMDG method the interface 

coupling operators are derived through modeling of fine scales and exploiting the presence of fine-

scale in the coarse-scale continuity equations. Physics based data is subsequently introduced in the 

domain as variational residual at the location of internal discontinuity, and it exploits the least-

squares from of the interface coupling terms. The least-squares form which has an intrinsic 

structure of a linear regression type function drives the numerical solution towards target values. 

In the numerical test problems, exact solution of the underlying mathematical problem is 

considered as high-fidelity data, and objective is to see that when this high-fidelity information on 

the physical behavior of the system is furnished to the discrete problem which is otherwise driven 

by the boundary conditions and body forces, how does it drive the discrete system to higher spatial 

accuracy. A range of numerical tests were designed to investigate this point. Test cases in fluids 

and in solids show improvement in the computed solution which is attributed to variational 

embedding of the physics-based data. Elasticity problem with stress singularity seems to show 

significant improvement in accuracy of the solution, while in Stokes flow for a similar test case 

with weak singularity, the improvement was not substantial. However, an important point to notice 

is that in both the cases variational embedding of data did not pollute the accuracy of the solution 

in the surrounding neighborhood of the interface. The future work will include extending the role 

of data via the fine scale modeling feature facilitated by the Variational Multiscale method. 
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