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ABSTRACT 

 

The shift towards renewable sources of energy requires the development of 

electrochemical energy storage solutions due to their scalability and ability to handle 

intermittency. In this thesis, the ion transport mechanisms are studied by modeling redox 

flow batteries (RFBs) and intercalation-based Li-ion batteries. Redox flow batteries are 

an emerging technology which allows independent scaling of energy and power density 

making them suitable candidates for grid-scale energy storage. In RFBs the redox active 

species is dissolved in electrolytes and stored in tanks. The electrolyte is pumped through 

the reactor where electrochemical reactions occur. Contemporary RFB research is 

focused around developing newer materials. However, the fundamental mechanisms 

causing polarization losses and energy inefficiencies that are inherent to the RFB design, 

and independent of chemistry, have received lesser attention in research. In this thesis, 

we present a transient multi-species RFB model using homogenized Poisson-Nernst-

Planck formulation with hydrodynamic dispersion in porous media for the species 

transport. The RFBs modeled here can use either cost-effective non-selective separators 

or crossover reducing ion-exchange membranes. We also introduce Marcus-Hush-

Chidsey kinetic theory based on microscopic electron transfer and solvent reorganization 

in modeling the redox reactions for RFBs instead of the most commonly used Butler 

Volmer empirical model. We detail the finite volume formulation with implicit time stepping 

along with a logarithmic transform of the concentration fields to solve the system of 

equations. A detailed stability analysis is conducted using the fixed-point iteration scheme 

for the two kinetic models to establish convergence.  
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For RFBs using non-selective separators, we use Damköhler numbers to classify 

three RFB operating regimes: redox shuttle limited, ohmic polarized, and sufficient 

supporting electrolyte. The sufficient supporting electrolyte regime ensures the least 

capacity fade due to crossover. In the case of RFBs using ion-exchange membranes, we 

perform comprehensive exergy destruction analysis, using the first and second laws of 

thermodynamics, to quantify the energy losses arising due to electron-conduction, pore-

scale mass transfer, reaction kinetics, species transport, and electrolyte mixing in the 

tanks. Mapping of these exergy losses enables the identification of major sources of 

irreversibilities for designing more energy efficient RFBs. The non-dimensional nature of 

results presented in this study should find applicability towards designing efficient low-

cost RFBs by modifying the flow conditions, reactor geometry, electrode morphology, and 

engineering the redox active species and the salt ions. 

Li-ion batteries, in contrast with RFBs, operate on the principle of intercalation of 

lithium ions. The strong anisotropic behavior of graphite platelets restricts the transport of 

lithium ions through the electrode thickness limiting the thickness. However, thick Li-ion 

battery electrodes could enable batteries that cost less and have higher gravimetric and 

volumetric energy density. With the help of a porous electrode model with anisotropic 

transport processes, we propose and develop a design criterion for bi-tortuous graphite 

electrodes with electrolyte-rich macro-pores. Macro-pores with optimal aspect ratio 

spaced at short intervals enable maximum enhancement in Li-ion intercalation.  
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CHAPTER 1: Introduction 

1.1 Electrochemical Energy Storage 

The rapid growth of industrial societies in the past two hundred years has led to rapid 

exploitation of low-cost non-renewable fossil fuels. The demand in global energy demand 

almost doubled in the past 40 years1. The global production of electricity is about 25000 

TWh in 2017 lead by China, United States and India2. Within the United States, about 

60% of electricity in the USA was generated from fossil fuels whereas only ~10% was 

generated using renewable energy sources such as wind and solar3.  However, the use 

of renewables (excluding hydropower) has grown by 15% in the USA over the past 10 

years,4 and it is projected that by 2050, 22% of total electricity generation in the USA will 

be accounted by wind and solar power plants5. Integration of the sources of energy with 

the grid is crucial for control and management of electricity distribution6. Lack of proper 

energy storage solutions can make the grid unstable if the demand exceeds 20% of the 

generated power7. Renewable energy sources such as solar and wind could complement 

traditional energy generation methods to stabilize power and load levelling. However, the 

dependence on climatic conditions make the renewable energy sources intermittent. The 

various energy storage solutions are characterized by storage capacity and response 

time. Durability and the ability to withstand many charge/ discharge cycles is crucial8. 

Pumped hydro energy storage (PHES)9, which has high storage capacity but poor 

response time, is the most widely used. Other energy storage technologies, in decreasing 

order of capacity include compressed air10, thermal11, flywheel12, electrochemical 

batteries and double layer capacitor13. Each of these energy storage technologies have 

specific features with pros and cons. For example, PHES systems have very high energy 
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storage capacity but fail to handle intermittency. Double layer capacitors, on the other 

hand, have very fast response time, the amount of energy stored is limited by the available 

area for forming the double layers. Integration with the grid, in the context of using 

renewable sources of energy, requires ability to store large quantities of energy and 

handle intermittency. In between the high capacity PHES and high power capacitors are 

the electrochemical energy storage (EES) systems. EES solutions can handle 

intermittency, have short-to-long time scale, be portable and have potential to increase 

energy storage capacity for application at the grid. Typically, in EES, energy is stored as 

chemical energy facilitated by oxidation or reduction of redox couples. EES comprises of 

electrochemical cells and each cell consists of a positive electrode, a negative electrode 

and an electrolyte. During discharge, the redox reactions within the electrodes generate 

a flow of electrons through an external circuit providing electricity. In most EES devices 

there is an inverse relationship between the specific power and energy density. 

Attempting to increase specific power or energy restricts the other. For example, 

increasing energy density in Li-ion batteries restricts fast ion transport limiting the power 

density. Redox flow batteries are a class of EES devices where independent scaling of 

power and energy densities is possible, making them attractive candidates for grid scale 

energy storage. The aim of this thesis work is to analyze the species/ ion transport 

mechanisms in two EES devices: lithium-ion batteries and redox flow batteries.  
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1.2 Lithium ion Batteries 

Amongst the various energy storing devices available, Li-ion batteries have benefits of 

high gravimetric and volumetric energy-density14–16. Modern Li-ion battery electrodes are 

porous composites of solid-state active-material particles bound together by a conductive 

carbon-binder mixture, with an ion-conducting liquid electrolyte filling the pores. When a 

battery operates, electrons and ions are simultaneously transported to the surfaces of 

active-material particles, where electrochemical reactions take place. Figure 1.1 shows 

the working principle of a lithium cobalt oxide (LCO) and graphite Li-ion battery. During 

the charging process, lithium ions which are excess in LCO deintercalated from the LCO 

grains, transport through the electrolyte and be stored/ intercalated within the graphite 

layers. At the end of charging process, graphite electrode is rich in 𝐿𝑖+ whereas LCO is 

deficient in 𝐿𝑖+. During discharge process, the reverse mechanism occurs where 𝐿𝑖+ 

intercalates into LCO from graphite. 

Figure 1.1 
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Figure 1.1 (cont.) 

Figure 1.1: Working principle of a Li-ion battery. 

The rates at which ions are transported depend on the microscopic structure of the 

composite electrodes through a parameter called tortuosity. The microstructure in an 

electrode results from the particular choice of material constituents and processes that 

are used to fabricate the electrodes. To maximize the energy density of a battery, we 

would like to have electrodes with low porosity (maximizing the density of active material) 

and high thickness, reducing the number of inactive components (separators, current 

collectors) that are required for a given amount of active material, saving considerable 

cost. Unfortunately, electrodes with low porosity generally have high tortuosity17, making 

ion transport slow, an effect whose importance is magnified when electrodes are thick. 

Thus, techniques that produce thick, dense electrodes with enhanced ion transport could 

enable the development of batteries with high energy-density and high power density at 

a lower cost than is currently available18. 

It has recently been shown that the morphology of active particles and the processing 

conditions used affect the electrode microstructure. For example, electrodes composed 

of plate- or flake-shaped particles of LiFePO4 (Ref. 19) and graphite (Ref. 20) exhibit 

ordered orientation (self-assembly) that affects the ability to transport Li ions when they 

are confined into a dense state. Also, it has been shown that the tortuosity itself can be 

heterogeneous21, in addition to being anisotropic for electrodes comprised of non-

spherical particles20. 
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Novel approaches have been developed recently to enhance ion-transport in Li-ion 

batteries by controlling electrode microstructure. Chiang and co-workers22 used a co-

extrusion process to manufacture half-cells containing low-tortuosity macro-pores 

embedded in sintered, micro-porous LiCoO2. Here, structured electrodes with tuned 

dimensions achieved greater capacity than homogeneous electrodes with the same 

average porosity22. The mechanism for this enhancement was attributed to the improved 

Li-ion transport provided by the low-tortuosity macro-pores. Similarly, Lu and Harris 

suggested that electrodes made with self-assembled particles could have low tortuosities 

in all direction23. 

High-fidelity models of electrochemical transport are needed to guide the design of 

complex, multi-scale electrodes. In Ref. 22 scaling analysis of ‘effective’ tortuosity was 

used to explain experimentally observed enhancements in capacity. Subsequently, Cobb 

and Blanco24 analyzed half-cells containing similar bi-tortuous structures using porous-

electrode theory. They found that co-extruded macro-pore dimensions on order of 25𝜇𝑚 

yielded the highest utilization of electroactive material for electrode thicknesses in the 

range of 150 − 300𝜇𝑚24. 

1.3 Redox Flow Batteries 

Redox flow batteries (RFBs) are attractive EES solutions because of their ability to 

independently scale energy capacity and power density. Decoupling energy and power, 

by altering the tank size and reactor design respectively, enables the stabilization of 

power, and application in load levelling and peak shaving with low environmental 

impact8,25–28. The commercialization of RFB technology at grid-scale is currently 
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challenged by high system prices29,30. Accordingly, the United States Department of 

Energy has set an aggressive target price of $120kW/h for the commercialization of RFB 

EES31. A typical RFB constitutes a reactor (electrode compartments separated by an 

electron insulating separator) and two tanks (electrolyte storehouse) connected through 

a network of pipes and pumps. Figure 1.2 depicts the reactor and tank arrangement of an 

RFB. Each tank consists of one set of redox couples 𝑅1/𝑂1 and 𝑅2/𝑂2 respectively.  

Figure 1.2 

 

Figure 1.2: Design and working of an RFB 

 

A variety of active compounds, inorganic (e.g. vanadium 32, polysulfide-bromine 33) and 

organic/semi-organic (e.g. TEMPO34, quinone35, viologen based polymers36) have been 

explored for use in RFBs. Vanadium redox batteries 32 are the most common and widely 

studied aqueous redox flow batteries (AqRFBs). However, metal ions such as vanadium 

are not abundantly available and their high cost restricts their utility for large scale 
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systems26,27. The corrosive and toxic nature of some of the non-metallic materials, such 

as bromine, affects the pipes, pumps and tanks37. This motivated the development of 

AqRFBs with organic or semi-organic active species35,38. Such systems can be cheaper 

and safer, but the electrochemical stability window of aqueous based electrolytes 

impedes achievement of high energy density. On the other hand, nonaqueous redox flow 

batteries (NAqRFBs) provide a wider electrochemical stability window (hence high energy 

density)39–42, while NAqRFBs tend to have lower ionic conductivity and higher electrolyte 

costs as compared to their aqueous counterparts43.   

 

Solutions containing macromolecular motifs, such as RAPs, show high viscosity with 

increasing redox-active species concentration,36 potentially affecting mechanical design 

and pumping costs in scaled RFBs. Fluid distribution within the reactor, and consequently 

reaction distributions, can be affected by the electrolyte viscosity, in addition to the flow 

rate used.  Therefore, understanding the impact of flow rate on cell performance is 

essential to establish optimized operating regimes and cell designs for RAP-based RFBs. 

Tailoring flow field design (serpentine, parallel, interdigitated and spiral flows) and 

electrode architecture is important to enhance mass transport in the reactor, thus 

achieving high power densities and limiting currents47–49. Systematic studies in this regard 

revealed that an interdigitated flow field (IDFF) paired with carbon paper electrodes gives 

the optimal performance with respect to electrochemical reactions and pressure drops49. 

Therefore, proper reactor design coupled with material selection41,43,50 would significantly 

reduce the cost of the RFBs helping in their widespread commercialization31.  Also, less 

conventional RFBs utilizing high-viscosity, shear-thinning suspensions of carbon black 
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and solid active compounds required the development of various flow-mode strategies to 

enable efficient operation in both aqueous and non-aqueous RFBs51–55. 
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CHAPTER 2: Porous Electrode Modeling of Li-ion Batteries 

 

2.1 Bi-tortuous Electrodes: Porosity and Electroactive-material Distribution 

A full-cell containing a 𝐿𝑖𝐶𝑜𝑂2 cathode and a graphite anode is simulated, as shown in 

Fig. 2.1(a).  Each of these electrodes is modeled as a two-dimensional continuum using 

porous-electrode theory.  A heterogeneous distribution of electroactive material and 

electrolyte is incorporated with spatially dependent electroactive-material volume-fraction 

𝜈𝑠(𝑥, 𝑦) and micro-porosity 𝜖(𝑥, 𝑦).  Presently, we neglect the volume of conductive-

carbon binder, in which case the local porosity and electroactive-material volume fraction 

are related by 𝜈𝑠 + 𝜖 = 1.  As shown in previous work,1 the orientation of particles inside 

heterogeneous, composite electrodes affects the ion transport rates.  We assume that 

graphite and 𝐿𝑖𝐶𝑜𝑂2 particles orient parallel to the respective current collectors on which 

they are cast and calendered.  Accordingly, in Fig. 2.1(a) horizontal-line pattern is used 

to represent the orientation of graphite platelets in the anode, while a cross-hatch pattern 

is used for oblate 𝐿𝑖𝐶𝑜𝑂2 particles in the cathode (because electrodes containing oblate 

𝐿𝑖𝐶𝑜𝑂2 particles produce more isotropic microstructures than pressed graphite platelets1). 
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Figure 2.1 

 

Figure 2.1: Schematic of material distribution in the two-dimensional full-cell simulated 

here. (a) Periodic boundaries (marked in blue) are used to simulate an infinite cell. The 

structured anode contains electrolyte-rich macro-pores with width 𝑔 and spacing 𝑠. 

Comparison of active-material volume-fraction and porosity for (b) a homogeneous 

graphite-anode and (c) bi-tortuous graphite anode 

 

Here, we focus on particular designs for the anode that incorporate rectangular “macro-

pores” (i.e., grooves when projected in the third dimension) that contain 100% electrolyte. 
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These electrode structures are bi-tortuous in the sense that macro-pores possess a unit 

tortuosity, while the region containing electroactive material (i.e., where 𝜈𝑠 > 0) exhibits a 

different2, direction-dependent1 tortuosity. Figures 2.1(b) and 2.1(c) contrast the 

structures simulated for a homogeneous graphite anode with a bi-tortuous one.  These 

macro-pores are assigned width 𝑔 and are separated by regular spacing 𝑠.  The regular 

spacing between macro-pores enables the simulation of an infinite electrode by a single 

“unit cell” of a periodic structure. 

Figure 2.2 
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Figure 2.2 (cont.) 

Figure 2.2: (a) Variation of micro-porosity 𝜖 with increasing macro-pore coverage 𝜈𝑚𝑝 for 

various average porosity levels  𝜖.̅ (b) Variation of ionic-conductivity-tensor components 

with macro-pore coverage in the graphite anode (30% average porosity) along the 

directions perpendicular and parallel to the current collector. (c) Variation of bulk ionic-

conductivity 𝜅0 and (d) bulk chemical-diffusion coefficient 𝐷0 as a function of 𝐿𝑖𝑃𝐹6 

concentration 

 

We introduce constraints on the distribution of electroactive-material loading and porosity, 

such that the area-specific capacity is the same when comparing between bi-tortuous and 

homogeneous electrodes.  In other words, local micro-porosity 𝜖 (inside regions of the 

electrode containing electroactive material) is lower than the average porosity  𝜖.̅  The 

extent of variation between these local and average values depends on the macro-pore 

coverage 𝜈𝑚𝑝, which is defined as the volume fraction of the electrode covered by the 

macro-pore.  For the two-dimensional electrode here macro-pore coverage is affected by 

the width of and spacing between macro-pores, 𝜈𝑚𝑝 = 𝑔/𝑠 (a different expression can be 

derived for arbitrarily shaped and spaced macro-pores).  Assuming negligible volume 

occupied by the conductive carbon-binder domains, the local micro-porosity depends on 

average porosity and macro-pore coverage in the following way: 

 𝜖 =
𝜖̅−𝜈𝑚𝑝

1−𝜈𝑚𝑝
. (1) 
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The variation of local micro-porosity with macro-pore coverage is shown in Fig. 2.2(a).  

These curves reveal that the maximum possible macro-pore coverage that can be 

achieved (i.e., where porosity vanishes) depends on the magnitude of average porosity 

(and implicitly on the average volume-fraction of electroactive material because  𝜈𝑠̅ = 1 −

𝜖)̅. The local volume fraction of electroactive material 𝜈𝑠 (also called “loading”) depends 

on the average value  𝜈𝑠̅ and macro-pore coverage, as well: 

 𝜈𝑠 =
𝜈𝑠̅̅̅

1−𝜈𝑚𝑝
. (2) 

2.2 Anisotropic Ion-transport Parameters 

Preferential orientation of pores in the microstructure of calendered graphite electrodes 

has been shown to produce anisotropic tortuosity that is high in the direction 

perpendicular to the current collector and low parallel to the current collector.1  For the 

multi-dimensional system being modeled presently, this tortuosity anisotropy manifests in 

the effective diffusivity 𝐷𝑒𝑓𝑓 and ionic-conductivity 𝜅𝑒𝑓𝑓 tensors, which relate salt-diffusion 

rates and ionic current to their driving forces (i.e., salt-concentration and solution-potential 

gradients, respectively).  When normalized by the bulk chemical-diffusivity of salt 𝐷0 and 

bulk ionic-conductivity 𝜅0 (i.e., of the pure electrolyte), these tensors exhibit a particular 

functional form 𝑓 (assuming an orthotropic microstructure): 

                                   𝜅𝑒𝑓𝑓/𝜅0 = 𝐷𝑒𝑓𝑓/𝐷0 = 𝑓 = 𝜖 [
𝜏⊥
−1 0

0 𝜏∥
−1]                                 (3) 
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Here, the tensor 𝑓 depends on local porosity 𝜖 and the local components of tortuosity 

normal to (𝜏⊥) and parallel with (𝜏∥) the dominant planar orientation.  These tortuosity 

components increase with local microporosity ε as 𝜏𝑗 = 𝜖−𝛼𝑗,1 where 𝛼𝑗 is the tortuosity 

scaling-exponent for transport in direction 𝑗.  We model the scaling exponents theorized 

previously1 for graphite and 𝐿𝑖𝐶𝑜𝑂2 electrodes that are listed in Table 2.1.  In general the 

microstructure’s orientation can vary in space, and the transport tensor 𝑓 would rotate in 

the fixed Cartesian-frame: 

 𝑓𝑐𝑎𝑟𝑡 = 𝑅𝑇 (𝑓)𝑅, (4) 

where 𝑓𝑐𝑎𝑟𝑡 is the transport tensor in the fixed Cartesian-frame and 𝑅 is a space-

dependent rotation-matrix describing the microstructure’s local orientation.  For the two-

dimensional system here 𝑅 is given in terms of the polar angle 𝜃 between the x-axis and 

the direction perpendicular to the plane of microstructural orientation [see Fig. 2.1(a)]: 

 𝑅 = [
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

], (5) 

Here, we assume uniform orientation along the plane of the current collector [i.e., 

𝜃(𝑥, 𝑦) = 𝜋/2]. 

The normal 𝜅𝑒𝑓𝑓,⊥ and parallel 𝜅𝑒𝑓𝑓,∥ components of the effective ionic-conductivity tensor 

are shown as a function of macro-pore coverage in Fig. 2.2(b) for a pressed-graphite 

anode with 30% average porosity. Each macro-pore coverage level 𝜈𝑚𝑝 has a 

corresponding microporosity 𝜖 given by Eq. 1.  The normal and parallel components of 
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tortuosity decrease with increasing microporosity.  Consequently, both components of 

effective conductivity (normal and parallel) decrease with increasing macro-pore 

coverage because microporosity decreases with increasing macro-pore coverage.  The 

anisotropy of effective ion conductivity1 is also evident from Fig. 2.2(b), where conductivity 

perpendicular to the current collector 𝜅𝑒𝑓𝑓,⊥  is more than three times lower than the 

conductivity parallel to the current collector 𝜅𝑒𝑓𝑓,∥.  

Table 2.1: Pore-space tortuosity scaling-exponents1 used in the present simulations  

 

 

 

2.3 Governing Equations 

Porous-electrode theory3,4 is used presently to model the coupling between ion 

conduction, electron conduction, Li intercalation, and electrochemical reactions in 

heterogeneous, composite electrodes.  Ion conduction occurs in the pores of the 

heterogeneous electrode.  The particular electrolyte considered here contains 1 𝑚𝑜𝑙/𝐿 

𝐿𝑖𝑃𝐹6 salt in mixed-carbonate solvent that exhibits a bulk ionic-conductivity 𝜅0 and bulk 

chemical-diffusivity of salt 𝐷0 that varies with the local concentration of salt 𝑐𝑒 [see Ref. 

5,6 and Figs. 2.2(c,d)]. Ion conduction in the present monovalent, binary electrolyte (with 

constant transference number) is governed by charge conservation and salt conservation 

for a concentrated solution:3,4,7,8 

                         ∇. [−𝜅𝑒𝑓𝑓 (∇𝜙𝑒 −
2𝑅𝑔𝑇

𝐹
𝛾±(1 − 𝑡+)∇𝑙𝑛 𝑐𝑒)] − 𝑎𝜈𝑠𝑖𝑛 = 0, (5) 

Exponent graphite LiCoO2 

perpendicular (thru-plane), 
𝛼⊥ 

 
1.914 0.830 

parallel (in-plane), 
𝛼∥ 0.600 0.640 
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𝜕(𝜖𝑐𝑒)

𝜕𝑡
+ ∇. (−𝐷𝑒𝑓𝑓∇𝑐𝑒)𝑎𝜈𝑠

𝑖𝑛

𝐹
(1 − 𝑡+) = 0, (6) 

where 𝜙𝑒 is the solution-phase potential and 𝑐𝑒 is the salt concentration in the electrolyte. 

These conservation equations incorporate the effects of ion-transport anisotropy through 

the effective-transport tensors 𝜅𝑒𝑓𝑓 and 𝐷𝑒𝑓𝑓 that were described previously.  Here, 𝑅𝑔, 𝐹, 

and 𝑇 are the universal gas-constant, Faraday’s constant, and temperature, respectively. 

For the Li-ion transference number 𝑡+ we assume a constant value of 0.38,5 and we 

assume a constant value of unity for the thermodynamic factor7 𝛾±, which is defined in 

terms of the mean-molar activity-coefficient 𝑓±as 𝛾± = (1 + 𝜕 ln 𝑓±/𝜕 ln 𝑐𝑒). The source 

terms in these equations are proportional to both the reaction current-density 𝑖𝑛 at the 

electroactive-particle/electrolyte interface and the surface-area per unit-electrode-volume 

a of electroactive particles (see Table 2.2).  Electron conduction occurs through 

conductive material driven by the solid-phase potential 𝜙𝑠 and is governed by: 

 ∇. (−𝜎𝑠∇𝜙𝑠) + 𝑎𝜈𝑠𝑖𝑛 = 0, (7) 

where 𝜎𝑠 is the effective electronic conductivity whose value (see Table 2.2) is taken from 

the literature.9 

Electrochemical reactions between the electrolyte and solid-state electroactive particles 

produce gradients of intercalated-Li concentration in electroactive particles.  Here, the 

concentration of intercalated Li 𝑐𝑠 is given in terms of the intercalated-Li fraction 𝑥𝐿𝑖 and 

the terminal concentration of intercalated Li 𝑐𝑠,𝑚𝑎𝑥 as 𝑐𝑠 = 𝑥𝐿𝑖𝑐𝑠,𝑚𝑎𝑥.  For the present 

electroactive particles (2𝜇𝑚 diameter for both graphite and 𝐿𝑖𝐶𝑜𝑂2) at the C-rates of 

interest (0.5C to 3C), intercalated-Li gradients have been neglected in electroactive 
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particles because the difference is less than 0.25% for the cathode and 0.1% for the 

anode between the intercalated-Li fraction at the surface of and on average in 

electroactive particles cycled at 3C.10  Under these conditions Li conservation in the solid 

phase is given by: 

 𝜈𝑠𝑐𝑠,𝑚𝑎𝑥
𝜕𝑥𝐿𝑖

𝜕𝑡
+ 𝑎

𝑖𝑛

𝐹
= 0 , (8) 

where 𝜈𝑠 is the volume fraction of the electroactive material. 

The driving force for electrochemical reactions is the surface overpotential at the 

solid/electrolyte interface, 𝜂 = 𝜙𝑠 − 𝜙𝑒 − 𝜙𝑒𝑞, where 𝜙𝑒𝑞 is the equilibrium potential of the 

electroactive material that depends on the fraction of intercalated Li.  Functions from the 

previous literature (Ref. 9 for graphite and Ref. 11 for 𝐿𝑖𝐶𝑜𝑂2) were used to model the 

variation of equilibrium potential 𝜙𝑒𝑞 versus the fraction of intercalated Li 𝑥𝐿𝑖 in each 

electrode.  Electrochemical reaction-kinetics are modeled with the Butler-Volmer equation 

for reaction current-density 𝑖𝑛:8 

 𝑖𝑛 = 𝑖0 [𝑒𝑥𝑝 (
0.5𝐹𝜂

𝑅𝑇
) − 𝑒𝑥𝑝 (−

0.5𝐹𝜂

𝑅𝑇
)]. (9) 

The exchange current-density i0 depends on the concentration of salt in the electrolyte 𝑐𝑒, 

the fraction of intercalated Li 𝑥𝐿𝑖, and the kinetic rate-constant 𝑘 for the particular reaction 

(see Table 2.2):12 

 𝑖0 = 𝐹𝑘𝑐𝑠,𝑚𝑎𝑥(𝑐𝑒)
0.5(1 − 𝑥𝐿𝑖)

0.5(𝑥𝐿𝑖)
0.5. (10) 
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Table 2.2: Electrochemical-transport material-parameters used in the present simulations 

             

 

 

 

 

ƗRef 9 

2.4 Boundary Conditions 

The average current-density 𝑖 applied to the cathode’s current collector is held constant 

to simulate galvanostatic charge and discharge process.  During galvanostatic cycling the 

anode current-collector is grounded with solid-phase potential 𝜙𝑠,− set to 0 V, and the 

solid-phase potential of the cathode current-collector 𝜙𝑠,+ floats, such that the cell voltage 

(𝜙𝑠,+ − 𝜙𝑠,−) varies with time.  The flux of Li ions is zero in the outward normal direction 

at the current collectors. At the separator a null electronic-current boundary-condition is 

imposed to replicate the electronically insulating property of the separator. Periodic 

boundary conditions are used to relate the solid-phase potentials, solution-phase 

potentials, and salt concentration on the opposing sides of the two-dimensional domain. 

The ionic resistance due to the separator is presently neglected because its thickness 

(~10 𝜇𝑚) is small relative to that of the cell sandwich (100 − 400 𝜇𝑚). 

parameter graphite LiCoO2 

electronic conductivity, 𝜎𝑠 (𝑆/𝑚) 10Ɨ 10Ɨ 

volumetric surface-area, 𝑎/𝜈𝑠 (1/𝑚) 3×106 3×106 

terminal lithium concentration, 
𝑐𝑠,𝑚𝑎𝑥(𝑚𝑜𝑙/𝑚3) 30,555Ɨ 51,554Ɨ 

rate constant, 
𝑘(𝑚𝑜𝑙/𝑚2 − 𝑠×𝑚4.5/𝑚𝑜𝑙1.5)

 5.03×10−11Ɨ 2.34×10−11 Ɨ 
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2.5 Numerical Discretization, Model Implementation, and Validation 

The governing equations are discretized using the finite-volume method with implicit 

differencing and central differencing in time and space, respectively.13 The fully coupled 

set of equations is solved iteratively to resolve non-linearities in the governing 

equations.11  The solution algorithm is composed of two nested iteration-loops.  In the 

inner loop, non-linearities in the kinetics of intercalation are resolved with respect to 

lithium concentration in the electroactive material and in the electrolyte using Newton-

Raphson iteration and the algebraic-multigrid method.14–16  If the change in kinetic 

overpotential between successive iterations exceeds a threshold value (200𝑚𝑉 

presently), an under-relaxation factor for the kinetic overpotential (10% presently) is used 

to stabilize convergence of the iterative sequence until changes in kinetic overpotential 

decrease below the specified threshold value.  In the outer loop, non-linearities in ionic 

conductivity are resolved with respect to salt concentration in the electrolyte using 

deferred correction, and no relaxation parameters are used to stabilize these iterations.  

Convergence of the iterative scheme is achieved when potentials differ by less than 10−9𝑉  

and salt concentrations differ by less than 10−9 𝑚𝑜𝑙/𝐿 between values during successive 

iterations. 

For two-dimensional implementations of porous-electrode theory, the interpolation 

schemes for ion transport parameters and the choices for the maximum time-step can 

dramatically affect the stability of the numerical scheme and its convergence.  We note 

that the issues described subsequently are not apparent in the one-dimensional 

implementation of porous-electrode theory that is ubiquitous in the literature.  We use 

harmonic-mean formulas to interpolate effective salt-diffusivity values at the faces of 
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finite-volume cells.  In contrast, the bulk ionic-conductivity on a given face of a finite-

volume cell is approximated by that of the upwind cell-centroid, where the upwind 

direction is determined by the direction of the product of (1) the migration velocity  𝑣𝑚⃗⃗⃗⃗  ⃗ for 

Li ions in the electrolyte ( 𝑣𝑚⃗⃗⃗⃗  ⃗ = 𝜅𝑒𝑓𝑓∇𝜙𝑒/𝜖𝐹𝑐𝑒) and (2) the slope 𝛿𝑘(𝑐𝑒) of the bulk ionic-

conductivity with respect to salt concentration (𝛿𝑘(𝑐𝑒) = 𝜕𝜅0/𝜕𝑐𝑒).  Similar schemes have 

been used previously to discretize the Poisson-Nernst-Planck equations for dilute 

solutions with the finite-volume method17. The latter factor accounts for the non-

monotonic variation of bulk ionic conductivity at moderate salt concentrations [see 𝑐𝑒 >

 0.5 𝑚𝑜𝑙/𝐿 in Fig. 2.2(c)]. 

Furthermore, solution of the discrete equations for ion transport can converge slowly and 

be altogether unstable when the velocity of Li-ion migration (𝑣𝑚⃗⃗⃗⃗  ⃗ = 𝜅𝑒𝑓𝑓∇𝜙𝑒/𝜖𝐹𝑐𝑒) exceeds 

a critical value of 𝛥𝑢/𝛥𝑡, where 𝛥𝑢 is the discrete spacing between cell centroids.  When 

cells are cycled at high enough rates the electric field magnitude |∇𝜙𝑒| becomes large 

and salt concentration depletes (𝑐𝑒 → 0), causing migration velocity to diverge and 

exacerbate this stability issue.  Similar instabilities have been observed in the numerical 

solution of the drift/diffusion equations for electron/hole transport in semi-conductors, 

where Scharfetter and Gummel18 developed an exponential interpolation scheme to 

stabilize numerical solutions to these equations.  In lieu of using a similar exponential 

scheme, we stabilize the solution by adaptively reducing the time step such that Δ𝑡 ≤

𝐶𝐹𝐿𝑚,𝑡𝑜𝑙Δ𝑢/|𝑣𝑚⃗⃗⃗⃗  ⃗. 𝑛̂|, where 𝐶𝐹𝐿𝑚,𝑡𝑜𝑙 is a Courant-Friedrichs-Lewy-number tolerance for 

migration (which we often take as 0.5) and 𝑛̂ is the unit-normal on the cell-face spaced at 

𝛥𝑢. 
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The present model was validated with Dualfoil 5.0 (Ref. 3) for a 𝐿𝑖𝐶𝑜𝑂2 (50 vol.%)/graphite 

(60vol.%) cell with 100-micron-thick homogeneous electrodes, 1 𝑚𝑜𝑙/𝐿 𝐿𝑖𝑃𝐹6 salt in 

EC:DMC solvent, and tortuosity-scaling exponents of 0.5. Equilibrium potentials and bulk 

electrolyte properties were taken as those provided in Dualfoil 5.0 for the materials of 

interest.  The simulated parameters that were compared with the present model were (1) 

the cell voltage over the discharge process, (2) the salt concentration profile at 30 and 60 

minutes, and (3) the solution-phase potential at 30 and 60 minutes. Among all the data 

compared with the results of Dualfoil 5.0, the difference was less than the numerical 

precision with which data is output by Dualfoil 5.0. 
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CHAPTER 3: Design of Bi-tortuous Electrodes 

 

In this chapter, we first present results that elucidate the ion transport mechanisms that 

occur in bi-tortuous electrodes.  Subsequently, we present a systematic study of 

discharge capacity for a variety of bi-tortuous structures, identifying key design-

parameters and their influence on cycling performance.  Lastly sensitivity analysis of 

optimized bi-tortuous electrodes designs is conducted to quantify how the performance 

of these electrodes is affected by cycling rate, electrode thickness, average loading, and 

average porosity. The metric used to quantify performance is discharge capacity, defined 

as the percentage of charge transferred during the discharge process relative to the 

theoretical maximum under open-circuit conditions.  

The results presented in Sec. 3.1 and 3.2 are for full-cells cycled at a C-rate of C/2 having 

200μm-thick electrodes with 30% average porosity and 70% average volume-fraction of 

electroactive material.  In Sec. 3.3 these parameters are varied for optimized bi-tortuous 

anode designs.  In all cases we benchmark the performance of bi-tortuous anodes with 

homogeneous anodes having the same average porosity (and loading) and electrode 

thickness.  In all cases the same values of electrode thickness, average porosity, and 

electroactive-material volume-fraction are used for both the cathode and anode.  We also 

assume that all space not filled by electrolyte is occupied by electroactive-material (i.e., 

neglecting the volume of binder and conductive carbon). 

3.1 Ion Transport During Galvanostatic Cycling 
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Figure 3.1 shows the development of voltage with time for the charge/discharge process 

at C/2 for three different cases: (a) a homogeneous anode containing no macro-pores, 

(b) a bi-tortuous anode containing macro-pores having 20% coverage and spaced at wide 

intervals (𝑠/𝑤 =  2.0), and (c) a bi-tortuous anode containing macro-pores having 20% 

coverage and spaced at short intervals (𝑠/𝑤 =  0.5).  The thumbnails inside the voltage 

plots correspond to the anodic structure for each of the cases and the snapshots adjacent 

to the plot represent the fraction of intercalated Li at five instants in time indicated on the 

voltage-versus-time curves in Fig. 3.1.  At two instants in time (2 and 3) the lines of along 

which ionic current density flows (i.e., the ionic current-density lines) are shown, where 

the ionic current-density vector  𝑖𝑒⃗⃗⃗   at a given point in space is defined as  𝑖𝑒⃗⃗⃗  =

−𝜅𝑒𝑓𝑓(∇𝜙𝑒 − 2𝛾±(1 − 𝑡+)𝑅𝑇/𝐹∇ ln 𝑐𝑒). 

 

For each voltage-versus-time curve the cell voltage increases from 3V to 4V (cutoff) 

during the charging process. Immediately afterward the discharge process starts and cell 

voltage decreases as time proceeds.  Charge/discharge curves are shown as loops in 

order to illustrate the effect of polarization, which is proportional to the difference in 

voltage between charge and discharge. Comparing each of the voltage curves with the 

theoretical limit (which is 120 min at C/2) it is evident that the battery with a homogeneous 

anode has poor performance [Fig. 3.1(a)], while a cell having optimized macro-pores 

reaches a capacity much closer to the theoretical limit [Fig. 3.1(c)].  Also the bi-tortuous 

electrode in Fig. 3.1(c) shows smaller polarization than the homogeneous electrode. The 

mechanisms explaining the improved performance of the design in Fig. 3.1(c) and lower 

performance of the design in Fig. 3.1(b) are explained below. 
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As stated previously, the high anisotropy of pressed-graphite electrodes leads to low ion-

conductivity (i.e., high tortuosity) in the direction perpendicular to the current collector.  As 

a result, a large potential difference is required to conduct Li ions through the anode’s 

depth.  However since the cell’s charging voltage is limited to 4V, Li intercalates to a small 

degree throughout much of the anode’s depth (see Fig. 3.1(a), snapshot 3).  In contrast, 

deintercalation of Li in the cathode (𝐿𝑖𝐶𝑜𝑂2) proceeds over a larger extent than in the 

anode, because the 𝐿𝑖𝐶𝑜𝑂2 cathode is more isotropic and has a higher thru-plane ionic 

conductivity than the graphite anode. 

For cases (2) and (3) that contain macro-pores, Li intercalation initiates along the macro-

pore’s edge (Figs. 3.1(b,c), snapshot 3).  This initial reaction front becomes curved as it 

propagates into the interior of the anode.  However in case (2) the distance between 

macro pores s is large and ion transport parallel to the current collector is impeded by this 

large distance.   Also, incorporation of a macro-pore with 20% coverage reduces the local 

porosity from 30% (for a homogeneous electrode) to 12.5% for the same average 

porosity.  This produces an additional increase in the transverse ionic resistance inside 

the anode.  As a result of these two effects, the reaction front in the anode becomes 

pinned near the separator at the end of charging cycle (Fig. 3.1(b), snapshot 3).  We note 

that intercalation proceeds along the edges of the macro-pore but only within a small 

region near the macro-pore’s surface.  Similarly, at the end of discharge (Fig. 3.1(b), 

snapshot 5), capacity is underutilized in the regions between macro-pores in the anode. 

 

Case (3) exhibits much better cycling performance than case (2), because of the shorter 

distance between macro-pores.  The proper balance between the macro-pore coverage 
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(effecting local micro-porosity) and the spacing between macro-pores enables high 

utilization of graphite (as much as 80%).  This is apparent from the high intercalated-Li 

fraction throughout the entire anode at the end of charging process (Fig. 3.1c, snapshot 

3). 

In order to further elucidate this, lines of ion current-density are plotted for the three cases.  

The homogeneous electrode shows ion current-density lines that are perpendicular to the 

current collector (Fig. 3.1(a), snapshot 2, 3).  When the spacing between macro-pores is 

large [Fig. 3.1(b)] the intercalation of Li is concentrated close to the separator and at the 

interface between the macro-pore and graphite. As mentioned above, the large distance 

between macro-pores impedes transverse ion transport; consequently, ion current-

density lines concentrate around the separator (Fig. 3.1(b), snapshot 2, 3). When the 

spacing-to-thickness ratio is small [Fig. 3.1(c)], ion current-density lines route 

preferentially through the macro-pore and extend transversely into the micro-porous 

region of the anode.  The intercalation of Li occurs through the depth of anode (as does 

the delithiation in cathode), and it is evident that the primary direction of ion transport in 

the porous, graphite anode is parallel to the current collector. 

 

3.2 Optimizing Macro-Pore Design: Coverage, Spacing, Shape, and Placement 

The results in the previous section demonstrate that the dimensions and arrangement of 

macro-pores dictate their effectiveness in enhancing cycling performance.  Here, effects 

of macro-pore coverage, spacing, shape, and placement are explored systematically.  

Firstly, the effect of macro-pore coverage and shape is studied.  Figure 3.2 shows the 
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discharge capacity obtained for cycling 𝐿𝑖𝐶𝑜𝑂2/ graphite cells having particular macro-

pore designs in the anode of a given cell.  Straight macro-pores having certain coverage 

and spacing levels are considered first, though tapered shapes are considered later. 

Figure 3.2 

 

Figure 3.2: Variation of discharge capacity with macro-pore coverage for various spacing-

to-thickness ratios in a graphite anode with 30% average porosity, 200 μm thickness, and 

cycled at C/2 rate. 
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For a spacing-to-thickness ratio of 𝑠/𝑤 = 0.12 discharge capacity increases 

monotonically with increasing macro-pore coverage.  For larger spacing-to-thickness 

ratios (e.g., 𝑠/𝑤 = 0.50) discharge capacity is maximized at a particular macro-pore 

coverage level.  This optimum appears as macro-pore coverage increases because of 

the competition between (1) increasing in-plane transport resistance in the micro-porous 

region of the anode and (2) decreasing thru-plane resistance of the macro-pore.  Initially, 

increasing macro-pore coverage produces an increase of discharge capacity because of 

reduced thru-plane resistance to ion transport.  However beyond the optimal coverage 

level, local porosity in the micro-porous region of the anode approaches zero [see Fig. 

2.2(a)] leading to high resistance in both the in-plane and thru-plane directions.  As a 

consequence of the polarization induced by ion-transport resistance, charge/discharge 

capacity reduces below the theoretical limit. 

Incorporating a macro-pore into a graphite anode will not always result in a cell with 

enhanced performance relative to a homogeneous electrode.  For instance, increasing 

the spacing between macro-pores beyond a certain limit at a fixed coverage level (e.g., 

𝑠/𝑤 ≥ 2 for 15% coverage) can result in poorer performance than a homogeneous 

electrode of the same average porosity (see Fig. 3.2, yellow triangles).  Also, as the 

spacing-to-thickness ratio increases, the maximum discharge-capacity decreases.  The 

optimal macro-pore coverage at which the maximum discharge-capacity is obtained shifts 

to low macro-pore coverage levels as the spacing-to-thickness ratio increases.  This 

result reveals that, in general, the effectiveness of macro-pores decreases as spacing-to-

thickness ratio increases.  In other words, macro-pore dimensions must be sufficiently 

small if they are going to produce a measurable enhancement in cycling performance. 
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Figure 3.3 

 

Figure 3.3: Profiles of (a) intercalated-Li fraction and (b) solution-phase potential through 

the thickness of graphite anodes (as shown in the thumbnail). These profiles are shown 

for increasing macro-pore coverage with a particular spacing-to-thickness ratio of 0.5. 

Profiles of (c) intercalated-Li fraction and (d) solution-phase potential across the 

transverse direction and through the center of graphite anodes. These profiles are shown 

for increasing spacing-to-thickness ratio and having fixed macro-pore coverage of 25%. 

All profiles are shown after 50 min from the start of the charging process at C/2. 
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To understand the particular mechanisms that produce the behavior displayed in Fig. 3.2, 

solution-phase potential and intercalated-Li profiles are plotted in Fig. 3.3.  In Figs. 

3.3(a,b) these profiles are shown through the thickness of the graphite anode, and the 

curves shown correspond to various macro-pore coverage levels, all after 50 minutes of 

charging each cell and with the same spacing-to-thickness ratio (𝑠/𝑤 = 0.5).  The 

magnitude of the potential drop across the graphite anode decreases as macro-pore 

coverage increases [Fig. 3.3(b)].  This trend occurs because more current flows through 

macro-pores as coverage increases.  Consequently, less current flows through the 

thickness of the micro-porous region and potential drop is less across it as a result.  We 

also note that the large potential drop in the homogeneous anode is coincident with the 

termination of charging and that complete intercalation of graphite near the separator 

occurs as well [Fig. 3.3(a)].  In contrast, cells with bi-tortuous anodes show less extreme 

variation of intercalated-Li fraction.  The plateau of intercalated-Li fraction far from the 

separator is a result of uniform reactions that occur inside the bi-tortuous anode.  In reality, 

cells cycled to extreme states-of-charge would be accompanied by the deposition of Li 

metal that would induce rapid capacity fade.  This tendency is also reflected by the 

reduction potential (defined locally inside the electrode as 𝜙𝑠 − 𝜙𝑒) approaching 0 V vs. 

𝐿𝑖+/𝐿𝑖0 near the separator [Fig. 8(b)].  Thus, macro-pores could improve capacity 

retention in 𝐿𝑖𝐶𝑜𝑂2/graphite cells, in addition to enhancing their discharge capacity, since 

extreme states-of-charge can be avoided. Previous work1 has predicted that Li-metal 

deposition is exacerbated at electrode edges, but extension of anode surfaces beyond 

the cathode helped to prevent such deposition.  The results shown in Fig. 3.3d reveal that 

variations in reduction potential are most extreme for macro-pores with large spacing.  
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These trends suggest that Li-metal deposition could be a problem for macro-pores 

spaced at large intervals, but Li-metal deposition is unlikely for designs with sufficiently 

small spacing (e.g., the 100 𝑚𝑚 spacing case shown in Fig. 3.3b).  The effect of macro-

pore spacing is apparent on the solution-phase potential-drop (which produces a variation 

in reduction potential) is smallest for   Solution-phase potential and intercalated-Li fraction 

profiles are also plotted in the in-plane direction through the center of the graphite anode 

[Fig. 3.3(c, d)].  The curves shown correspond to various spacing-to-thickness ratios, all 

after 50 minutes of charging each cell and with 15% macro-pore coverage.  More 

frequently spaced macro-pores (given by small s/w values) produce more uniform Li 

intercalation in the transverse direction.  Li intercalation becomes more uniform across 

the anode when spacing between macro-pores decreases, because in-plane resistance 

of the micro-porous region of the electrode reduces.  This effect is reflected by the 

reduction in solution-phase potential-drop across the anode when spacing is decreased 

[Fig. 3.3(d)]. 

A straight macro-pore shape is not necessarily optimal electrochemically and may be 

difficult to manufacture, since a line-of-sight process would be required to produce it.  To 

quantify the effect of pore shape on electrochemical performance, we have also 

considered an angled taper on the pore’s sidewall.  A single macro-pore of this type was 

simulated in Ref. 2.  Fig. 3.4 shows the charge capacity of such a cell as a function of 

taper angle for a fixed macro-pore coverage of 24% and spacing-to-thickness ratio of 

𝑠/𝑤 = 0.5 (for an electrode thickness of 200 𝜇𝑚).  For this particular coverage and 

spacing, the maximum taper-angle was 6.84° for a macro-pore extending completely 

through the anode’s thickness.  Positive taper-angles enhance cycling capacity by ~5% 
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over that of the straight macro-pore, while negative taper-angles produce a dramatic drop 

in capacity (>50%).  This dependence on taper angle is a result of the fact that the amount 

of thru-plane ionic-current flowing from the cathode to the anode is largest near the 

separator.  Negative taper angles constrict ionic current near the separator to a small 

cross-sectional area.  This constriction results in high current-density and large potential 

drop through the macro-pore.  In the opposite sense, positive taper angles reduce the 

thru-plane current-density flowing through the macro-pore, reducing solution-phase 

potential-drop through the macro-pore.  

Figure 3.4 
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Figure 3.4 (cont.) 

Figure 3.4: Discharge capacity as a function of macro-pore taper-angle. Macro-pore 

coverage in the graphite anode is fixed to 24% in all cases with 30% average porosity, 

spacing-to-thickness ratio of 0.5, and cycled at C/2. 

 

The previous results demonstrate that macro-pores in anisotropic graphite anodes can 

enhance full-cell cycling performance, but we find here that performance can be further 

improved by structuring the 𝐿𝑖𝐶𝑜𝑂2 cathode together with the graphite anode.  This 

improvement is shown in Fig. 3.5, where discharge capacity is shown as a function of 

macro-pore coverage in the cathode with 15% macro-pore coverage in the anode and 

𝑠/𝑤 = 0.5 for macro-pores in both electrodes (red squares).  Here, the discharge capacity 

increases with increasing macro-pore coverage to a maximum discharge capacity at 25% 

cathode macro-pore coverage, after which discharge capacity decreases.  As a 

reference, discharge capacity is shown for various macro-pore coverage-levels in the 

anode alone (i.e., without macro-pores in the cathode).  A clear trend of improved 

performance is observed: (1) the homogeneous electrode achieves 35% discharge 

capacity, (2) the anode with optimized macro-pore coverage and spacing achieves 80% 

discharge capacity, and (3) the cell with both electrodes having optimized macro-pores 

achieves 90% discharge capacity.  Using macro-pores in the cathode cuts the amount of 

capacity lost in half relative to the case with macro-pores in the anode alone.  Further, the 

present analysis assumes that the cathode macro-pores align with anode macro-pores, 

which provides an upper bound on the enhancement in capacity that could be expected 

if macro-pores were not aligned in the respective electrodes.  In practice, lateral alignment 
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between the two electrodes during cell assembly will be difficult because of the fine 

features that the electrodes possess (~10 𝜇𝑚). 

Figure 3.5 

 

Figure 3.5: Discharge capacity as a function of cathode macro-pore coverage with fixed 

anode macro-pore coverage of 15%. As a benchmark, discharge capacity is plotted as a 

function of anode macro-pore coverage for a cell having no macro-pore in the cathode. 

Both electrodes have an average porosity of 30% and spacing-to-thickness ratio of 0.5. 

Discharge capacity was obtained by cycling at C/2 rate. 
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3.3 Sensitivity of Performance: Cycling Rate, Electrode Thickness, Average 

Porosity, and Electroactive-material Loading 

The results presented thus far are for full-cells cycled at a C-rate of C/2 and having 

200μm-thick electrodes with 30% average porosity and 70% average volume-fraction of 

electroactive material. Optimized cells may have different electrode thicknesses, average 

porosities, and electroactive-material loading depending on their particular material, 

manufacturing, and cost constraints.  Further, the rate at which a given cell is cycled will 

vary during its use and will depend on the particular application in which the cell is used.  

Thus, it is important to understand how the performance of optimized bi-tortuous 

electrode structures is affected by cell-manufacturing and operating parameters.  

Subsequently, we predict the sensitivities of performance of optimized bi-tortuous anodes 

with respect to these parameters. 

Firstly, we consider the sensitivities of performance with respect to cycling rate and 

electrode thickness.  Figure 3.6 shows discharge capacity as a function of C-rate for cells 

having three different electrode thicknesses (200 𝜇𝑚, 100 𝜇𝑚, and 50 𝜇𝑚). Figure 3.6(a) 

shows that thicker electrodes have lower capacity than thinner ones at a given C-rate.  

Also, for a given electrode thickness the bi-tortuous electrode produces higher capacity 

than the homogeneous electrode at all C-rates.  Figure 3.6(c) shows the difference in 

capacity between bi-tortuous and homogeneous electrodes.  The maximum 

enhancement in capacity for the bi-tortuous electrode is obtained at a particular C-rate 

that increases as electrode thickness decreases.   
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The sensitivity with respect to electrode thickness and rate can be simplified by 

considering the theoretical scaling of polarization among these cases.  A simple 

equivalent-circuit model of ohmic, ionic conduction within these electrodes suggests that 

cell polarization scales proportionally with average applied current-density 𝑖 and electrode 

thickness 𝑤.  Figure 3.6(b) shows the capacity of these cells as a function of 𝑖𝑤 (the 

product of the average current-density and electrode thickness).  For sufficiently large 

electrode thicknesses (𝑤 ≥ 100𝜇𝑚) these curves collapse on each other, because ohmic, 

ionic conduction dominates polarization for large enough electrodes.  For thinner 

electrodes (e.g., 50 𝜇𝑚) capacities of both bi-tortuous and homogeneous anodes are less 

than those of thicker electrodes at a given value of 𝑖𝑤, because other mechanisms than 

ionic conduction (e.g., electrochemical reaction-kinetics and solid-state mass-transfer) 

contribute more cell polarization for thin electrodes. 

The average porosity and loading of electroactive material are important to study from the 

standpoint of manufacturing constraints and cost: (1) porosities will be limited by the 

packing density of electroactive-material (see Ref. 3) and the amount inactive additives 

used (e.g., binder and conductive carbon) and (2) the average porosity will affect the total 

amount of electrolyte used for a given cell and will affect the cost-contribution from it 

(relative to the total cell-cost).  Accordingly, capacity is shown in Fig. 3.7 as a function of 

average porosity (and average loading of electroactive material) for anodes with various 

macro-pore coverage-levels.  In all cases we fix 𝑠/𝑤 = 0.5 and 𝑤 = 200𝜇𝑚.  Here, the 

particular C-rate (or average current density) used to cycle a cell of certain average 

porosity was varied proportionally with the average volume-fraction of active material  𝜈𝑠̅ 

and the thru-plane effective ionic conductivity of the benchmark homogeneous-electrode 



46 
 

𝜅𝑒𝑓𝑓,⊥ ∝ 𝜖̅2.914 at the average porosity  𝜖 ̅[see Fig. 3.7(b)].  For these C-rates, bi-tortuous 

structures having 20% and 40% macro-pore coverage achieve discharge capacities of 

80-90% for average porosities ranging between 20-80% [Fig. 3.7(a)].  In all cases, the bi-

tortuous structures show higher discharge capacity than their homogeneous counterparts 

having the same average porosity and loading [Fig. 3.7(a)].  We note that the 

enhancement gained by the bi-tortuous structures (relative to their homogeneous 

counterparts) decreases as porosity increases.  Therefore, the present bi-tortuous 

structures will be particularly effective when minimal amounts of electrolyte are used 

inside the battery. 
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Figure 3.7 
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Figure 3.7 (cont.) 

Figure 3.7: (a) Discharge capacity as a function of average porosity (and average 

electroactive-material volume-fraction/loading) for various macro-pore coverage levels in 

a graphite anode. Spacing-to-thickness ratio was fixed to 0.5 in all cases. For each 

porosity the C-rate was chosen as shown in (b). 
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CHAPTER 4: Porous Electrode Modeling of Redox Flow Batteries 

 

The multiphysics nature of RFBs challenges both the design and operation of RFBs. 

Mathematical modeling of the physical processes in an RFB aids in narrowing the design 

space in a cost-, resource-, and time-effective manner. Atomistic simulations through 

density functional theory predict the thermodynamic equilibrium properties of redox-active 

molecules and their interactions with electrolyte1. Macro-scale simulations capture spatial 

and temporal variation of redox concentration, overpotential and current density, thus 

predicting the performance of RFBs. The first 2D transient model of vanadium RFB was 

developed by Shah et al2 following which other models3–8 for VRFBs have been 

presented. In addition, models for polysulfide redox flow battery9,10, hydrogen bromine 

flow battery11,12 and metal free organic-inorganic flow batteries13 have been developed. 

In addition to the specific chemistries, it is important model transport through the non-

selective separator or selective ion-exchange membrane. Non-selective separators 

(NSSs) are treated as a porous medium with certain pore size, porosity, and 

tortuosity14,15. Ion exchange membranes (IEMs), on the other hand, require special 

treatment because of the presence of fixed charges which doesn’t satisfy the 

electroneutrality condition near the membrane-electrode interface16. Researchers, in the 

field of RFBs and other similar electrochemical systems, often use the concept of Donnan 

potential16 to force a discontinuous jump in the solution potential across the membrane/ 

electrode interface assuming quasi-equilibrium conditions17,18. A more rigorous approach 
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is to incorporate the Poisson equation along with the Nernst-Planck equation for species 

fluxes to realize the electric double layer effects near the membrane-electrode interface19–

21 in a continuous manner. However, most of these models were developed for specific 

redox chemistries and focused on the processes within the reactor alone.  

We develop a transient two-dimensional continuum model based on porous electrode 

theory which encompasses the effects of species reactions and transport through the 

electrode and the membrane. The porous electrode theory is implemented by 

homogenizing the micro-scale processes (such as reaction kinetics) and the macro-scale 

processes (such as diffusion) by locally volume-averaging the concentration and the 

potential fields throughout the reactor domain. The electrolyte storing tanks are assumed 

to be well mixed with uniform species concentration throughout the volume of the tank. 

 

4.1 Reactor Design and Electrochemistry 

The RFB simulated here consists of a reactor and two well-mixed tanks connected 

through a network of pipes. The reactor contains two carbon paper electrodes separated 

by an IEM. We model the reactors to have either a parallel flow field (PFF) or an 

interdigitated flow field (IDFF). The electrochemical performance of PFF is better than 

IDFF due to effective wetting of electrodes. However, PFF requires a larger pressure 

head to ensure flow through the electrodes22. IDFF can be established by designing 

alternate inlet and outlet channel creating a 2D flow within the electrodes (Figure 4.1). 

Monitoring pressure drops is important in the context of Non-aqueous redox flow batteries 

(NAqRFBs) as the electrolyte viscosity increases rapidly with redox concentration23,24. 
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Moreover, operating RFBs at higher magnitudes of pressure would force bulk movement 

of electrolytes through the separator leading to electrolyte loss (and thus capacity loss) 

and possibly affecting the life of the membrane. Also, pumping costs increase, reducing 

the net effective energy stored/delivered by the battery system.  

 

A simple schematic showing a representative unit cell of a PFF and an IDFF reactor is 

shown in Fig. 4.2 (a) and (b) respectively (the schematic shows just one electrode-tank 

for illustration). The representative unit cell of length 𝐿𝑒 along the direction of the current 

collector has two electrodes with a thickness 𝐻𝑒, and porosity 𝜖𝑒 each. The membrane is 

treated as an electron-insulating porous medium with a fixed charge concentration 

𝑐𝑓,𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒, thickness 𝐻𝑚, porosity 𝜖𝑚 and tortuosity 𝜏𝑚. The membrane properties are 

dependent on several parameters such a relative humidity, the functional groups attached 

and electrolyte composition. For this study, representative values for the membrane 

properties are chosen. 

The properties of the reactor and membrane are listed in Table 4.1.  
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Figure 4.1 

 

Figure 4.1: Schematic of the simulated flow battery using a 2D interdigitated flow field 

(IDFF) in its reactor. H is the electrode thickness and L is the length of representative 

basic repeat unit (green box) modeled here. 
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Figure 4.2 

 

Figure 4.2: (a) Parallel flow field (PFF), (b) A single unit cell of an interdigitated flow field 
(IDFF) and (c) electrochemistry within the reactor. The reactions with larger text size are 
primary to the electrode and the other reaction is a result of crossover of species from the 
counter electrode. 

 

In this study, we model the transport of two redox couples, one redox couple primary to 

the high potential electrode (HPE) 𝑅1
𝑧𝑅1 , 𝑂1

𝑧𝑂1  and other primary to the low potential 

electrode (LPE) 𝑅2
𝑧𝑅2 , 𝑂2

𝑧𝑂2  . The non-reactive species 𝐴+ and 𝐵−, which come from the 

supporting electrolyte, ensure charge balance in the bulk of the electrolyte during the 

charge/ discharge cycles by transferring across the membrane. Our model also accounts 

for crossover effects15 where species primary to one electrode transports across the 

membrane into the counter electrode. The species that crossed over now experience 
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reaction environments of the counter electrode and are forced to react leading to a second 

set of reactions (shown in smaller font in Fig 4.2.(c)) which reduces the coulombic 

efficiency and causes permanent loss of capacity. Such crossover arises due to diffusion 

and migration28 of redox species from one electrode to another.  

Table 4.1: Reactor geometry, carbon felt electrode and separator properties  

 

 

 

 

 

 

 

 

*Bruggeman relationship26    #Ref. 27  ƗRef. 25   

 

The primary redox reactions in the high potential and low potential electrode at 50% state-

of-charge (SOC) can be represented as 

𝑅1
𝑧𝑅1 ⇋ 𝑂1

𝑧𝑂1+ 𝑒−     𝐸𝐻𝑃𝐸,𝑒𝑞   

Parameter Value 

length of current collector, 𝐿𝑒  (𝑚𝑚) 2 

electrode flow entry length,𝐿𝑒𝑛𝑡 (𝑚𝑚) 0.5 

electrode thickness, 𝐻𝑒 (𝜇𝑚) 200 

porosity of carbon felt electrode, 𝜖𝑒 0.9 

solid volume fraction of carbon felt, 𝜈𝑒 0.1 

tortuosity of electrode, 𝜏𝑒 1.05* 

Permeability of electrolyte in carbon felt, 𝐾𝑒(𝑚
2) 116 10 ** 

Membrane thickness, 𝐻𝑚 (𝜇𝑚) 60 

porosity of separator, 𝜖𝑚 0.37# 

Tortuosity of separator, 𝜏𝑚 6Ɨ 
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𝑂2
𝑧𝑂2+ 𝑒− ⇋ 𝑅2

𝑧𝑅2      𝐸𝐿𝑃𝐸,𝑒𝑞 

The above set of reactions can be classified as a rocking-chair mechanism where the 

redox species have similarly signed, non-zero oxidation states31. Based on our previous 

study with non-selective separators15, we choose to operate the RFB in a sufficient 

supporting electrolyte regime where the amount of salt (𝐴+𝐵−) is significantly larger than 

the redox active concentration. 

 

4.2 Reaction Kinetics 

The pore-scale reaction current density 𝑖𝑛 is modeled using Marcus-Hush-Chidsey (MHC) 

kinetics. The MHC model is based on the microscopic theory of electron transfer while 

accounting for the interaction between electrode surface, redox species and the solvent45–

47. The energy required to reorganize the atomic configurations during charge transfer are 

accounted as the reorganization energy 𝜆. The most commonly used Butler-Volmer (BV) 

kinetics assumes the chemical potential to vary linearly with reaction co-ordinates 

(through charge transfer coefficient 𝛼).  BV model follows Tafel relationship where the 

current density is exponentially related with the over-potential at 50% state-of-charge 𝜂0, 

and the oxidation and reduction reaction rate constants for BV are given as 

𝑘𝑜𝑥
𝐵𝑉 = 𝑘0𝑒

(1−𝛼)𝐹𝜂0/𝑅𝑇 

𝑘𝑟𝑒𝑑
𝐵𝑉 = 𝑘0𝑒

−𝛼𝐹𝜂0/𝑅𝑇 

MHC kinetic model, on the other hand, considers several energy levels around Fermi 

level to participate in the redox reaction and has a harmonic oscillatory type variation of 
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chemical potential with reaction progress45,48. The rate constant is expressed as an 

integral of electron energy level 𝑥 with respect to Fermi level with a pre-exponent factor 

𝐴 as: 

𝑘𝑜𝑥/𝑟𝑒𝑑
𝑀𝐻𝐶 = 𝐴∫ 𝑒𝑥𝑝 (−

(𝑥 − 𝜆 ± 𝑒𝜂0)2

4𝜆𝑘𝐵𝑇
)

𝑑𝑥

1 + 𝑒𝑥𝑝(𝑥/𝑘𝐵𝑇)
 

∞

−∞

  

A simplified analytical expression49 for the integral expression of 𝑘𝑜𝑥/𝑟𝑒𝑑
𝑀𝐻𝐶  is reported in 

terms of dimensionless overpotential 𝜂0,∗ = 𝜂0𝑒/𝑘𝐵𝑇 and re-organization energy 𝜆∗ =

𝜆/𝑘𝐵𝑇 

𝑘𝑜𝑥/𝑟𝑒𝑑
𝑀𝐻𝐶 = 𝐴

√𝜋𝜆∗

1 + exp (∓𝜂0,∗)
𝑒𝑟𝑓𝑐

(

 
𝜆∗ −√1 + √𝜆∗ + 𝜂0,∗

2

2√𝜆∗

)

  

Figure 4.3 compares the reaction rate constants for both BV and MHC kinetics against 

overpotential 𝜂0. Due to its exponential nature, 𝑘𝑜𝑥
𝐵𝑉 increases with 𝜂0 whereas, 𝑘𝑜𝑥

𝑀𝐻𝐶 

saturates with 𝜂0 limiting the maximum reaction rate constant achievable. 

The net reaction current 𝑖𝑛 for the redox reaction 𝑅 ⇌ 𝑂 + 𝑒− can be written as 

𝑖𝑛 = 𝐹(𝑘𝑜𝑥𝑐𝑅
𝑠 − 𝑘𝑟𝑒𝑑𝑐𝑂

𝑠) 

Where 𝑐𝑂 and 𝑐𝑅 are the concentrations of the oxidized and reduced species respectively. 

The reaction overpotential 𝜂0 which drives the redox reaction can be expressed as solid 

phase/ electrode potential 𝜙𝑠, solution potential 𝜙𝑒 and the equilibrium potential 𝜙𝑒𝑞,50% 

at 50% state-of-charge of the redox active species: 𝜂0 = 𝜙𝑠 − 𝜙𝑒 − 𝜙𝑒𝑞,50%. The 
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equilibrium potential at every instant in time during the charge/ discharge cycle is 

determined using the Nernst equation:  

𝜙𝑒𝑞 = (𝐸𝐻𝑃𝐸
𝑒𝑞
−𝐸𝐿𝑃𝐸

𝑒𝑞
) −

𝑅𝑇

𝑛𝑒𝐹
𝑙𝑛
 𝑐𝑅
𝑠

𝑐𝑂
𝑠   

where 𝑛𝑒 is the number of electrons transferred in the redox reaction (𝑛𝑒 = 1 in our 

present study). 

Figure 4.3 

 

Figure 4.3: Variation of the dimensionless reaction rate constant with overpotential for 

oxidation, as predicted by BV and MHC ( =257meV). 
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4.3 Species Transport Modeling 

The RFB model we developed determines the spatial distribution of concentration of six 

different species: four redox species (𝑅1
𝑧𝑅1 , 𝑂1

𝑧𝑂1 , 𝑅2
𝑧𝑅2 , 𝑂2

𝑧𝑂2) and two salt ions (𝐴+, 𝐵−), at 

each instant in time during the charge/ discharge cycles. The local bulk concentrations of 

each of these six species is affected by the transport processes and pore-scale redox 

reactions. The species conservation equations for each of the six species can be stated 

as: 

𝜖
𝜕𝑐𝑖

𝑏

𝜕𝑡
+ ∇.𝑁𝑖⃗⃗  ⃗ + 𝑆𝑖 = 0 

Here, the rate of change of local volume averaged bulk concentration of each species 𝑐𝑖
𝑏 

within the electrolyte filling the pores of the electrode of porosity 𝜖 depends on the 

superficial flux  𝑁𝑖⃗⃗  ⃗ entering/ leaving the control volume and the rate of generation given 

by the source term 𝑆𝑖. The source term 𝑆𝑖 = ±𝑎𝑖𝑛,𝑖/𝐹 is related with the volume-averaged 

pore-scale reaction current density 𝑖𝑛,𝑖 and the surface area available for conducting the 

reactions per unit volume of the electrode 𝑎. In preparing the electrolytes with these redox 

active materials, typically a salt containing the redox active species is dissolved in a 

solvent. In this model, we assume the non-reactive counter-anion of each of the redox 

active species in the salt to have similar properties as that of the supporting electrolyte 

anion. The superficial flux  𝑁𝑖⃗⃗  ⃗ is most commonly modeled to include the effects of 

gradients in pressure (advection), concentration (diffusion) and solution potential 

(migration) through the Nernst-Planck formulation for dilute solutions15. To the best of our 

knowledge, hydrodynamic dispersion phenomenon is not accounted in the RFB models 
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till date. Mechanical dispersion in the porous medium is caused by velocity variations 

within microscopic pathways in the pore region and diversion of flow paths within the 

porous structure32–34. Hydrodynamic dispersion effects are often studied in porous media 

flow35–38 such as chromatography, solute transport in ground water flow, catalysis and 

aquifers. Hydrodynamic dispersion fluxes can be described using Fick’s first law which 

includes the effects of molecular diffusion and mechanical dispersion. 

The dispersion coefficients along the flow direction (longitudinal: 𝐷𝐿) and perpendicular 

to the flow direction (transverse: 𝐷𝑇) scale with the pore-scale Peclet number36,39 (𝑃𝑒 =

𝑢𝑑𝑓/𝐷𝑏 where 𝑢 is the magnitude of superficial velocity, 𝑑𝑓 is the characteristic length and 

𝐷𝑏 is the bulk diffusion coefficient of the species). The modified Nernst-Planck flux 

equation for dilute solutions which includes the effects of advection, migration and 

dispersion can be stated as40: 

𝑁𝑖⃗⃗  ⃗ = 𝑁⃗⃗ 𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛,𝑖 + 𝑁⃗⃗ 𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛,𝑖 + 𝑁⃗⃗ 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛,𝑖 

𝑁𝑖⃗⃗  ⃗ = 𝑐𝑖
𝑏𝑢⃗ − 𝑧𝑖𝑐𝑖

𝑏𝐷𝑖
𝑒𝑓𝑓
𝐹∇𝜙𝑒/𝑅𝑇 − 𝐷𝐻,𝑖∇𝑐

𝑏 

The superficial velocity  𝑢⃗  of the electrolyte with viscosity (𝜇), flowing through the porous 

medium of permeability 𝐾 under the influence of a varying pressure field 𝑝 can be 

obtained from the Darcy’s law in porous medium  𝑢⃗ = −(𝐾/𝜇)∇𝑃 and continuity ∇. 𝑢⃗ = 0 

(assuming incompressible electrolyte). The effective diffusion coefficient 𝐷𝑖
𝑒𝑓𝑓

 of each 

species 𝑖 in the porous medium with porosity 𝜖 and tortuosity 𝜏 is given as 𝐷𝑖
𝑒𝑓𝑓

= 𝐷𝑏,𝑖𝜖/𝜏. 

The hydrodynamic dispersion flux  𝑗 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛,𝑖 is obtained by the product of the dispersion 

coefficient tensor 𝐷𝐻,𝑖 and the divergence of concentration. The tensor 𝐷𝐻,𝑖 contains the 
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longitudinal 𝐷𝐿,𝑖 and transverse 𝐷𝑇,𝑖 dispersion coefficients as the diagonal components 

along and perpendicular to the direction of the velocity field. The superficial velocity 

direction varies spatially within the porous electrodes for an IDFF and doesn’t align with 

the Cartesian co-ordinates. The Dispersion coefficient tensor 𝐷𝐻,𝑖 in Cartesian co-

ordinates can be stated as: 

𝐷𝐻,𝑖 = 𝐷𝑖
𝑒𝑓𝑓
𝐼 + 𝑅𝑇 [

𝐷𝐿,𝑖 0

0 𝐷𝑇,𝑖
] 𝑅 

The rotation matrix 𝑅 transforms the dispersion coefficients from the velocity vector 

direction to the Cartesian co-ordinates. In a 2D system, 𝑅 can be defined in terms of the 

angle 𝜃 between the velocity vector and the area vector on which the dispersion flux is 

calculated. 

𝑅 = [
cos (𝜃) sin (𝜃)
−sin (𝜃) cos (𝜃)

] 

The coefficients, 𝐷𝐿,𝑖 and 𝐷𝑇,𝑖, depend on the electrode morphology. For a regular 

cylindrically packed microstructure,𝐷𝐿,𝑖 has a power law relationship with 𝑃𝑒, whereas 𝐷𝑇,𝑖 

is found to saturate with 𝑃𝑒36 and are given as36,39: 

𝐷𝐿,𝑖

𝐷𝑖
𝑒𝑓𝑓

= 0.05 𝑃𝑒1.2 

𝐷𝑇,𝑖

𝐷𝑖
𝑒𝑓𝑓

=
0.08 𝑃𝑒

1 + 0.085 𝑃𝑒
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Apart from bulk movement of species in the porous structure, the local pore-scale mass 

transfer, given in terms of Sherwood number 𝑆ℎ = ℎ𝑚𝑑𝑓/𝐷
0, scales with the local 

Reynold’s number/ flow velocity41,42. Zhou et al43 report an effective mass transfer 

coefficient which is a result of a macroscopic and pore-scale mass transfer coefficient. 

Instead, we use a pore-scale Sherwood number correlation from the heat-mass transfer 

analogy for a single cylindrical fiber42,44. 

𝑆ℎ = 0.9𝑅𝑒0.385𝑆𝑐0.31     0.1 < 𝑅𝑒 < 50 

Where the Schmidt number is defined as 𝑆𝑐 = 𝜇/𝜌𝐷0. The pore-scale mass transport 

equation describes the flux of species 𝑖 between the local bulk of the electrolyte 𝑐𝑖
𝑏 and 

the surface of the carbon fiber 𝑐𝑖
𝑠 is given as: 

ℎ𝑚(𝑐𝑖
𝑏 − 𝑐𝑖

𝑠) = ±
𝑖𝑛
𝐹

 

4.4 Membrane Modeling 

The NSS is treated as a porous medium with thickness 𝐻𝑚, porosity 𝜖𝑚 and tortuosity 𝜏𝑚. 

Absence of fixed charges ensures electroneutrality is satisfied throughout the reactor 

domain. The electroneutrality can be defined as: 

∑𝑧𝑖𝑐𝑖
𝑏 = 0 

The use of a selective IEM encourages the formation of electric double layer near the 

electrode-IEM interface and electroneutrality condition is not valid. We use the Poisson 

equation to relate the gradient of the electric field within the electrolyte and total charge 

distribution20.  
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−∇. (𝑝∇𝜙𝑒) = 𝐹𝜖 (𝑧𝑓𝑐𝑓 +∑𝑧𝑖𝑐𝑖
𝑏

𝑖

) 

Where 𝑝 is the permittivity of the electrolyte and 𝑐𝑓 is the fixed charge density with charge 

number 𝑧𝑓. An anion exchange membrane (AEM) has a positive 𝑐𝑓.  

𝑐𝑓 = {
𝑐𝑓,𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒    𝑤𝑖𝑡ℎ𝑖𝑛 𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒

0                         𝑒𝑣𝑒𝑟𝑦𝑤ℎ𝑒𝑟𝑒 𝑒𝑙𝑠𝑒
 

 

Note that this model also captures the crossover of species between the electrodes, 

however, such crossover is significantly small due to the high 𝑐𝑓 of IEM. Lastly, we 

implement electronic current conservation within the electrode and current collector to 

relate the gradient of solid phase potential 𝜙𝑠 and the net reaction current density 

∇. (−𝜎𝑠∇𝜙𝑠) + ∑𝑎𝑖𝑛 = 0 

 

4.5 Boundary Conditions 

The total number of variables solved temporally and spatially are the two potentials 𝜙𝑠, 𝜙𝑒, 

six bulk concentrations 𝑐𝑅1
𝑏 , 𝑐𝑂1

𝑏 , 𝑐𝑅2
𝑏 , 𝑐𝑂2

𝑏 , 𝑐𝐴+
𝑏 , 𝑐𝐵−

𝑏  and four surface concentrations of the 

redox species 𝑐𝑅1
𝑠 , 𝑐𝑂1

𝑠 , 𝑐𝑅2
𝑠 , 𝑐𝑂2

𝑠 . We use the following boundary conditions to solve the 

above-mentioned system of equations. 

• The AEM is assumed to be electronically insulating. 

• Constant current density at the HPE current collector (galvanostatic cycling). 
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• LPE current collector is grounded 𝜙𝑠 = 0. 

• For an IDFF: symmetric boundary conditions on the left and right sides of the unit 

cell (Fig. 4.2(b)). 

• Neumann boundary condition at the inlet for a set flow rate. 

• Zero pressure outlet. 

The electrolyte storing tanks are assumed to be perfectly mixed. Operating the RFB 

at higher flow rate is crucial to reduce the polarization due to mixing.  
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CHAPTER 5: Numerical Method 

The governing equations presented are non-linear and tightly coupled. Therefore, 

we use numerical methods to discretize the governing equations and to iteratively solve 

them to obtain solutions. In this study, we use the finite-volume technique and first order 

accurate Taylor series expansions to discretize the equations on a 2D domain. The 

discretized equations are solved in MATLAB using UMFPACK1 for solving sparse, square 

and unsymmetrical matrices. In sec 5.1, we present the discrete form of the governing 

equations using finite volume method followed by several numerical methods in sec 5.2. 

A detailed algorithm to arrive at converged solutions is described in sec 5.3. We establish 

mesh independence in sec 5.4 and verify the implementation of the discrete equations by 

comparing with analytical results under certain simplifying conditions in sec 5.5. 

 

5.1 Discretization of the Governing Equations 

We develop the discrete equations for the RFB model using a rectangular finite volume 

stencil shown in Fig. 5.1. Let the number of discrete elements along the thickness 

direction be 𝑁𝑡 and along the current collector be 𝑁𝑐. In this particular representation, 

there are 12×8 finite volume elements within the reactor and the two tanks, assumed to 

be fully mixed, are considered as one unit cell each. The variables solved at the cell 

centers are pressure 𝑝, potentials 𝜙𝑠 , 𝜙𝑒 and six bulk species concentrations 

𝑐𝑅1
𝑏 , 𝑐𝑂1

𝑏 , 𝑐𝑅2
𝑏 , 𝑐𝑂2

𝑏 , 𝑐𝐴+
𝑏 , 𝑐𝐵−

𝑏 . The transport fluxes are calculated at the cell faces. The model 

allows for having spatially varying transport properties. For example, the diffusion 

coefficient of species is different in the electrode and the IEM. Effective transport 
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properties at the cell faces between two finite volume stencils is estimated based on a 

resistance model. Figure 5.2 depicts a typical finite volume stencil where each cell is 

surrounded with 8 neighboring cells (except at boundaries). The cell centers are 

represented by capital alphabets (in black) whereas the cell faces are denoted by small 

letter alphabets (in orange). 

Figure 5.1 

 

Figure 5.1: Representative rectangular mesh for implementing finite volume method. In 

this illustration, there are a total of 12×8 + 2 (tanks) finite volume stencils. The 𝑥 direction 

is chosen along the thickness of the electrode and 𝑦 is chosen along the current collector 

direction. 
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Figure 5.2 

 

Figure 5.2: Discrete finite volume neighbors to 𝑃. The cell centers are marked in black, 

faces are marked in orange with velocity components. For a representative flow velocity 

on the east face (curved green arrow) the solid green arrows mark the longitudinal 𝐷𝐿 and 

transverse 𝐷𝑇 dispersion coefficients. 

5.1.1 Establishing Flow Field 

In this section, we calculate the pressure field and flow velocities in the reactor for both 

PFF and IDFF (see Fig. 5.3). The pressure field 𝑝(𝑥, 𝑦) is established using the Darcy’s 

law for porous media flow along with continuity. 
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𝑢⃗ = −(
𝐾

𝜇
)∇𝑝 5.1 

∇. 𝑢⃗ = 0 5.2 

Boundary conditions: We use a Neumann type boundary condition at the inlet by setting 

an input flow rate and a Dirichlet boundary condition of a zero-pressure outlet. The 

boundary conditions for PFF and IDFF are shown in Fig. 5.2.  

Integrating equation 5.2 over the volume 

∭∇. 𝑢⃗  𝑑𝑉
𝑉

= ∭0 𝑑𝑉
𝑉

 

By applying divergence theorem 

∯𝑢⃗ . 𝑑𝐴⃗⃗⃗⃗  ⃗ = 0
𝐴

 

∯ −(
𝐾

𝜇
) (

𝜕𝑝

𝜕𝑥
𝑥̂ +

𝜕𝑝

𝜕𝑦
𝑦̂ ) . 𝑑𝐴⃗⃗⃗⃗  ⃗ = 0

𝐴

 

For each finite volume with at most eight neighbors as shown in Figure 5.2, the discrete 

pressure equations can be written as a sum of flow rates across the east, north, west and 

south faces: 

Φ𝑒 + Φ𝑛 + Φ𝑤 + Φ𝑠 = 0 5.3 

𝐾𝑒

𝜇𝑒

Δ𝑥𝑃

ΔyPE

(𝑝𝑃 − 𝑝𝐸) +
𝐾𝑛

𝜇𝑛

Δ𝑦𝑃

ΔxPN

(𝑝𝑃 − 𝑝𝑁) +
𝐾𝑤

𝜇𝑤

Δ𝑥𝑃

ΔyPW

(𝑝𝑃 − 𝑝𝑊) +
𝐾𝑠

𝜇𝑠

Δ𝑦𝑃

ΔxPS

(𝑝𝑃 − 𝑝𝑆) = 0 5.4 

Here 𝐾𝑒 and 𝜇𝑒 are the effective permeability and viscosity at the east face of 𝑃 and Δ𝑦𝑃𝐸 

is the distance between the cell centers Δ𝑦𝑃𝐸 = Δ𝑦𝑃/2 + Δ𝑦𝐸/2. These effective 
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parameters are important when considering tailored electrodes and at electrode-

membrane interface. The viscosity is dependent on the concentration of the redox active 

species2 which varies with the state of charge and transport. However, in this study we 

assume viscosity to be a constant and the resultant velocity field is independent of time. 

The effective properties at the faces can be determined using a resistance model. 

𝑉̇ = −
𝐾A

𝜇

Δ𝑃

L
= −

Δ𝑃

(𝜇L/𝐾A)
 

The ‘resistance’ can be defined as 𝑅 = 𝜇L/𝐾A. To determine 
𝐾𝑒

𝜇𝑒

Δ𝑥𝑃

ΔyPE
 from eqn. 5.4 we can 

write a net resistance between cell 𝑃 and 𝐸. 

Ωe = Ω𝑃/2 + Ω𝐸/2 

𝜇𝑒ΔyPE

𝐾𝑒ΔxP
=

𝜇𝑃ΔyP

2𝐾𝑃ΔxP
+

𝜇𝐸ΔyE

2𝐾𝐸ΔxE
 

Similar approach can be used for the north, west and south faces. The inlet boundary 

condition is Neumann type where the volumetric flow rate is fixed. For the Dirichlet 

boundary condition of zero-pressure outlet, we assign the pressure at the face to be 0. 

These boundary conditions must be taken care when writing discrete equations of the 

form 5.3. 

For the PFF: 

Φ𝑤 = 𝑉̇𝑖𝑛𝑙𝑒𝑡, 𝑓𝑜𝑟 𝑗 = 1, ∀𝑖 

Φ𝑛 = 0, 𝑓𝑜𝑟 𝑖 = 1, ∀𝑗 

Φ𝑠 = 0, 𝑓𝑜𝑟 𝑖 = 𝑁𝑡, ∀𝑗 
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Φ𝑒 = 2
𝐾Δ𝑥𝑃

𝜇Δ𝑦𝑃
𝑝𝑃, 𝑓𝑜𝑟 𝑗 = 𝑁𝑐, ∀𝑖 

Similar boundary conditions can be established for IDFF based on Fig. 5.3. The equations 

can be assembled in the form  

𝑎𝑃𝑝𝑃 = 𝑎𝐸𝑝𝐸 + 𝑎𝑁𝑝𝑁 + 𝑎𝑊𝑝𝑊 + 𝑎𝑆𝑝𝑆 + 𝑏 5.5 

These linear equations can be assembled in the form of 𝐴𝑋 = 𝐵 and solved for 𝑋 to obtain 

the pressure field. The velocities at the faces can be determined by eqn. 5.1. 

Figure 5.3 

 

Figure 5.3: Boundary conditions for establishing the PFF and IDFF within the reactor. 
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5.1.2 Discretizing Reaction kinetics 

In this section we present the discretized version of the source term (or the pore-scale 

reaction current density) for two redox reactions. We establish the discrete form for both 

Butler Volmer and Marcus Hush Chidsey kinetic models. 

The two sets of reversible redox reactions in the reactor are 

𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛 1: 𝑅1

𝑧𝑅1 ⇌ 𝑂1

𝑧𝑂1 + 𝑒−  with current density 𝑖𝑛,1 

𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛 2: 𝑅2

𝑧𝑅2 ⇌ 𝑂2

𝑧𝑂2 + 𝑒−  with current density 𝑖𝑛,2 

As the RFB is cycled, crossover of all the four different redox species from their primary 

electrode to the counter electrode forces a second set of redox reactions in the counter 

electrode (see Fig. 4.2(c)). The net pore-scale reaction current density for either 

reaction is 

𝑖𝑛,𝑖 = 𝐹(𝑘𝑜𝑥𝑐𝑅𝑖

𝑠 − 𝑘𝑟𝑒𝑑𝑐𝑂𝑖

𝑠 ) 5.6 

The volume averaged source term is  

𝑆𝑖 = ±
𝑎𝑖𝑛,𝑖

𝐹
5.7 

Since 𝑖𝑛 = 𝑓(𝜂, 𝑐𝑅
𝑠 , 𝑐𝑂

𝑠) and 𝜂0 = 𝜙𝑠 − 𝜙𝑒 − 𝜙𝑒𝑞,50% where 𝜙𝑒𝑞 = 𝐸0 −
𝑅𝑇

𝐹
ln (

𝑐𝑅
𝑠

𝑐𝑂
𝑠), we use the 

Taylor series expansion to express our discrete source term 𝑆 in terms of the local state 

variables expanded about the previous guess (indicated by ∗) 

𝑆𝑖 ≅ 𝑆𝑖
∗ +

𝜕𝑆𝑖

𝜕𝜙𝑠
|
∗
(𝜙𝑠 − 𝜙𝑠

∗) +
𝜕𝑆𝑖

𝜕𝜙𝑒
|
∗
(𝜙𝑠 − 𝜙𝑒

∗) +
𝜕𝑆𝑖

𝜕𝑐𝑅𝑖
𝑠 |

∗

(𝑐𝑅𝑖

𝑠 − 𝑐𝑅𝑖

𝑠 ∗
) +

𝜕𝑆𝑖

𝜕𝑐𝑂𝑖
𝑠 |

∗

(𝑐𝑂𝑖

𝑠 − 𝑐𝑂
𝑠
𝑖

∗
) 5.8  
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𝜕𝑆

𝜕𝜂
= 𝑎 (𝑐𝑅

𝜕𝑘𝑜𝑥

𝜕𝜂0
− 𝑐𝑂

𝜕𝑘𝑟𝑒𝑑

𝜕𝜂0
) 5.9 

𝜕𝑆

𝜕𝜙𝑠
=

𝜕𝑆

𝜕𝜂0

𝜕𝜂0

𝜕𝜙𝑠
=

𝜕𝑆

𝜕𝜂0
5.10 

𝜕𝑆

𝜕𝜙𝑒
=

𝜕𝑆

𝜕𝜂0

𝜕𝜂0

𝜕𝜙𝑒
= −

𝜕𝑆

𝜕𝜂0
5.11 

𝜕𝑆

𝜕𝑐𝑅
𝑠 = 𝑎 (𝑐𝑅

𝑠
𝜕𝑘𝑜𝑥

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑅
𝑠 + 𝑘𝑜𝑥 − 𝑐𝑂

𝑠
𝜕𝑘𝑟𝑒𝑑

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑅
𝑠) 5.12 

𝜕𝑆

𝜕𝑐𝑂
𝑠 = 𝑎 (𝑐𝑅

𝑠
𝜕𝑘𝑜𝑥

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑂
𝑠 − 𝑘𝑟𝑒𝑑 − 𝑐𝑂

𝑠
𝜕𝑘𝑟𝑒𝑑

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑂
𝑠) 5.13 

For Butler Volmer kinetics (𝛼 = 0.5): 

𝑘𝑜𝑥 = 𝑘0𝑒
0.5𝐹𝜂0/𝑅𝑇 and 𝑘𝑟𝑒𝑑 = 𝑘0𝑒

−0.5𝐹𝜂0/𝑅𝑇 

𝑆𝑖
∗ = 𝑎𝑘0𝑐𝑅𝑖

0.5𝑐𝑂𝑖

0.5 [𝑒𝑥𝑝 (
0.5𝐹𝜂0

𝑅𝑇
) − 𝑒𝑥𝑝 (−

0.5𝐹𝜂0

𝑅𝑇
)] 5.14 

𝜕𝑆

𝜕𝜂0
=

0.5𝐹

𝑅𝑇
𝑎𝑘0𝑐𝑅𝑖

0.5𝑐𝑂𝑖

0.5 [𝑒𝑥𝑝 (
0.5𝐹𝜂0

𝑅𝑇
) + 𝑒𝑥𝑝 (−

0.5𝐹𝜂0

𝑅𝑇
)] 5.15 

𝜕𝑆

𝜕𝑐𝑅
= 𝑎𝑘0𝑒

0.5𝐹𝜂0/𝑅𝑇 5.16 

𝜕𝑆

𝜕𝑐𝑂
= −𝑎𝑘0𝑒

−0.5𝐹𝜂0/𝑅𝑇 5.17 

Marcus Hush Chidsey kinetics, the kinetic rate constants can be stated as 
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𝑘𝑜𝑥/𝑟𝑒𝑑
𝑀𝐻𝐶 = 𝐴

√𝜋𝜆∗

1 + exp(∓𝜂0,∗)
𝑒𝑟𝑓𝑐

(

 
𝜆∗ − √1 + √𝜆∗ + 𝜂0,∗2

2√𝜆∗

)

 5.18 

𝐴 =
2𝑘0

(√𝜋𝜆∗𝑒𝑟𝑓𝑐 (
𝜆∗ − √1 + √𝜆∗

2√𝜆∗
))

5.19

 

Let 𝛾 be defined as 

𝛾 =
𝜆∗ − √1 + √𝜆∗

2√𝜆∗
 

The Taylor series coefficients (from equations 5.9 − 5.13) take the form: 

𝜕𝑘𝑜𝑥

𝜕𝜂
= 𝐴

√𝜋𝜆∗

1 + 𝑒𝑥𝑝 (−
𝜂0𝐹
𝑅𝑇 )

(
𝐹

𝑅𝑇

𝑒𝑥𝑝 (−
𝜂0𝐹
𝑅𝑇 )

1 + 𝑒𝑥𝑝 (−
𝜂0𝐹
𝑅𝑇 )

𝑒𝑟𝑓𝑐(𝛾) −
𝜕𝛾

𝜕𝜂

2𝑒−𝛾2

√𝜋
) 5.20 

𝜕𝑘𝑟𝑒𝑑

𝜕𝜂
= 𝐴

√𝜋𝜆∗

1 + 𝑒𝑥𝑝 (
𝜂0𝐹
𝑅𝑇 )

(−
𝐹

𝑅𝑇

𝑒𝑥𝑝 (
𝜂0𝐹
𝑅𝑇 )

1 + 𝑒𝑥𝑝 (
𝜂0𝐹
𝑅𝑇 )

𝑒𝑟𝑓𝑐(𝛾) −
𝜕𝛾

𝜕𝜂

2𝑒−𝛾2

√𝜋
) 5.21 

𝜕𝛾

𝜕𝜂
= (

𝐹

𝑅𝑇
)
2 𝜂

2√𝜆∗√1 + √𝜆∗ + (
𝜂𝐹
𝑅𝑇)

2
5.22

 

𝜕𝜂0

𝜕𝑐𝑅
= 0 5.23 

𝜕𝜂0

𝜕𝑐𝑂
= 0 5.24 
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Equations 5.20 − 24 can be substituted back into Taylor series equations 5.8 to get the 

linearized dependence of 𝑆𝑖 on the potentials 𝜙𝑠, 𝜙𝑒 and the redox concentrations. 

 

5.1.3 Discretizing the Electronic Current Conservation  

∇. (−𝜎𝑠∇𝜙𝑠) + ∑ 𝑆𝑖

𝑖=1,2

= 0 5.25 

Integrate over volume and time 

∫ ∭∇. (−𝜎𝑠∇𝜙𝑠)𝑑𝑉𝑑𝑡 +
𝑉

∑∫∭𝑆𝑖
𝑉𝑡𝑖

= 0
𝑡

5.26 

Using the divergence theorem and assuming constant electronic conductivity 𝜎𝑠, we get 

−𝜎𝑠Δ𝑡 ∯∇𝜙𝑠. 𝑑𝐴⃗⃗⃗⃗  ⃗
𝐴

+ (𝑆1 + 𝑆2)Δ𝑥Δ𝑦Δ𝑡 = 0 

Expanding the integral on the four sides of the stencil gives (using 𝜙 ≡ 𝜙𝑠 to avoid 

confusion with south face notation) 

Φ𝑒 + Φ𝑛 + Φ𝑤 + Φ𝑠 + (𝑆1 + 𝑆2)Δ𝑥Δ𝑦Δ𝑡 = 0 

𝜎𝑠Δ𝑡 [
Δ𝑥𝑃

Δ𝑦𝑃𝐸

(𝜙𝑃 − 𝜙𝐸) +
Δ𝑦𝑃

Δ𝑥𝑃𝑁

(𝜙𝑃 − 𝜙𝑁) +
Δ𝑥𝑃

Δ𝑦𝑃𝑊

(𝜙𝑃 − 𝜙𝑊) +
Δ𝑦𝑃

Δ𝑥𝑃𝑆

(𝜙𝑃 − 𝜙𝑆)]

+ (𝑆1 + 𝑆2)Δ𝑥Δ𝑦Δ𝑡 = 0 

Note that the discrete 𝑆1 and 𝑆2 are expressed as functions of 𝜙𝑠, 𝜙𝑒 and concentration 

fields in eqn. 5.8. The potential across the length of the two current collectors is uniform. 

The LPE current collector is grounded and a constant current input is provided to HPE 
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current collector. For an applied current density 𝑖𝑐𝑐 at HPE, we can write the discrete 

equation for current collectors as (refer Figs. 5.1 and 5.3) 

𝜎𝑠Δ𝑡 ∑
Δ𝑦𝑃

Δ𝑥𝑃/2
(𝜙𝐻𝑃𝐸,𝑐𝑐 − 𝜙𝑆)

𝑁𝑐

𝑗=1

− 𝑖𝑐𝑐𝐿𝑐𝑐 = 0 𝑓𝑜𝑟 𝐻𝑃𝐸 

𝜙𝐿𝑃𝐸,𝑐𝑐 = 0 𝑓𝑜𝑟 𝐿𝑃𝐸 

5.1.4 Discretizing the Species Conservation Equation 

In this section, we develop the discrete equations governing the transport of each 

species using the finite volume stencil shown in Fig. 5.2. 

𝜖
𝜕𝑐𝑖

𝑏

𝜕𝑡
+ ∇.𝑁𝑖

⃗⃗  ⃗ + 𝑆𝑖 = 0 5.27 

𝑁𝑖
⃗⃗  ⃗ = 𝑁⃗⃗ 𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛,𝑖 + 𝑁⃗⃗ 𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛,𝑖 + 𝑁⃗⃗ 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛,𝑖 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ −
𝑧𝑖𝑐𝑖

𝑏𝐷𝑖
𝑒𝑓𝑓

𝐹∇𝜙𝑒

𝑅𝑇
− 𝐷𝐻,𝑖∇𝑐𝑖

𝑏 5.28 

𝐷𝐻,𝑖 = 𝐷𝑖
𝑒𝑓𝑓

𝐼 + 𝑅𝑇 [
𝐷𝐿,𝑖 0

0 𝐷𝑇,𝑖
] 𝑅 5.29 

By integrating the species conservation eqn. 5.27 over the discrete volume and time 

∫∭(𝜖
𝜕𝑐𝑖

𝑏

𝜕𝑡
+ ∇.𝑁𝑖

⃗⃗  ⃗ + 𝑆𝑖
𝑉

)𝑑𝑉𝑑𝑡 = 0
𝑡

5.30 

The transport fluxes are expressed in terms of bulk concentration. For now, we drop the 

superscript 𝑏 to avoid confusion. The transient term can be discretized as 
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∫∭
𝜖𝜕𝑐𝑖

𝑏

𝜕𝑡
𝑑𝑉𝑑𝑡 = 𝜖(𝑐𝑖

𝑛+1 − 𝑐𝑖
𝑛)Δ𝑥𝑃Δ𝑦𝑃

𝑉𝑡

5.31 

Integrating the flux term and applying divergence theorem, we obtain 

∫∭ ∇.𝑁𝑖
⃗⃗  ⃗𝑑𝑉𝑑𝑡 = ∫∯𝑁𝑖

⃗⃗  ⃗. 𝑑𝐴⃗⃗⃗⃗  ⃗𝑑𝑡
𝐴𝑡𝑉𝑡

5.32 

The flux term  𝑁𝑖
⃗⃗  ⃗ has three components: advection, migration and hydrodynamic 

dispersion. We discretize the advection term by using third order accurate QUICK 

(Quadratic Upstream Interpolation for Convective Kinematics) scheme. The discrete 

equation for the stencil shown in Fig. 5.2 looks like 

∫∯𝑐𝑢⃗ . 𝑑𝐴⃗⃗⃗⃗  ⃗𝑑𝑡
𝐴

= 𝑐𝑒ueΔ𝑥𝑃 + 𝑐𝑛𝑣𝑛Δ𝑦𝑝 − 𝑐𝑤uwΔ𝑥𝑃 − 𝑐𝑠𝑣𝑠Δ𝑦𝑝
𝑡

5.33 

The velocities at the cell faces 𝑢𝑒 , 𝑣𝑛, 𝑢𝑤, 𝑣𝑠 are obtained from section 5.1.1. QUICK 

scheme allows us to predict the species concentration at the cell faces and is dependent 

on the velocity direction at the cell faces. The approximation for 𝑐𝑒: 

𝑢𝑒⃗⃗⃗⃗ . 𝑦̂ > 0, 𝑐𝑒 =
3

8
𝑐𝐸 +

6

8
𝑐𝑃 −

1

8
𝑐𝑊 5.34 

𝑢𝑒⃗⃗⃗⃗ . 𝑦̂ < 0, 𝑐𝑒 =
3

8
𝑐𝑃 +

6

8
𝑐𝐸 −

1

8
𝑐𝐸𝐸 5.35 

In other words, the face concentration is weighed by a factor of 3/8 for the upstream finite 

volume, 6/8 for the first downstream finite volume and −1/8 for the second downstream 

finite volume. The face concentration values for the other three faces can be written 

similar to 5.34 − 35. Upwind scheme (first order accurate) is used to calculate the species 

fluxes at the boundaries. This can be stated as 
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If 𝑢𝑒⃗⃗⃗⃗ . 𝑦̂ > 0 then 𝑐𝑒 = 𝑐𝑃 

If 𝑢𝑒⃗⃗⃗⃗ . 𝑦̂ < 0 then  𝑐𝑒 = 𝑐𝐸 

The migration flux term is non-linear as the concentration is multiplied with the gradient 

in potential 𝑐×∇𝜙𝑒. To linearize this, we use the concentration values from the previous 

guess (𝑐∗) and iteratively solved to obtain converged solution. The discrete form of 

migration fluxes for the finite volume stencil for each species looks like 

∫∯ −
𝑧𝑖𝑐𝑖𝐷𝑖

𝑒𝑓𝑓
𝐹

𝑅𝑇
∇𝜙𝑒 . 𝑑𝐴⃗⃗⃗⃗  ⃗𝑑𝑡

𝐴𝑡

= −
𝑧𝑖𝐹

𝑅𝑇
[𝑐𝑒,𝑖

∗ 𝐷𝑒,𝑖
𝑒𝑓𝑓 Δ𝑥𝑃

Δ𝑦𝑃𝐸

(𝜙𝐸 − 𝜙𝑃) + 𝑐𝑛,𝑖
∗ 𝐷𝑛,𝑖

𝑒𝑓𝑓 Δ𝑦𝑃

Δ𝑥𝑃𝑁

(𝜙𝑁 − 𝜙𝑃)

+ 𝑐𝑤,𝑖
∗ 𝐷𝑤,𝑖

𝑒𝑓𝑓 Δ𝑥𝑃

Δ𝑦𝑃𝑊

(𝜙𝑊 − 𝜙𝑃) + 𝑐𝑠,𝑖
∗ 𝐷𝑠,𝑖

𝑒𝑓𝑓 Δ𝑦𝑃

Δ𝑥𝑃𝑆

(𝜙𝑆 − 𝜙𝑃)]                                   5.36 

The coefficients appearing in eqn. 5.36 such as 
𝑐𝑒𝐷𝑒

𝑒𝑓𝑓

Δ𝑦𝑃𝐸
 can be determined through a 

resistance model. The ‘resistance’ Ω𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 for transporting a flux Φ𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 against a 

gradient Δ𝜙𝑒 is given as Φ𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 = Δ𝜙𝑒/Ω𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛. Rearranging the migration fluxes 

over a length 𝐿 across a cross sectional area 𝐴 given by eqn. 5.28, we get 

Φ𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 =
𝑧𝐹𝑐𝐷𝐴

𝑅𝑇

Δ𝜙𝑒

𝐿
=

Δ𝜙𝑒

𝑅𝑇𝐿/𝑧𝐹𝑐𝐷𝐴
 

Ω𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 =
𝑅𝑇𝐿

𝑧𝐹𝑐𝐷𝐴
 

To evaluate 
𝑐𝑒𝐷𝑒

𝑒𝑓𝑓

Δ𝑦𝑃𝐸
 for the east face, the net resistance on the east face Ω𝑒 between the 

cell centers 𝐸 and 𝑃 is given as 
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Ω𝑒 =
Ω𝑃

2
+

Ω𝐸

2
 

1

𝑐𝑒,𝑖
∗ 𝐷𝑒,𝑖

𝑒𝑓𝑓

Δ𝑦𝑃𝐸

Δ𝑥𝑃 
=

1

𝑐𝑃,𝑖
∗ 𝐷𝑃,𝑖

𝑒𝑓𝑓

Δ𝑦𝑃/2

Δ𝑥𝑃
+

1

𝑐𝐸,𝑖
∗ 𝐷𝐸,𝑖

𝑒𝑓𝑓

Δ𝑦𝐸/2

Δ𝑥𝑃
5.37 

The coefficients for the north 𝑐𝑛,𝑖
∗ 𝐷𝑛,𝑖

𝑒𝑓𝑓 Δ𝑦𝑃

Δ𝑥𝑃𝑁
, west 𝑐𝑤,𝑖

∗ 𝐷𝑤,𝑖
𝑒𝑓𝑓 Δ𝑥𝑃

Δ𝑦𝑃𝑊
 and south 

𝑐𝑠,𝑖
∗ 𝐷𝑠,𝑖

𝑒𝑓𝑓 Δ𝑦𝑃

Δ𝑥𝑃𝑆
𝑐𝑠,𝑖

∗ 𝐷𝑠,𝑖
𝑒𝑓𝑓 Δ𝑦𝑃

Δ𝑥𝑃𝑆
 fluxes in eqn. 5.36 can be developed similar to 5.37. 

The hydrodynamic dispersion fluxes include species fluxes arising due to diffusion and 

dispersion. Integrating the dispersion term in eqn. 5.28 we get: 

∫∭ ∇.(−𝐷𝐻,𝑖∇𝑐𝑖) 𝑑𝑉𝑑𝑡 =
𝑉

∫∯ −𝐷𝐻,𝑖∇𝑐𝑖. 𝑑𝐴⃗⃗⃗⃗  ⃗𝑑𝑡
𝐴𝑡𝑡

5.38 

 

The Dispersion coefficient tensor 𝐷𝐻,𝑖 varies with the velocity direction. The tensor 𝐷𝐻,𝑖 

contains the longitudinal 𝐷𝐿,𝑖 and transverse 𝐷𝑇,𝑖 dispersion coefficients as the diagonal 

components along and perpendicular to the direction of the velocity field. In Cartesian co-

ordinates 𝐷𝐻,𝑖 can be stated as: 

𝐷𝐻,𝑖 = 𝐷𝑖
𝑒𝑓𝑓

𝐼 + 𝑅𝑇 [
𝐷𝐿,𝑖 0

0 𝐷𝑇,𝑖
] 𝑅 5.39 

The rotation matrix 𝑅 transforms the dispersion coefficients from the velocity vector 

direction to the Cartesian co-ordinates. In a 2D system, 𝑅 can be defined in terms of the 

angle 𝜃 between the velocity vector and the area vector on which the dispersion flux is 

calculated. 
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𝑅 = [
cos(𝜃) sin(𝜃)

− sin(𝜃) cos(𝜃)
] 5.40 

Combining eqns. 5.40 and 5.39, we get 

𝐷𝐻,𝑖 = [
𝐷𝑥𝑥 𝐷𝑥𝑦

𝐷𝑥𝑦 𝐷𝑦𝑦
] 

∫∯ −𝐷𝐻,𝑖∇𝑐𝑖. 𝑑𝐴⃗⃗⃗⃗  ⃗𝑑𝑡
𝐴𝑡

= Φ𝑑𝑖𝑠𝑝𝑒𝑟𝑖𝑜𝑛,𝑒 + Φ𝑑𝑖𝑠𝑝𝑒𝑟𝑖𝑜𝑛,𝑛 + Φ𝑑𝑖𝑠𝑝𝑒𝑟𝑖𝑜𝑛,𝑤 + Φ𝑑𝑖𝑠𝑝𝑒𝑟𝑖𝑜𝑛,𝑠 5.41 

The dispersion flux for the east face (see Fig. 5.2) can be written in discrete form as 

Φ𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛,𝑒 = −[
𝐷𝑥𝑥 𝐷𝑥𝑦

𝐷𝑥𝑦 𝐷𝑦𝑦
]
𝑒

 

[
 
 
 
𝜕𝑐𝑖

𝜕𝑥
𝜕𝑐𝑖

𝜕𝑦]
 
 
 

𝑒

. [
𝐴𝑥𝑥̂
𝐴𝑦𝑦̂

]
𝑒

= −

[
 
 
 
 𝐷𝑥𝑥

𝜕𝑐𝑖

𝜕𝑥
+ 𝐷𝑥𝑦

𝜕𝑐𝑖

𝜕𝑦

𝐷𝑥𝑦

𝜕𝑐𝑖

𝜕𝑥
+ 𝐷𝑦𝑦

𝜕𝑐𝑖

𝜕𝑦]
 
 
 
 

. [
0

Δ𝑥𝑃𝑦̂
] 5.42 

 

Φ𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛,𝑒 = −(𝐷𝑥𝑦

𝜕𝑐𝑖

𝜕𝑥
+ 𝐷𝑦𝑦

𝜕𝑐𝑖

𝜕𝑦
)Δ𝑥𝑃 5.43 

𝜕𝑐𝑖

𝜕𝑦
=

𝑐𝐸,𝑖 − 𝑐𝑃,𝑖

Δ𝑦𝑃𝐸
5.44 

𝜕𝑐𝑖

𝜕𝑥
=

𝑐𝑠𝑒,𝑖 − 𝑐𝑛𝑒,𝑖

Δ𝑥𝑃
5.45 

Here, 𝑐𝑛𝑒 is concentration at the node intersected by P, E, NE, N (Fig. 5.2). 𝑐𝑛𝑒 can be 

approximated by inversely weighing the distance of node 𝑐𝑛𝑒 from the surrounding cell 

centers. 

𝑐𝑛𝑒 =

𝑐𝑃
Δ𝑥𝑃Δ𝑦𝑃

+
𝑐𝐸

Δ𝑥𝑃Δ𝑦𝐸
+

𝑐𝑁
Δ𝑥𝑁Δ𝑦𝑃

+
𝑐𝑁𝐸

Δ𝑥𝑁Δ𝑦𝐸

(
1

Δ𝑥𝑃
+

1
Δ𝑥𝑁

) (
1

Δ𝑦𝑃
+

1
Δ𝑦𝐸

)
5.46 
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Similarly, 𝑐𝑠𝑒 can be interpolated from the cell values at P, S, SE and E. 

𝑐𝑠𝑒 =

𝑐𝑃

Δ𝑥𝑃Δ𝑦𝑃
+

𝑐𝐸

Δ𝑥𝑃Δ𝑦𝐸
+

𝑐𝑆

Δ𝑥𝑆Δ𝑦𝑃
+

𝑐𝑆𝐸

Δ𝑥𝑆Δ𝑦𝐸

(
1

Δ𝑥𝑃
+

1
Δ𝑥𝑆

) (
1

Δ𝑦𝑃
+

1
Δ𝑦𝐸

)
5.47 

Equations 5.45 and 5.46 can be used to calculate 
𝜕𝑐

𝜕𝑥
 from eqn. 5.44 and finally evaluate 

dispersion flux through the east face Φ𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛,𝑒. Similarly hydrodynamic fluxes through 

north, west and south can be calculated and substituted back into eqn 5.41 to get: 

∫ ∯ −𝐷𝐻,𝑖∇𝑐𝑖. 𝑑𝐴⃗⃗⃗⃗  ⃗𝑑𝑡
𝐴𝑡

= 𝑎𝑃𝑐𝑃,𝑖 + ∑𝑎𝑛𝑏𝑐𝑛𝑏,𝑖

𝑛𝑏

5.48 

Conservation of species in tank: The tanks are assumed to be well-mixed. Figure 5.4 

shows a single tank-reactor connection for a PFF. The species conservation in the tank 

can be written as 

𝑑(𝑐𝑖𝑉𝑡𝑎𝑛𝑘)

𝑑𝑡
= ∑𝑐𝑖𝑛

𝑛+1𝑉̇𝑖𝑛 − ∑𝑐𝑜𝑢𝑡𝑉̇𝑜𝑢𝑡 5.49 

𝑉𝑡𝑎𝑛𝑘

𝑐𝑡𝑎𝑛𝑘,𝑖
𝑛+1 − 𝑐𝑡𝑎𝑛𝑘,𝑖

𝑛

Δ𝑡
= ∑𝑐𝑖

𝑛+1(𝑖, 8)𝑢𝑒(𝑖, 8)Δ𝑥𝑖 − 𝑉̇𝑜𝑢𝑡𝑐𝑡𝑎𝑛𝑘,𝑖
𝑛+1

5

𝑖=1

5.50 

𝑐𝑡𝑎𝑛𝑘,𝑖
𝑛+1 (𝑉𝑡𝑎𝑛𝑘 + 𝑉̇outΔ𝑡) − ∑𝑐𝑖

𝑛+1(𝑖, 8)𝑢𝑒(𝑖, 8)Δ𝑥𝑖

5

𝑖=1

= 𝑉𝑡𝑎𝑛𝑘𝑐𝑡𝑎𝑛𝑘,𝑖
𝑛 5.51 
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Figure 5.4 

 

Figure 5.4: Flow structure connecting the reactor and the well mixed tank. 

5.1.5 Discretizing Pore-scale Mass Transport 

The transport of species from the bulk 𝑐𝑖
𝑏 to the reaction surface 𝑐𝑖

𝑠 is given through a 

convective correlation. 

ℎ𝑚(𝑐𝑖
𝑏 − 𝑐𝑖

𝑠) = ±
𝑖𝑛
𝐹

= ±
𝑆𝑖

𝑎
5.52 

Equation 5.52 combined with the discrete version of 𝑆𝑖 (eqn. 5.8) gives the discretized 

pore-scale mass transfer equation for each finite volume stencil. 

5.1.6 Discretizing Electroneutrality Condition 

When using a NSS, electroneutrality is ensured. The discrete version of electroneutrality 

relating the bulk concentration of the six species is given as 
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∑𝑧𝑖𝑐𝑖
𝑏 = 0 5.53 

5.1.7 Discretizing Poisson Equation 

The electroneutrality condition is not valid when IEM is used. The presence of local fixed 

charges forms electric double layer. We use the Poisson equation to relate the gradient 

of the electric field within the electrolyte and total charge distribution. 

−∇. (𝑝∇𝜙𝑒) = 𝐹𝜖 (𝑧𝑓𝑐𝑓 + ∑𝑧𝑖𝑐𝑖
𝑏

𝑖

) 5.54 

Apply divergence theorem after integrating over volume and time step, we get: 

∫∭−∇. (𝑝∇𝜙𝑒)
𝑉𝑡

𝑑𝑉𝑑𝑡 = ∫∭ 𝐹𝜖 (𝑧𝑓𝑐𝑓 + ∑𝑧𝑖𝑐𝑖
𝑏

𝑖

)
𝑉𝑡

𝑑𝑉𝑑𝑡 5.55 

∫∯−
𝐴𝑡

𝑝∇𝜙𝑒 . 𝑑𝐴⃗⃗⃗⃗  ⃗𝑑𝑡 = 𝐹𝜖 (𝑧𝑓𝑐𝑓 + ∑𝑧𝑖𝑐𝑖
𝑏

𝑖

)Δ𝑥𝑃Δ𝑦𝑃Δ𝑡 

Δ𝑡 [
peΔ𝑥𝑃

Δ𝑦𝑃𝐸
(𝜙𝑒,𝑃 − 𝜙𝑒,𝐸) +

pnΔ𝑦𝑃

Δ𝑥𝑃𝑁
(𝜙𝑒,𝑃 − 𝜙𝑒,𝑁) +

pwΔ𝑥𝑃

Δ𝑦𝑃𝑊
(𝜙𝑒,𝑃 − 𝜙𝑒,𝑊)

+
psΔ𝑦𝑃

Δ𝑥𝑃𝑆
(𝜙𝑒,𝑃 − 𝜙𝑒,𝑆)] = 𝐹𝜖 (𝑧𝑓𝑐𝑓 + ∑𝑧𝑖𝑐𝑖

𝑏

𝑖

)Δ𝑥𝑃Δ𝑦𝑃Δ𝑡                              5.56 

The effective permeability at the interface 𝑝𝑒 , 𝑝𝑛, 𝑝𝑤, 𝑝𝑠 can be determined by using a 

resistance model for electric flux. For example, at the east face, the coefficient 𝑝𝑒 can be 

written as: 

1

𝑝𝑒

Δ𝑦𝑃𝐸

Δ𝑥𝑃 
=

1

𝑝𝑃

Δ𝑦𝑃/2

Δ𝑥𝑃
+

1

𝑝𝐸

Δ𝑦𝐸/2

Δ𝑥𝑃
5.57 
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5.2 Numerical Methods 

The system of linear equations presented above, are arranged in form of 𝐴𝑋 = 𝐵. The 

structure of matrices 𝐴 and 𝑋 will be as shown in Figure 5.5. This system of equations is 

solved iteratively to achieve convergence before proceeding to the next time step.  

Figure 5.5 

 

Figure 5.5: Structure of matrices 𝐴 and 𝑋 after assembling the system of linear 

equations. 
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5.2.1 Choosing Time Step: 𝐶𝐹𝐿 and Fixed Point Iteration Convergence 

One challenge in all numerical methods is to choose an appropriate time stepping to 

ensure converged solutions. A large time step Δ𝑡 could lead to unstable solutions and 

also affect the measurements related to transport of species and reaction kinetics. The 

use of iteration schemes to arrive at a converged solution requires establishing existence 

and uniqueness of the solution. When using fixed point iteration schemes, the system of 

equations is posed as  

𝑥 = 𝑔(𝑥) ∀𝑥 5.58 

During iteration, this takes the form 

𝑥𝑛+1 = 𝑔(𝑥𝑛) 5.59 

And the solution is converged when  

|𝑥𝑛+1 − 𝑥𝑛| < 𝜖 5.60 

The function 𝑔(𝑥) is Lipschitz continuous. A unique converged solution for eqn. 5.59 is 

guaranteed when 

|𝑔′(𝑥)| < 1 ∀𝑥 5.61 

Equation 5.62 restricts the max time step that can be used in the simulations. We use a 

simplified model for reaction kinetics to estimate the maximum time step Δ𝑡𝑚𝑎𝑥 that can 

be used to achieve convergence. 
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For a redox reaction, with initial concentration of reduced species 𝑅 as 𝑐𝑅 and oxidized 

species 𝑂 at concentration 𝑐𝑂, let 𝑥 be the change in redox concentration over the time 

step Δ𝑡. The concentrations at 𝑡 = 0 and 𝑡 = Δ𝑡 can be written as: 

                               𝑅   ⇌            𝑂            +   𝑒− 

                                      𝑡 = 0                           𝑐𝑅                      𝑐𝑂                

                                      𝑡 = Δ𝑡                        𝑐𝑅 − 𝑥       𝑐𝑂 + 𝑥                

We will first perform the time stepping scaling analysis for Butler-Volmer reaction kinetics 

and then we present the analysis for any kinetic model. For a reversible redox reaction  

𝑅 ⇌ 𝑂 + 𝑒− with rate constant for oxidation and reduction as 𝑘𝑜𝑥 and 𝑘𝑟𝑒𝑑 respectively, 

the rate of change of concentration of 𝑅 can be given as 

𝑆 = 𝑎(𝑘𝑜𝑥𝑐𝑅 − 𝑘𝑟𝑒𝑑𝑐𝑂) 

𝑆 =
𝑑𝑐

𝑑𝑡
=

𝑥

Δ𝑡
= 2𝑎𝑘0√𝑐𝑅 − 𝑥√𝑐𝑂 + 𝑥𝑠𝑖𝑛ℎ (

𝐹𝜂

2𝑅𝑇
) 5.62

Where 𝜂 = 𝜙𝑠 − 𝐸0 +
𝑅𝑇

𝐹
𝑙𝑜𝑔 (

𝑐𝑅−𝑥

𝑐𝑂+𝑥
). Following from the definition of fixed point iteration 

convergence scheme, we can express 5.62 as eqn. 5.58 such that 𝑥 = 𝑔(𝑥). The function 

𝑔(𝑥) takes the form: 

𝑔(𝑥) = 2Δ𝑡𝑎𝑘0√𝑐𝑅 − 𝑥√𝑐𝑂 + 𝑥𝑠𝑖𝑛ℎ (
𝐹𝜂

2𝑅𝑇
) 5.63 

To ensure convergence, the fixed-point iteration requires |𝑔′(𝑥)| < 1 from eqn 5.61. 

Δ𝑡𝑎𝑘0 [√
𝑐𝑅 − 𝑥

𝑐𝑂 + 𝑥
𝑒−

𝐹𝜂
2𝑅𝑇 + √

𝑐𝑂 + 𝑥

𝑐𝑅 − 𝑥
𝑒

𝐹𝜂
2𝑅𝑇] < 1 
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Simplifying further using the definition of 𝜂, we get 

Δ𝑡 < [2𝑎𝑘0𝑐𝑜𝑠ℎ (
𝐹𝜂

2𝑅𝑇
)]

−1

5.64 

Equation 5.65 indicates that the max time step decreases exponentially with 

overpotential. This is significant when considering the use of non-aqueous electrolytes 

where the RFB is operated at larger potentials. Also, the crossed over species are 

subjected extreme overpotentials in the counter electrodes limiting the time step.  

We now extend the fixed-point iteration scheme to other kinetic models. For the simplified 

reaction presented above, 

𝑆 =
𝑑𝑐

𝑑𝑡
= 𝑎(𝑘𝑜𝑥𝑐𝑅 − 𝑘𝑟𝑒𝑑𝑐𝑂) 

We use the Taylor series approximation to relate the change in concentration with the 

state variables.  

𝑆 ≅ 𝑆∗ +
𝜕𝑆

𝜕𝜙𝑠
|
∗
(𝜙𝑠 − 𝜙𝑠

∗) +
𝜕𝑆

𝜕𝜙𝑒
|
∗
(𝜙𝑠 − 𝜙𝑒

∗) +
𝜕𝑆

𝜕𝑐𝑅
|
∗
(𝑐𝑅 − 𝑐𝑅

∗) +
𝜕𝑆

𝜕𝑐𝑂
|
∗
(𝑐𝑂 − 𝑐𝑂

∗ ) 5.65  

Assuming negligible change in 𝜙𝑠 and 𝜙𝑒 during the change 𝑥, we get 

𝑆 =
𝑥

Δ𝑡
= 𝑆∗ +

𝜕𝑆

𝜕𝑐𝑅
|
∗

(𝑐𝑅 − 𝑐𝑅
∗) +

𝜕𝑆

𝜕𝑐𝑂
|
∗

(𝑐𝑂 − 𝑐𝑂
∗ ) 5.66 

𝑆 =
𝑥

Δ𝑡
= 𝑆∗ +

𝜕𝑆

𝜕𝑐𝑅
|
∗

(−𝑥) +
𝜕𝑆

𝜕𝑐𝑂
|
∗

(𝑥) 5.67 

From eqn. 5.59 

𝑔(𝑥) = Δ𝑡 [𝑆∗ +
𝜕𝑆

𝜕𝑐𝑅
|
∗

(−𝑥) +
𝜕𝑆

𝜕𝑐𝑂
|
∗

(𝑥)] 5.68 
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For convergence, |𝑔′(𝑥)| < 1 

|𝑔′(𝑥)| = Δ𝑡 |(
𝜕𝑆

𝜕𝑐𝑂
|
∗

) − (
𝜕𝑆

𝜕𝑐𝑅
|
∗

)| < 1 5.69 

Equation 5.69 can be used set limits on the time step. For Butler-Volmer kinetics, 𝑆 =

2𝑎𝑘0√𝑐𝑅√𝑐𝑂𝑠𝑖𝑛ℎ (
𝐹𝜂

2𝑅𝑇
) and equation 5.64 can be reproduced using 5.69. Figure 5.6 shows 

the variation of maximum time step Δ𝑡𝑚𝑎𝑥 with overpotential 𝜂 for Butler-Volmer (BV) and 

Marcus-Hush-Chidsey (MHC) kinetic models using 5.69. The exponential nature of BV 

kinetic model requires orders of magnitude lower Δ𝑡𝑚𝑎𝑥. On the other hand, MHC predicts 

saturating reaction rate constants with 𝜂. Therefore, Δ𝑡𝑚𝑎𝑥 saturates with 𝜂 making it more 

suitable to simulate the redox kinetics.  

Figure 5.6 
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Figure 5.6 (cont.) 

Figure 5.6: Max time step that can be used to ensure convergence using fixed-point 

iteration scheme for both Butler-Volmer (BV) and Marcus-Hush-Chidsey (MHC) kinetic 

models. 

 

To address the transport based limitation on choosing the time step, we use the Courant-

Friedrichs-Lewy condition3. The transport of species within the time step must be smaller 

the length scales of discretization over the time step. The 𝐶𝐹𝐿𝑛𝑢𝑚 number can be defined 

as 𝐶𝐹𝐿𝑛𝑢𝑚 =
𝑚𝑎𝑥|𝑢⃗⃗ |Δ𝑡

Δ𝑥
. The CFL number should be less than 1 to ensure convergence. 

We set the maximum CFL number to be 0.5 

Δ𝑡 ≤
𝐶𝐹𝐿𝑚𝑎𝑥Δ𝑥

𝑚𝑎𝑥|𝑢⃗ |
 

Δ𝑡 ≤
0.5Δ𝑥

𝑚𝑎𝑥|𝑢⃗ |
5.70 

5.2.2 Damping Reactions at Low Concentrations  

In this section, we propose reaction limiters at low redox concentrations. Consider an RFB 

electrode with two sets of redox reactions at equilibrium 𝜂 = 0, the primary reaction 

equilibrium due to redox species 𝑅1, 𝑂1 (with standard potential 𝐸1) and the secondary 

reaction arising due to crossed over species 𝑅2, 𝑂2 (with standard potential 𝐸2). Let the 

electrode surface and the electrolyte be at potentials 𝜙𝑠 and 𝜙𝑒 respectively. The ratio of 

redox species concentrations depends on the potentials 𝐸1 and 𝐸2. Writing the over 
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potential as 𝜂 = 𝜙𝑠 − 𝜙𝑒 − 𝜙𝑒𝑞 for the primary reaction and using the Nernst equation 

𝜙𝑒𝑞 = 𝐸1 −
𝑅𝑇

𝐹
𝑙𝑜𝑔 (

𝑐𝑅1

𝑐𝑂1
), we get 

𝑅1 ⇌ 𝑂1 + 𝑒− 

𝜂1 = 0 = 𝜙𝑠 − 𝜙𝑒 − 𝐸1 +
𝑅𝑇

𝐹
𝑙𝑜𝑔 (

𝑐𝑅1

𝑐𝑂1
)  5.71 

Writing the overpotential equation for the secondary reaction with 𝜙𝑒𝑞 = 𝐸2 −
𝑅𝑇

𝐹
𝑙𝑜𝑔 (

𝑐𝑅2

𝑐𝑂2
)  

𝑅2 ⇌ 𝑂2 + 𝑒− 

𝜂2 = 0 = 𝜙𝑠 − 𝜙𝑒 − 𝐸2 +
𝑅𝑇

𝐹
𝑙𝑜𝑔 (

𝑐𝑅2

𝑐𝑂2
)  5.72 

Equations 5.71 and 5.72 relate the dependence of the concentration 𝑐𝑅1, 𝑐𝑂1, 𝑐𝑅2, 𝑐𝑂2 on 

𝜙𝑠, 𝜙𝑒 , 𝐸1, 𝐸2. Simplifying equations 5.71 and 5.72, we get 

𝑐𝑅2

𝑐𝑂2
=

𝑐𝑅1

𝑐𝑂1
𝑒−

𝐹
𝑅𝑇

(𝐸1−𝐸2)
5.73 

For an RFB working voltage of 𝐸1 − 𝐸2 = 1𝑉 and assuming 𝑐𝑅1~𝑐𝑂1, we get 𝑐𝑅2 =

𝑐𝑂2×10−17. In other words, the crossed over redox couple experience high overpotential 

where almost all of 𝑅2 is oxidized to 𝑂2 leaving only trace concentrations of 𝑅2. The trace 

amounts of 𝑅2 become even smaller with increasing the working voltage of RFBs. The 

machine precision limits the capability of numerically capturing concentration changes at 

such orders of magnitude. A double machine precision is about 10−16. Moreover, 

physically speaking, such low redox concentrations (on order of 10−16) contribute 

insignificantly to the reaction current density and only introduces unnecessary numerical 

complexity. We therefore proposed a reaction rate damper at low concentrations which 
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essentially acts as a reaction switch. A sigmoid function Ψ(𝑐), pinned about a certain cut-

off concentration 𝑐𝑐𝑢𝑡𝑜𝑓𝑓, is used to damp out the reaction currents. Species 

concentrations below 𝑐𝑐𝑢𝑡𝑜𝑓𝑓 do not participate in redox reactions. If 𝑐 > 𝑐𝑐𝑢𝑡𝑜𝑓𝑓, Ψ = 1 

and if 𝑐 < 𝑐𝑐𝑢𝑡𝑜𝑓𝑓, Ψ = 0. The function Ψ should be continuous, consistent with the rest of 

continuous equations used in our RFB model. 

Ψ(𝑐) = 1 −
1

𝑒
𝑐−𝑐𝑐𝑢𝑡𝑜𝑓𝑓

𝜎 + 1

5.74 

The 𝜎 governs the spread of the function about 𝑐𝑐𝑢𝑡𝑜𝑓𝑓. In our simulations, we choose 

𝑐𝑐𝑢𝑡𝑜𝑓𝑓 = 10−5𝑀 and 𝜎 = 5×10−7𝑀. Figure 5.7 shows the variation of Ψ around 𝑐𝑐𝑢𝑡𝑜𝑓𝑓. 

Figure 5.7 

 

Figure 5.7: Variation of the reaction damping function around 𝑐𝑐𝑢𝑡𝑜𝑓𝑓. 
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For a reaction 𝑅 ⇌ 𝑂 + 𝑒−, the forward reaction rate is 𝑘𝑜𝑥𝑐𝑅 and the reverse reaction rate 

is 𝑘𝑟𝑒𝑑𝑐𝑂. The net rate of reaction is given as 

𝑆 = 𝑎(𝑘𝑜𝑥𝑐𝑅 − 𝑘𝑟𝑒𝑑𝑐𝑂) 

With the damping function Ψ, the net reaction rate can be given as 

𝑆 = 𝑎(𝑘𝑜𝑥𝑐𝑅Ψ(𝑐𝑅) − 𝑘𝑟𝑒𝑑𝑐𝑂Ψ(𝑐𝑂)) 5.75 

Equation 5.75 will replace eqns. 5.6 − 7 in discretizing the source term. The discrete form 

of the source term 𝑆 is now given as (in terms of the surface concentrations) 

𝑆𝑖 ≅ 𝑆𝑖
∗ +

𝜕𝑆𝑖

𝜕𝜙𝑠
|
∗
(𝜙𝑠 − 𝜙𝑠

∗) +
𝜕𝑆𝑖

𝜕𝜙𝑒
|
∗
(𝜙𝑠 − 𝜙𝑒

∗) +
𝜕𝑆𝑖

𝜕𝑐𝑅𝑖
𝑠 |

∗

(𝑐𝑅𝑖

𝑠 − 𝑐𝑅𝑖

𝑠 ∗
) +

𝜕𝑆𝑖

𝜕𝑐𝑂𝑖
𝑠 |

∗

(𝑐𝑂𝑖

𝑠 − 𝑐𝑂
𝑠
𝑖

∗
) 5.76  

𝜕𝑆

𝜕𝜂0
= 𝑎 (𝑐𝑅

𝜕𝑘𝑜𝑥

𝜕𝜂0
Ψ(𝑐𝑅

𝑠) − 𝑐𝑂

𝜕𝑘𝑟𝑒𝑑

𝜕𝜂0
Ψ(𝑐𝑂

𝑠)) 5.77 

𝜕𝑆

𝜕𝜙𝑠
=

𝜕𝑆

𝜕𝜂0

𝜕𝜂0

𝜕𝜙𝑠
=

𝜕𝑆

𝜕𝜂0
5.78 

𝜕𝑆

𝜕𝜙𝑒
=

𝜕𝑆

𝜕𝜂0

𝜕𝜂0

𝜕𝜙𝑒
= −

𝜕𝑆

𝜕𝜂0
5.79 

𝜕𝑆

𝜕𝑐𝑅
𝑠 = 𝑎 (𝑐𝑅

𝑠
𝜕𝑘𝑜𝑥

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑅
𝑠 Ψ(𝑐𝑅

𝑠) + 𝑘𝑜𝑥Ψ(𝑐𝑅
𝑠) + 𝑐𝑅

𝑠𝑘𝑜𝑥

𝜕Ψ(𝑐𝑅
𝑠)

𝜕𝑐𝑅
𝑠  − 𝑐𝑂

𝑠
𝜕𝑘𝑟𝑒𝑑

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑅
𝑠 Ψ(𝑐𝑂

𝑠)) 5.80 

𝜕𝑆

𝜕𝑐𝑂
𝑠 = 𝑎 (𝑐𝑅

𝑠
𝜕𝑘𝑜𝑥

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑂
𝑠 Ψ(𝑐𝑅

𝑠) − 𝑘𝑟𝑒𝑑Ψ(𝑐𝑂
𝑠) − 𝑐𝑂

𝑠
𝜕𝑘𝑟𝑒𝑑

𝜕𝜂0

𝜕𝜂0

𝜕𝑐𝑂
𝑠 Ψ(𝑐𝑂

𝑠) − 𝑐𝑂
𝑠𝑘𝑟𝑒𝑑

𝜕Ψ(𝑐𝑂
𝑠)

𝜕𝑐𝑂
𝑠  ) 5.81 
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5.2.3 Logarithmic Transformation of Concentration Field 

We observed in the previous section 5.2.2 that the crossed species concentration is 

orders of magnitude different. In section 5.2.2 we damp the reactions to avoid 

concentrations decreasing below a cutoff. In this section, we modify the system of linear 

equations to solve for 𝑙𝑜𝑔(𝑐𝑅 , 𝑐𝑂) instead of direct 𝑐𝑅 , 𝑐𝑂 to embrace the orders of 

magnitude variation in the species concentrations and check for convergence. 

 

The coefficient matrix 𝐴 multiplies the variable vector 𝑋 to give residual vector 𝐵 𝐴𝑥 = 𝐵 

(section 5.2). The concentration variables in 𝑋 are expressed directly. We transform the 

coefficient matrix 𝐴 and the residual vector 𝐵 to enable solving for 𝑙𝑜𝑔(𝑐) instead of 𝑐 

directly. Let 𝑔𝑖 = 𝑙𝑜𝑔(𝑐𝑖) or 𝑐𝑖 = 𝑒𝑔𝑖. By using Taylor series expansion about the best 

guess of 𝑐𝑖 which is the concentration at the previous iteration 𝑐𝑖
∗, we get 

𝑐𝑖 ≅ 𝑐𝑖
∗ +

𝜕𝑐𝑖

𝜕𝑔𝑖
|
𝑔𝑖=𝑔𝑖

∗

(𝑔𝑖 − 𝑔𝑖
∗) 5.82 

In vector form, eqn. 5.82 can be re-written as 

𝑐 = 𝑐∗⃗⃗  ⃗ + 𝐷(𝑔 − 𝑔∗⃗⃗⃗⃗ ) 5.83 

where 𝐷 contains 
𝜕𝑐𝑖

𝜕𝑔𝑖
 terms along the diagonal. We substitute eqn. 5.83 into our linear 

system of equations to get 

𝐴𝑐 = 𝑏⃗   

𝐴 (𝑐∗⃗⃗  ⃗ + 𝐷(𝑔 − 𝑔∗⃗⃗⃗⃗ )) = 𝑏⃗  
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𝐴 𝐷𝑔 = 𝑏⃗ + 𝐴 𝐷𝑔∗⃗⃗⃗⃗ − 𝐴𝑐∗⃗⃗  ⃗ 5.84 

Solving the linear system of equations presented as eqn. 5.84, we can obtain the 

concentration fields by 

𝑐𝑖 = 𝑒𝑥𝑝(𝑔𝑖) 

5.2.4 Chemical Potential Formulation of Species Fluxes 

We present the discrete equation of the transport equation in section 5.1.4. The species 

flux is given as eqn. 5.28. 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ −
𝑧𝑖𝑐𝑖

𝑏𝐷𝑖
𝑒𝑓𝑓

𝐹∇𝜙𝑒

𝑅𝑇
− 𝐷𝐻,𝑖∇𝑐𝑏 

However, when using an IEM, the large concentration and potential gradients at the 

electrode-membrane interface could affect the stability of the system of linear equations. 

However, the electrochemical potential is continuous at the interface. The Nernst-Planck 

flux equation can be rearranged to incorporate the electrochemical potential  𝜇. 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ −
𝑧𝑖𝑐𝑖

𝑏𝐷𝑖
𝑒𝑓𝑓

𝐹∇𝜙𝑒

𝑅𝑇
− 𝐷𝐻,𝑖∇𝑐𝑖

𝑏 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ −
𝑧𝑖𝑐𝑖

𝑏𝐷𝑖
𝑒𝑓𝑓

𝐹∇𝜙𝑒

𝑅𝑇
− (𝐷𝑖

𝑒𝑓𝑓
+ 𝐷𝑑𝑖𝑠𝑝,𝑖)∇𝑐𝑖

𝑏 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ −
𝑧𝑖𝑐𝑖

𝑏𝐷𝑖
𝑒𝑓𝑓

𝐹∇𝜙𝑒

𝑅𝑇
− 𝐷𝑖

𝑒𝑓𝑓
∇𝑐𝑖

𝑏 − 𝐷𝑑𝑖𝑠𝑝,𝑖∇𝑐𝑖
𝑏 

Rearranging the terms, 
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𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ − 𝐷𝑑𝑖𝑠𝑝,𝑖∇𝑐𝑏 −
𝑧𝑖𝑐𝑖

𝑏𝐷𝑖
𝑒𝑓𝑓

𝐹∇𝜙𝑒

𝑅𝑇
− 𝐷𝑖

𝑒𝑓𝑓
∇𝑐𝑖

𝑏 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ − 𝐷𝑑𝑖𝑠𝑝,𝑖∇𝑐𝑏 −
𝐷𝑖

𝑒𝑓𝑓
𝑐𝑖

𝑏

𝑅𝑇
𝑧𝑖𝐹∇Φ𝑒 − 𝐷𝑖

𝑒𝑓𝑓
ci
b∇ ln(𝑐𝑖

𝑏) 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ − 𝐷𝑑𝑖𝑠𝑝,𝑖∇𝑐𝑏 −
𝐷𝑖

𝑒𝑓𝑓
𝑐𝑖

𝑏

𝑅𝑇
(RT∇ ln(𝑐𝑖

𝑏) + 𝑧𝑖𝐹∇ϕ𝑒) 5.85 

𝑁𝑖
⃗⃗  ⃗ = 𝑐𝑖

𝑏𝑢⃗ − 𝐷𝑑𝑖𝑠𝑝,𝑖∇𝑐𝑏 −
𝐷𝑖

𝑒𝑓𝑓
𝑐𝑖

𝑏

𝑅𝑇
∇μ̃𝑖 5.86 

Where, the electrochemical potential  𝜇 is defined as 𝜇 = RT ln(𝑐𝑖
𝑏) + 𝑧𝑖𝐹ϕ𝑒. Note that 

𝐷𝑑𝑖𝑠𝑝,𝑖 in eqn. 5.86 accounts for dispersion alone without diffusion. The chemical potential 

gradient in eqn. 5.86 can be discretized similar to those mentioned in section 5.1.4. 

Integrating and applying divergence to the fluxes leads to 

∫∯𝑁𝑖
⃗⃗  ⃗. 𝑑𝐴⃗⃗⃗⃗  ⃗

𝐴𝑡

= Φ𝑒 + Φ𝑛 + Φ𝑤 + Φ𝑠 

The chemical potential based discrete equation for the east face in the finite volume 

stencil (Fig. 5.2) can be written as 

Φ𝑒 = −
𝐷𝑖

𝑒𝑓𝑓
𝑐𝑖

𝑅𝑇
𝜇𝑖 . Δ𝑥𝑃𝑥̂  

Φ𝑒 = −
𝐷𝑒,𝑖

𝑒𝑓𝑓
𝑐𝑒,𝑖Δ𝑥𝑃

𝑅𝑇

(𝜇𝐸̃ − 𝜇𝑃̃)

Δ𝑦𝑃𝐸
 

Φ𝑒 = −
𝐷𝑒,𝑖

𝑒𝑓𝑓
𝑐𝑒,𝑖Δ𝑥𝑃

𝑅𝑇

(RT ln(𝑐𝐸,𝑖
𝑏 ) + 𝑧𝑖𝐹ϕ𝐸 − RT ln(𝑐𝑃,𝑖

𝑏 ) − 𝑧𝑖𝐹ϕ𝑃)

Δ𝑦𝑃𝐸
5.87  
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Using Taylor series expansion for ln(𝑐𝐸,𝑖
𝑏 ) around the previous iteration 𝑐𝐸,𝑖

𝑏∗  

ln(𝑐𝐸,𝑖
𝑏 ) ≅ ln(𝑐𝐸,𝑖

𝑏∗) +
(𝑐𝐸,𝑖

𝑏 − 𝑐𝐸,𝑖
𝑏∗)

𝑐𝐸,𝑖
𝑏∗ 5.88 

Substituting eqn. 5.88 into 5.87, we get 

Φ𝑒

= −
𝐷𝑒,𝑖

𝑒𝑓𝑓
𝑐𝑒,𝑖Δ𝑥𝑃

𝑅𝑇

(RT ln(𝑐𝐸,𝑖
𝑏∗) + 𝑅𝑇

(𝑐𝐸,𝑖
𝑏 − 𝑐𝐸,𝑖

𝑏∗)

𝑐𝐸,𝑖
𝑏∗ + 𝑧𝑖𝐹ϕ𝐸 − RT ln(𝑐𝑃,𝑖

𝑏∗) − 𝑅𝑇
(𝑐𝑃,𝑖

𝑏 − 𝑐𝑃,𝑖
𝑏∗)

𝑐𝑃,𝑖
𝑏∗ − 𝑧𝑖𝐹ϕ𝑃)

Δ𝑦𝑃𝐸
 5.89 

The effective face values 
𝐷𝑒,𝑖

𝑒𝑓𝑓
𝑐𝑒,𝑖

Δ𝑦𝑃𝐸
 can be determined by 

Δ𝑦𝑃𝐸

𝐷𝑒,𝑖
𝑒𝑓𝑓

𝑐𝑒,𝑖

=
Δ𝑦𝐸/2

𝐷𝐸,𝑖
𝑒𝑓𝑓

𝑐𝐸,𝑖

+
Δ𝑦𝑃/2

𝐷𝑃,𝑖
𝑒𝑓𝑓

𝑐𝑃,𝑖

5.90 

5.2.5 Smearing Negative Concentration Predictions 

During the course of iterations with a possible low concentration solution, the iteration 

scheme could predict negative concentration values and cause undefined logarithms. To 

avoid this, we smear the concentrations to always have very low (close to zero) but 

positive values. Negative predictions of concentrations are smeared to have value of 

𝑐𝑠𝑚𝑒𝑎𝑟 = 10−8𝑚𝑜𝑙/𝑚3. The smearing function is given as 

Θ(c) = 0.5𝑐 (1 + erf (
𝑐

𝑐𝑠𝑚𝑒𝑎𝑟
)) +

𝑐𝑠𝑚𝑒𝑎𝑟𝑒
−

𝑐2

𝑐𝑠𝑚𝑒𝑎𝑟
2

2√𝜋
5.91
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Figure 5.8 shows the concentration values after using the smearing function Θ(𝑐). We 

use 𝑐𝑠𝑚𝑒𝑎𝑟 = 0.5 for illustration whereas in actual simulations we use 𝑐𝑠𝑚𝑒𝑎𝑟 =

10−8𝑚𝑜𝑙/𝑚3.  

Figure 5.8 

 

Figure 5.8: Concentration values with and without smearing. 𝑐𝑠𝑚𝑒𝑎𝑟 = 0.5 in this plot. 

 

5.3 Numerical Solution Algorithm 

The system of equations is solved iteratively to achieve convergence within each time 

step. If convergence is not achieved within certain iterations, the time step is reduced. 

This iteration procedure is repeated for every time step until the RFB is cycled with set 

number of charge/ discharge cycles. The solution procedure is depicted as a flow chart 

in Figure 5.9.  
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Figure 5.9 
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Figure 5.9 (cont.) 

Figure 5.9: Flow chart depicting the solution algorithm. 

5.4 Mesh Independence Study 

In numerical solution procedures, establishing mesh independence is necessary to 

remove the subjectivity of solution data on the particular mesh size/ number used. In this 

section, we vary the number of finite volume stencil both along the thickness 𝑁𝑡 and in 

the current collector direction 𝑁𝑐, and observe the variation of performance metrics such 

as discharge capacity utilization and cell polarization. The results of the mesh 

independence study are shown in Fig. 5.10. Simulation of coarsely discretized RFB 

predicts very low discharge capacity with high polarization, with converged solution. For 

mesh sizes 16×8 and beyond, the change in the performance metrics (discharge 

utilization and cell polarization) is insignificant. Although a finer mesh predicts more 

accurate solution, it is computationally expensive. We adopt the mesh 16×8 for further 

studies on RFBs. 
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Figure 5.10 

 

Figure 5.10: Variation of the discharge utilization and polarization with number of discrete 

cells. The indices for each point indicate the number of cells along the thickness 𝑁𝑡 and 

along the current collector 𝑁𝑐 written as 𝑁𝑡×𝑁𝑐. The dashed-vertical green line 

corresponds to the mesh adopted for further studies. 

 

5.5 Verification 

Verification is an important step in numerical modeling to check the correctness of 

implementation as computer programming language. We verify the present model by 
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choosing appropriate conditions under which analytical solutions exist and by comparing 

the predictions of the 2D simulation with those analytical solutions. 

To verify species conservation equations a test was performed with certain flow 

rate with zero applied current, in which case the total amount of each species in the RFB 

was conserved to within machine precision.  The advection of active species was verified 

by testing a 20-cm reactor, so as to approach a one-dimensional superficial velocity field. 

To this reactor, a discontinuity in concentration was introduced at the inlet, and the 

discontinuity was found to propagate at a velocity within 0.1% of the value expected based 

on the applied flow rate that is attributable to numerical diffusion. We also take inspiration 

from Wolfrum and co-workers4 who studied the redox active shuttling of catechol-quinone 

redox couple in a nano gap electrode. The shuttling between the two electrodes is limited 

by diffusion processes and, under no flow conditions, the diffusion limited current density 

in a channel of height ℎ with < 𝑛 > redox active molecules is given as 𝑖𝑑𝑖𝑓𝑓 =< 𝑛 >
𝐷𝑧𝑒

ℎ2  .4 

Under similar conditions of operation, the diffusion limited current density predicted by 

our simulation is in 98% agreement with the analytical expressions over three orders of 

magnitude variation in redox species concentrations (Fig. 5.11). This comparison verifies 

our implementation of the species transport equation. 
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Figure 5.11 

 

Figure 5.11: Verification of diffusion-limited current density for nano gap electrodes4. 

 

To verify implementation of reaction kinetics, the RFB with no flow was operated at large 

Wagner number (representing the scale of kinetic overpotential relative to ohmic 

polarization and defined as 𝑊𝑎 =
𝜅𝑒𝑓𝑓𝑅𝑇

𝑘0𝑎𝑐0𝐻2𝐹2
), such that kinetic polarization dominates and 

active species concentration is uniform.  In practice, ionic conductivity was increased two-

fold and the reaction rate constant was decreased by two orders of magnitude.  We find 

that for a constant applied current density of 1.0 mA/cm2, the concentrations of active 

species are uniform to within 1% of c0.  Also, the value of the reaction current density, as 
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determined by current balance over the current collector and carbon felt, agrees with 

simulated values within 1%, confirming the implementation of the kinetic model.  

Lastly, we verify our implementation of Poisson equation by constructing a 

simplified model with binary electrolyte under steady-state conditions and compare with 

analytical expressions for the Donnan effect5. Our model prediction of the Donnan 

potential jump is within 5% of the analytical value. 

 

5.6 References 

1. Davis, T. A. Algorithm 832: UMFPACK V4.3—an Unsymmetric-pattern Multifrontal 

Method. ACM Trans. Math. Softw. 30, 196–199 (2004). 

2. Iyer, V. et al. Assessing the impact of electrolyte conductivity and viscosity on the 

reactor cost and pressure drop of redox active polymer flow batteries. Journal of Power 

Sources 

3. Patankar, S. Numerical Heat Transfer and Fluid Flow. (CRC Press, 1980). 

4. Wolfrum, B., Zevenbergen, M. & Lemay, S. Nanofluidic Redox Cycling Amplification for 

the Selective Detection of Catechol. Anal. Chem. 80, 972–977 (2008). 

5. Ohshima, H. & Ohki, S. Donnan potential and surface potential of a charged 

membrane. Biophysical Journal 47, 673–678 (1985). 

 



Sections of this chapter are reprinted from Nemani V. P., Smith K. C., Uncovering the role of flow rate in 
redox-active polymer flow batteries: simulation of reaction distributions with simultaneous mixing in 
tanks, Electrochim. Acta, 247, Copyright (2017), with permission from Elsevier  

 106 

CHAPTER 6: Effects of Electrolyte Mixing in Tanks 

 

In this chapter, we elucidate the role of flow rate in determining the energy-storage 

performance of RAP-based RFBs. To do this we first explore the galvanostatic cycling 

characteristics of an RFB for low and high flow rates.  In all simulations for this chapter, 

we choose a target charge/discharge time of 5 hours, which is typical for grid-scale energy 

storage applications.  With such a constraint on cycling, the current density applied to 

each cell that is simulated will depend on the size of the RFB’s tanks relative to the 

electrolyte volume within the reactor.  We start by considering small systems for which 

the current density is also small (1 𝑚𝐴/𝑐𝑚2).  Later, we confirm that the findings obtained 

under such conditions are similar to those obtained for large systems with higher current 

densities.  

Though polarization decreases with increasing flow rate (as a result of the increased 

uniformity of current density across the separator), we find that the polarization due to 

transport processes within the electrodes is not the dominant factor responsible for 

capacity loss when cycling at low flow rates.  Subsequently, we examine the temporal 

dynamics of active species concentration within the tanks, and find, instead, that capacity 

loss under such conditions is primarily a result of mixing between solution entering the 

RFB’s tanks and solution stored in the tanks themselves.  Subsequently, we present a 

simplified model for charge utilization and use it to develop maps of charge utilization and 

polarization as a function of non-dimensional flow rate and tank size.  
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We define several non-dimensional parameters that we use to correlate results.  The 

utilization 𝜒 is defined as the fraction of theoretical capacity utilized during either charge 

or discharge of a given cycle, where theoretical capacity 𝑄𝑡ℎ𝑒𝑜𝑟𝑦 is expressed as 𝑄𝑡ℎ𝑒𝑜𝑟𝑦 =

(𝑉𝑡𝑎𝑛𝑘 + 𝑉𝑒𝑙𝑒𝑐)𝑐0𝐹.  We also use non-dimensional parameters to quantify the size of and 

the flow rate within an RFB: the tank-to-electrode volume ratio, defined as 𝛼 = 𝑉𝑡𝑎𝑛𝑘/𝑉𝑒𝑙𝑒𝑐, 

and the non-dimensional flow rate, 𝛽 = 𝑉̇/𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ, respectively.  Here, the stoichiometric 

flow rate 𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ is set by the total solution volume within a given half of the RFB divided 

by the theoretical charge time 𝜏𝑐, 𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ = (𝑉𝑡𝑎𝑛𝑘 + 𝑉𝑒𝑙𝑒𝑐)/𝜏𝑐, where 𝜏𝑐 = 𝑄𝑡ℎ𝑒𝑜𝑟𝑦/𝐼𝑎𝑝𝑝𝑙𝑖𝑒𝑑 

for a total current 𝐼𝑎𝑝𝑝𝑙𝑖𝑒𝑑 at the current collectors. The polarization Δ𝜙 is calculated based 

on simulated results as half the difference of average voltages during charge and 

discharge.  

We use galvanostatic conditions to charge and discharge for each case that follows, so 

as to produce a theoretical charge/discharge time of 5 hours in each case.  In most cases 

considered the corresponding current density is 1 𝑚𝐴/𝑐𝑚2, and we show that consistent 

behavior is observed at current densities as high as 10 𝑚𝐴/𝑐𝑚2.  Also, charge and 

discharge processes are terminated at cell voltages of 3.35𝑉 and 2.65𝑉, respectively.  

Figure 6.1 shows the variation of cell voltage with time for the first five charge/discharge 

cycles with a particular actives concentration of 𝑐0 = 0.5𝑀, tank-to-electrode volume ratio 

𝛼 = 20, and non-dimensional flow rate 𝛽 = 20. Because the catholyte is oxidized and the 

anolyte is reduced during charging, cell voltage increases until it reaches the upper 

voltage limit.  This particular case shows near-theoretical utilization during the first charge 

step, but charge and discharge capacity decrease and approach an asymptote after a 

certain number of cycles.  We refer to a cycle exhibiting this asymptotic behavior as a 
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“limit cycle.”  Subsequently, we present performance metrics for limit cycles to avoid 

anomalous capacity variations due to short-time behavior.  In practice, we obtain metrics 

for limit cycles by simulating a finite number of cycles and classify a limit cycle as a cycle 

with coulombic efficiency in excess of 99.8%. 

Figure 6.1 
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Figure 6.1 (cont.) 

Figure 6.1: (a) Variation of cell voltage with time and (b) variation of charge/discharge 

capacities and coulombic efficiency with cycle number for an RFB configuration having 

an initial active-species concentration 𝑐0  =  0.5𝑀 having a tank-to-electrode volume ratio 

𝛼 =  20 operated at 𝛽 = 20. 

6.1 Cycling Behavior at Flow Rate Extremes 

We first explore the effect of flow rate on cycling performance by considering two extreme 

values of flow rate.  Here, we consider multiples of the stoichiometric flow rate, because, 

in theory, the stoichiometric flow rate is the smallest flow rate that can be maintained 

without consuming an electrolyte’s charge capacity prior to exiting the electrode.  

Specifically, we compare the performance of cases with 𝛽 = 2 and with 𝛽 = 20, using 

twice and twenty times the stoichiometric flow rate, respectively.  The limit-cycle cell-

voltage curves for these two cases are shown in Fig. 6.2, as a function of the cell’s 

average state-of-charge. On these plots the terminal state-of-charge determines 

utilization and polarization is the difference between the charge and discharge voltage 

curves.  At low flow rates, only 20% utilization is achieved, whereas at high flow rates, 

utilization is approximately 90%. The RFB using low flow rate experiences higher 

polarization (110𝑚𝑉) than at high flow rate (11𝑚𝑉).  Experimentally, similar results have 

been observed1 with respect to the voltage curves (better capacity) and energy 

capabilities (high peak power density and limiting current). They hypothesized that high 

flow rates would enable greater utilization of the electrode volume, thus leading to better 

performance. Also previous vanadium RFB models have predicted improved coulombic 

efficiency with increased flow rate2.  
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To link the macroscopic trends of polarization with flow rate the spatial variation of the 

pore-scale reaction current density 𝑖𝑛(𝑥, 𝑦, 𝑡) are shown in Fig. 6.2 for times half-way 

through state-of-charge range accessed during a limit cycle.  This current density is 

generated at the microscopic interface between carbon-felt fibers and electrolyte, and, 

consequently, it is substantially smaller than the average electronic current density 

applied to the reactor, due to the carbon felt’s high specific surface area.  We note that 

the distributions at the specific instants in time chosen are similar to those observed over 

the entire charge/discharge process.  These distributions reveal that reaction current 

density is concentrated at the entry region for both anode and cathode at low flow rate, 

while the remainder of the electrode is practically inactive (A1 and B1).  Regions of high 

reaction rates (also called “hot spots”) and low reaction rates (also called “dead zones”) 

are made even more apparent by examining reaction current distribution on a logarithmic 

scale (C1 and C2).  When flow rate is slow enough hot spots form at the electrode entry, 

while at high flow rates, the hot spot migrates closer to the separator in both electrodes.  

In general, reaction rates are more uniformly distributed along the separator at high flow 

rate than at low flow rate.  Thus, at high flow rates, the electrode volume is efficiently 

utilized, eliminating dead zones across the electrode’s length.  These observations also 

help to explain the reduced polarization observed at high flow rates; the path length 

through which ions must transport decreases when reactions shift closer to the separator 

at high flow rate. In contrast, the hotspots at low flow rates are farther away than at high 

flow rates, leading to high polarization.  This reaction localization effect can also be 

observed in the solution-phase current density across the separator, as shown in Fig. 6.3.  

At low flow rates, the solution-phase current density is maximized near inlets.  As flow 
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rate increases this current distribution becomes more uniform, enabling more efficient 

transport of ions between electrodes. 

Figure 6.3 

 

Figure 6.3: Variation of thru-plane (x-direction) ionic current density along the separator 

for different flow rates in a RFB with initial ion concentration c0 = 0.5M and tank-to-

electrode volume ratio α = 20. The dashed line shows the electronic current density 

applied to the current collectors.  

The variations of reaction-rate distributions observed with flow rates can explain 

the trends of polarization, but polarization alone is not the root cause of the low capacity 
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obtained at low flow rates.  In general, when electrochemical cells (including flow batteries 

and Li-ion batteries) are cycled at high enough rate, polarization can reduce utilization as 

a result of the finite size of the voltage window over which cycling occurs.  For the lowest 

flow rate investigated thus far (𝛽 = 2) polarization is approximately 110 𝑚𝑉, which is 

substantially smaller than the 700 𝑚𝑉 range through which the RFB was cycled (2.65𝑉 to 

3.35𝑉).  Furthermore, the sharp rise and fall in potential at the termination charge and 

discharge, respectively, suggests that active-species capacity has been locally 

exhausted, rather than due to the effect of polarization.    

 

6.2 Effect of Tank Mixing on Capacity Loss 

Investigation of mechanisms other than reactor polarization is required to identify the 

dominant sources of capacity loss at low flow rates and to identify operating conditions to 

achieve satisfactory utilization during RFB operation.  Though we are unaware of prior 

studies focused on the effects of tanks in conventional RFBs, previous work on 

suspension-based flow batteries showed that dispersive mixing of charge3,4 and 

extension of electrochemical reactions outside of the reaction zone defined by metal 

current collectors5 can result in the loss of capacity and energy efficiency during a 

complete charge/discharge cycle.  Consequently, we explore the effect of mixing 

processes within the RFB’s tank on the capacity loss observed when operating near 

stoichiometric conditions.  

Here, we find that capacity loss near stoichiometric conditions arises primarily due to 

mixing within tanks, and we first illustrate this phenomenon with the aid of an idealized 
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batch-mode operating scheme for an RFB.  With this operating scheme solution is 

pumped into the electrode in discrete batches and the residence time of each batch in the 

reactor sets the time-averaged flow rate through the reactor.  We note that similar 

schemes, referred to as the “intermittent flow mode,” have been employed with 

suspension-based RFBs to enable efficient operation3,4,6.  Figure 6.4 shows half of two 

batch-mode RFBs: one is operated at low time-averaged flow rate (𝛽 = 1) and the other 

at high flow rate (𝛽 = 10).  For this example, tanks are chosen to be twice as large as the 

electrode (𝛼 = 2) and to contain electrolyte with 100% state-of-discharge at the beginning 

of the first charging cycle. 
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Figure 6.4 

 

Figure 6.4: Schematics depicting variation of state-of-discharge in a batch mode 

operated RFB with 𝛼 = 2 operated at (a) stoichiometric flow rate and at (b) ten times the 

stoichiometric flow rate.  
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Figure 6.4a shows the corresponding state-of-discharge variation for a stoichiometric flow 

rate (𝛽 = 1) within the tank and within the inlet and outlet of the electrode.   The residence 

time for stoichiometric conditions we denote as 𝜏𝑠𝑡𝑜𝑖𝑐ℎ.  By definition, under stoichiometric 

conditions, the electrolyte’s capacity is consumed after a single pass through the 

electrode by cycling for a time period of 𝜏𝑠𝑡𝑜𝑖𝑐ℎ.  In this particular representation, one batch 

of solution (equal to the reactor volume) enters the reactor at 100% state-of-discharge 

and exits the electrode at 0% state-of-discharge.  Subsequently this electrolyte, which is 

fully charged, is now combined with solution in the tank, where it is mixed to form solution 

with 50% state-of-discharge.  The next batch of solution entering the electrode is at 50% 

state-of-discharge, which contains substantially less charge capacity than the first batch.  

As a result, this solution’s capacity will be exhausted in a time period 50% shorter than 

that of the first batch.  As a result, the total charge time for two batches is approximately 

1.5𝜏𝑠𝑡𝑜𝑖𝑐ℎ with stoichiometric flow, while the cell should have charged for 3.0𝜏𝑠𝑡𝑜𝑖𝑐ℎ if 

mixing had not occurred within its tanks.  Thus, this cell produces a utilization of 

approximately 50%.  The corresponding capacity loss is further evidenced by the 

remaining solution within the RFB’s tank, which is filled with solution having 50% state-

of-discharge.  With larger, more practical tank-to-electrode volume ratios, capacity losses 

due to mixing are even more significant. 

Operating the RFB at high flow rates can improve charge utilization by minimizing the 

difference in state-of-discharge between the tank and electrode.  Figure 6.4b shows an 

RFB operated in batches with ten times the stoichiometric flow rate (𝛽 = 10) for the same 

tank size as in the previous example.  At this flow rate, residence time reduces tenfold to 

0.1𝜏𝑠𝑡𝑜𝑖𝑐ℎ.  Therefore, the state-of-discharge consumed during a single pass of each batch 
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is 10%, and the state-of-discharge for the first batch reduces from 100% to 90% (Fig. 

6.4b,i) when the batch is finished.  When combined with solution in the tank its state-of-

discharge decreases to 95% (Fig. 6.4b,ii).  The next batch enters with 95% state-of-

discharge.  After 19 such batches the tank concentration reduces to 5% (Fig. 6.4b,iv).  As 

a result, the batch’s capacity is exhausted during the 20th batch, resulting in 95% 

utilization.   

Similar dynamics of actives concentration within tanks and electrodes are observed when 

using continuous flow coupled to electrode reactions.  Figure 6.5 shows the average 

concentration of reduced species in the cathode tank and electrode, in addition to the 

corresponding cell voltage profiles for a RFB with an initial tank concentration 𝑐0 = 0.5𝑀 

and 𝛼 = 20 at two different flow rates.  At low flow rate during the first charging step (Fig. 

6.5a), the average concentration in the electrode rapidly drops to around 𝑐0/2 = 0.25𝑀.  

Thereafter, concentrations in the tank and electrode evolve at similar rates until 

concentration within the electrode reduces to zero.  At the same instant in time, cell 

voltage diverges due to the exhaustion of capacity within the electrode, while the tank 

concentration is approximately 0.24𝑀.  When a subsequent discharge step begins 

immediately following the end of the charge step, active species in the electrode are 

initially in a fully reduced state, producing a rise in reduced species concentration with 

time when solution from the tank is pumped to it with a concentration of 0.24𝑀.  After 

sufficient time discharging, reduced species concentration in the electrode increases to 

0.5𝑀 and no oxidized species exist.  Consequently, capacity is exhausted at this instant 

in time.  As a result of the short duration of the discharge process, concentration within 

the tank increases by a small degree during the discharge process (from 0.24𝑀 to about 
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0.26𝑀). The next charge cycle starts with the tank now at approximately 0.26M. This 

process repeats as a limit cycle for the remainder of charge/discharge cycles, where tank 

concentration fluctuates between 0.24𝑀 and 0.26𝑀, and produces a miniscule charge 

utilization of approximately 4%. 

In contrast, when flow rate is high (Fig. 6.5b, 𝛽 = 20), the difference in concentration 

between the tank and the electrode (on average) is very small (approximately 0.5𝑀 

divided by 20). The reduction in this concentration difference allows the tank and 

electrode to approach zero state-of-discharge at the end of the first charging cycle (Fig. 

6.5b, zoomed inset plot). Charge utilization is therefore complete in the sense that almost 

all of the active species are oxidized/reduced in the catholyte/anolyte during the charge 

cycle. As a result, each charge/discharge cycle starts with tanks having nearly pure state-

of-discharge tank at high flow rates, and this effect produces high energy-storage 

capacity. 

 

 

 

 

 

 

 

 



119 
 

Figure 6.5 

 

Figure 6.5: Variation of reduced active species concentration in tank and electrode 

(space averaged) for (a) low ( 2  ) and (b) high ( 20  ) flow rates in an RFB with 

initial active-species concentration c0 = 0.5M and tank-to-electrode volume ratio α = 20. 
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Based on our findings of cycling behavior at extreme flow rates we simulated cycling for 

a range of flow rates to assess its effect on utilization.   Two different initial active species 

concentrations and tank-to-electrode volume ratios with the same amount of active 

species were simulated (Fig. 6.6a).  For flow rates with 𝛽 < 2 the simulations predict near 

zero utilization. As the flow rate is increased, utilization increases monotonically and 

about 90% utilization is obtained at 𝛽 = 20.  At higher flow rates, the porous electrode 

model predicts the capacities to asymptote close to 100% of theoretical value.  Also, our 

simulations show that polarization (Δ𝜙) decreases as flow rate increases for 𝛽 > 2 (Fig. 

6.6b), and, therefore, energy efficiency losses due to electrochemical processes will be 

small when operating with high flow rates. For flow rates close to stoichiometric value 

(𝛽 < 2) the RFB operates like a stationary battery where only the electrolyte in the reactor 

is utilized towards energy storage.  This can be observed in Fig. 6.6a where utilization 

approaches a value of 𝜒 =
1

𝛼+1
. Therefore, the polarization value decreases as the flow 

rate approaches zero.  

Thus, to facilitate high utilization and efficiency RFBs must be operated at high flow rates, 

but high flow rate operation necessitates increased pumping pressure that could result in 

increased pressure-driven crossover of actives and that could require bulky and costly 

reactor designs to support mechanical loads.  Furthermore, the energy required to pump 

electrolyte could reduce the net energy efficiency of an RFB, including balance-of-plant 

energy losses. In practice, the choice of operating conditions must be balanced among 

these factors.   
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Figure 6.6 
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Figure 6.6 (cont.) 

Figure 6.6: Simplified model and porous electrode model predictions of (a) utilization 𝜒 

(%) and (b) polarization (mV), with the non-dimensional flow rate for two different cases 

which have the same theoretical capacity. 

6.3 Utilization and Polarization Maps from a Simplified Model  

A simple model is developed to predict the aforementioned behavior of the tank 

concentration with flow rate and tank size, and from this we estimate the actual capacity 

that can be obtained after the mixing losses in the tanks during a complete 

charge/discharge cycle.  This model assumes negligible loss in capacity due to kinetic 

and ohmic polarization, and, therefore, it provides an upper bound on the obtainable 

capacities that an RFB can achieve with losses due polarization.   

Figure 6.7 

 

Figure 6.7: Diagram of one half of the RFB unit cell with two control volumes. 
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Figure 6.7 shows the appropriate control volumes of the cathode half of an RFB during 

the charging process.   By applying species conservation to control volumes around the 

tank and the entire system the governing equations are: 

𝑑(𝑐𝑡𝑎𝑛𝑘𝑉𝑡𝑎𝑛𝑘)

𝑑𝑡
= (𝑐𝑜𝑢𝑡 − 𝑐𝑡𝑎𝑛𝑘)𝑉̇ 

𝑑(𝑐𝑒𝑙𝑒𝑐𝑉𝑒𝑙𝑒𝑐 + 𝑐𝑡𝑎𝑛𝑘𝑉𝑡𝑎𝑛𝑘)

𝑑𝑡
+

𝐼

𝐹
= 0 

where 𝑐𝑒𝑙𝑒𝑐, 𝑐𝑡𝑎𝑛𝑘, and 𝑐𝑜𝑢𝑡 are average actives concentration within a given electrode, 

within its corresponding tank, and exiting the electrode, respectively.  To close this set of 

linear ordinary differential equations (ODEs) we assume that the average electrode 

concentration is an average of concentrations entering and exiting the reactor (i.e., 𝑐𝑒𝑙𝑒𝑐 =

(𝑐𝑡𝑎𝑛𝑘 + 𝑐𝑜𝑢𝑡)/2).  We solve these ODEs subject to the initial condition that 𝑐𝑡𝑎𝑛𝑘(𝑡 = 0) =

𝑐0.  From this solution the utilization 𝜒 can be determined based by the ratio of actual 

capacity obtained 𝑄𝑎𝑐𝑡𝑢𝑎𝑙 relative to 𝑄𝑡ℎ𝑒𝑜𝑟𝑦, which is equal to a ratio of the actual 

charge/discharge time 𝑡𝑎𝑐𝑡𝑢𝑎𝑙 to the theoretical charge time 𝜏𝑐 when galvanostatic 

conditions are used.  After expressing these equations in non-dimensional form, utilization 

𝜒 can be determined by a universal function dependent on (1) tank-to-electrode volume 

ratio 𝛼 and (2) non-dimensional flow rate 𝛽: 𝜒 = 𝑓(𝛼, 𝛽).   

Polarization can also be predicted based on this model, even though it does not include 

ohmic processes explicitly.  This polarization results from irreversible processes within 

both the tanks and electrodes that are inherent to the chose RFB architecture.  Heat 

generation occurs due to mixing between solution entering the tank and solution stored 

in the tank, each having different concentrations of active species.  Although the local 
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distribution of current within electrodes does not affect the outlet concentration of active 

species (considering all distributions having the same total current), in the present flow 

configuration current is biased toward the inlet of the cell because a common cell potential 

is imposed across the entire electrode, while the state-of-charge of solution varies along 

its length.  Hence, solution will be charged near the inlet with a potential that exceeds its 

thermodynamically reversible value, and, thus, this effect contributes to polarization.  In 

contrast to ohmic polarization (which scales linearly with current density), this polarization 

will occur even as applied current approaches zero, and, hence, it represents the 

minimum energy loss attainable with an RFB configuration of certain tank size 𝛼 and flow 

rate 𝛽.  We calculate this polarization with the simplified model by assuming that 

overpotential is negligible at the outlet of both electrodes, in which case cell voltage may 

be determined as the difference of equilibrium potentials at the outlet of these two 

electrodes (i.e., 𝑉𝑐𝑒𝑙𝑙 = 𝜙𝑒𝑞
+ − 𝜙𝑒𝑞

− ).  Such analysis shows that, similar to the utilization, 

polarization Δ𝜙 normalized by the “thermal voltage” 𝑅𝑇/𝐹 is a function only of 𝛼 and 𝛽 

(i.e.,
Δ𝜙𝐹

𝑅𝑇
= 𝑔(𝛼, 𝛽)).  Hereafter, we refer to polarization produced by the simplified model 

as the polarization due to inherent irreversibility. 

The results of the capacity and polarization predictions of this simplified model were 

compared to those of the porous electrode model in Fig. 6.6 and were found to have 

excellent agreement of over 95%. We also confirm that the effect of tank mixing on 

utilization that is predicted by the simplified model is consistent with porous electrode 

simulations even at higher current densities.  Specifically, Table 6.1 compares the charge 

capacities predicted by the porous electrode model to that of the simplified model for three 

different current densities of increasing magnitude at low (𝛽 = 3) and high (𝛽 = 20) flow 
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rates respectively.  Here, the tank size was increased with current density to achieve a 

theoretical 5 hour charge/discharge time using the following relationship: 𝛼 =

𝑖𝑎𝑝𝑝𝜏𝑐/(𝑐0𝐹𝐻𝜖) − 1.  Utilization predictions of the simplified model are about 95% in 

agreement with the predictions of the porous electrode model, indicating that the 

dependence of utilization on the two dimensionless numbers (𝛼 and 𝛽) is true even at 

higher current densities.  

Table 6.1: Comparison of utilization predictions from the porous electrode model and the 

simplified model at different current densities in low (𝛽 = 3) and high (𝛽 = 20) non-

dimensional flow regimes.  

 

Now, we examine the variation of polarization with system size, and we show that the 

polarization due to inherent irreversibility dominates at small system sizes.  Figure 6.8 

shows the variation of polarization with the relative total volume of electrolyte with respect 

to the electrolyte volume in the electrode, 𝛼 + 1, obtained from the porous electrode 


 

 appliedi
 

(mA/cm2) 

  
simulation  

(%)
 

simplified  

(%)
 


 

(mV)
 

 128.55 1 
 3 36.45 34.10 80.96 

20 91.96 90.11 20.21 

646.77 5 
3 31.89 33.48 107.14 

20 91.23 90.02 46.06 

1294.5 10 
3 31.34 33.41 136.2 

20 90.56 90.01 77.27 
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simulations of RFBs. Polarization predictions of the simplified model and a propagating 

reaction front (PRF) model7,8 are also shown for comparison with porous electrode model 

predictions. The PRF model accounts for ohmic resistance from reactions that propagate 

as a planar front through each electrode, in which case the area-specific resistance 𝑅𝑎𝑠𝑟 

is:7,8 

𝑅𝑎𝑠𝑟 = (
𝐻

2𝜅𝑒𝑓𝑓
+

𝐻𝑠𝑒𝑝

𝜅0𝜖𝑠𝑒𝑝/𝜏𝑠𝑒𝑝
+

𝐻

2𝜅𝑒𝑓𝑓
) 

Here, ionic conductivity values used with this model were chosen consistent with porous 

electrode simulations.  Polarization due to the PRF can be determined as the product of 

𝑅𝑎𝑠𝑟 and the applied current density 𝑖𝑎𝑝𝑝. The results are shown for two different 

concentrations in a high flow rate regime of operation 𝛽 = 20, and current density is 

adjusted to obtain the same theoretical charge/discharge time of 5 hours among all 

different cases, such that current density increases linearly with 𝛼. The polarization due 

to inherent irreversibilty asymptotes to a particular value of 10mV, while for sufficiently 

large tanks (e.g., 𝛼 = 1000) the polarization due to area-specific resistance is 100mV, 

exceeding that due to inherent irreversibility by an order of magnitude because of high 

current densities needed for large tanks. Thus it can be concluded that for smaller tank 

sizes the polarization due to the inherent irreversibilities is the dominant source of 

polarization, whereas for larger tank sizes the polarization due to the area-specific 

resistance dominates. 
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Figure 6.8 

 

Figure 6.8: Variation of polarization with the ratio of total volume of electrolyte in the RFB 

to the volume of electrolyte in the electrode.  The RFB is operated at a high non-

dimensional flow rate 𝛽 = 20 for two different active-species concentrations. Polarization 

predictions from the propagating reaction front model and the simplified model are also 

shown for comparison. 

Since the simplified model predicts utilization and polarization levels similar to the 

porous electrode model at low current densities, it can be used as an upper-bound 

estimate of utilization and a lower-bound estimate of polarization for RFBs having various 

tank sizes and using various flow rates.  Figure 6.9 shows the variation of (a) utilization 

and (b) non-dimensional polarization with flow rate for various tank-to-electrode volume 
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ratios, as predicted by the simplified model.  The charge capacity increases and 

polarization due to inherent irreversibilities decreases with increasing flow rate. Although 

the percentage capacity is higher for smaller tank sizes, the base theoretical capacity for 

such systems is small. For larger tanks, 𝛼 > 20, the degree of change in utilization and 

polarization with tank size is small indicating that the utilization and polarization are 

governed by flow rate alone 𝜒 = f(𝛼, 𝛽) ≈ 𝑓∗(𝛽) and Δ𝜙 = 𝑔(𝛼, 𝛽) ≈ 𝑔∗(𝛽) when 𝛼 > 20.  

For flow rates near stoichiometric flow velocity (𝛽 = 1), the capacity that can be obtained 

is very low. The charge utilization increases with increasing flow rate and asymptotes to 

near 100% capacity for very high flow rates (𝛽 = 100).  
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Figure 6.9 
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Figure 6.9 (cont.) 

Figure 6.9: Simplified model predictions of (a) utilization capacity and (b) non-

dimensional polarization as a function of the dimensionless flow rate 𝛽 for various tank-

to-electrode volume ratios 𝛼. 
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CHAPTER 7: Analysis of Crossover Induced Capacity Fade with Non-Selective 

Separators 

 

The primary aim of this study is to explain the mechanisms governing the 

crossover rate of redox active species and its effect on capacity fade. To ensure charge 

neutrality during the cycling process, redox active species can participate alongside with 

supporting electrolyte ions by crossing the separator, leading to material loss. The 

crossover rate is affected by the concentration, diffusion coefficient, and charge number 

of redox species relative to the supporting electrolyte. Such processes can lead to 

interesting phenomenon such as redox active shuttling between the two electrodes. 

Although lumped analytical models have been proposed to understand capacity fade due 

to crossover1, an in depth understanding of the local processes that produce capacity 

fade effects is missing. Here, a 2D model which tracks all dissolved species at all instants 

in time allows us to quantify the degree of crossover and the spatially resolved reaction 

currents.  

Depending on the oxidation states of the redox species, the reactions can be 

classified either as salt-splitting (SS) or rocking-chair (RC) configuration. In SS 

configuration one species in each redox couple is neutral requiring the presence of 

supporting electrolyte for ion transfer across the separator. In RC configuration all redox 

species have similarly signed non-zero oxidation state,2 and these ions, along with their 

associated counter ions, can transfer across the separator to maintain electroneutrality. 

Theoretically RC requires lesser salt concentration than SS and could therefore be a 
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potential solution towards economical low-salt RFBs2. In this study, we compare the 

capacity utilization and capacity fade of RC and SS configurations as a function of salt 

concentration and the diffusion coefficient of redox species. Such analysis can be used 

to engineer redox active molecules and separator materials.  

As there are multiple species and reactions involved, we refer to the redox reactions which 

are intended for either the high potential electrode (HPE) or the low potential electrode 

(LPE) as primary reactions. The redox reactions the species experience upon crossing 

over the separator are referred to as “crossed” reactions (see Figure 4.2). 

Primary reactions: 𝑅1𝑧𝑅1 ⇌ 𝑂1𝑧𝑂1 + 𝑒− in HPE and 𝑅2𝑧𝑅2 ⇌ 𝑂2𝑧𝑂2 + 𝑒− in LPE 

Crossed reactions: 𝑅2𝑧𝑅2 ⇌ 𝑂2𝑧𝑂2 + 𝑒− in HPE and 𝑅1𝑧𝑅1 ⇌ 𝑂1𝑧𝑂1 + 𝑒− in LPE 

 

We introduce two dimensionless numbers of practical importance to elucidate our 

results. Molar salt ratio 𝛾 is defined as the ratio of the concentration of salt to the 

concentration of the redox species in the electrolyte 𝛾 = 𝑐𝑠𝑎𝑙𝑡/𝑐𝑟𝑒𝑑𝑜𝑥. Throughout our 

analysis, the concentration of redox active species is fixed at 0.5M and the concentration 

of salt is varied from 0M to 1M (𝛾: 0 → 2). The salt-diffusion ratio 𝜁 is the ratio of the 

diffusion coefficient of salt ions to that of redox active ions 𝜁 = 𝐷𝑠𝑎𝑙𝑡/𝐷𝑟𝑒𝑑𝑜𝑥. The value of 

the diffusion coefficient of salt ions (𝐴+, 𝐵−) is set to that of the 𝑃𝐹6
−  anion in EC/PC/DMC3 

and 𝐷𝑟𝑒𝑑𝑜𝑥 is varied systematically by three orders of magnitude (𝜁: 10 → 103). Practically 

𝜁~10 corresponds to DBBB4 and 𝜁~100 represents a 318kDa viologen RAP5. A high 

value of 𝐷𝑟𝑒𝑑𝑜𝑥 > 5×10−11𝑚2/𝑠 (low 𝜁) implies that the diffusion coefficient of the redox 

active molecules is on par with salt ions. Although increasing 𝐷𝑟𝑒𝑑𝑜𝑥 increases the ionic 
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conductivity of electrolyte, the redox active molecules actively compete with salt ions for 

transport across the separator, leading to large capacity fade. Capacity utilization 𝜒 is 

defined as the percentage of theoretical capacity being utilized during a certain 

charge/discharge cycle. The RFBs here are cycled galvanostatically between 2.5V to 

3.5V.  

 

7.1 Cycling Behavior and Reaction Current Distribution 

 We first study the cycling performance of an RFB in terms of capacity utilization 

and coulombic efficiency for ten charge/discharge cycles. For this analysis, a 

representative RFB with 0.5M salt concentration (𝛾 = 1) and redox species diffusion 

coefficient 7.9×10−12𝑚2/𝑠 (𝜁 = 63 times lower diffusion coefficient than salt ions) is 

chosen. The cell voltage curve for this case is shown in Figure 7.1 along with the variation 

of the capacity utilization during discharge at every cycle. Here, the coulombic efficiency, 

which is correlated to the degree of crossover1, is 97% indicating that with every cycle 

there is certain loss of active species due to crossover. Because of this effect the 

discharge capacity utilization fades by 20% within the first ten cycles. 

We first study the cycling performance of an RFB in terms of capacity utilization and 

coulombic efficiency for ten charge/discharge cycles. For this analysis, a representative 

RFB with 0.5 M salt concentration (𝛾 =  1) and with redox species diffusion coefficient 

𝜁 =  63 times smaller than that of salt ions, a ratio that is similar magnitude to the 

“rejection ratio” measured previously5 for RAPs relative to inert salt ions. For the chosen 

values of 𝐷𝑠𝑎𝑙𝑡, current density, and salt concentration this simulation produces a salt 
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Damköhler 𝐷𝑎𝑠𝑎𝑙𝑡 equal to 8, which we show later is small enough to facilitate “sufficient 

supporting electrolyte” behavior where capacity losses are dominated by the diffusive 

crossover of redox species (rather than by ohmic polarization). Here, we focus on this 

particular case to illustrate the influence of crossover on reaction current distribution and 

charge capacity. The cell voltage curve for this case is shown in Figure 7.1 along with the 

variation of the capacity utilization during discharge at every cycle. Here, the coulombic 

efficiency, which was previously correlated to the degree of crossover,1 is 97% indicating 

that with every cycle there is certain loss of active species due to crossover. Because of 

this effect the discharge capacity utilization fades by 20% within the first ten cycles. 
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Figure 7.1 

 

Figure 7.1: (a) Variation of cell voltage with time and (b) variation of discharge-utilization 

and coulombic efficiency with cycle number for a representative RFB with 0.5 M redox-

active species concentration. 
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7.2 Reaction Current Distribution and Crossover Fluxes 

The dynamics of crossover and redox active species shuttling processes vary 

significantly within a single charge/discharge cycle step. With the variation in state-of-

charge, the processes of diffusion and migration can either favor or oppose each other in 

transferring the redox active species across the separator depending on the direction of 

current. When the primary redox couple of the HPE (𝑅1𝑧𝑅1/𝑂1𝑧𝑂1) crosses over into the 

LPE, the large negative overpotential environment in the LPE drives the reduction 

reaction where almost all 𝑂1𝑧𝑂1 reduces to 𝑅1𝑧𝑅1. This overpotential is negative 

throughout the charge/discharge cycle. Similarly, when the primary redox couple of the 

LPE (𝑅2𝑧𝑅2/𝑂2𝑧𝑂2) crosses over to the HPE, the large positive overpotential environment 

drives the oxidation reaction converting all 𝑅2𝑧𝑅2to 𝑂2𝑧𝑂2. 

The total pore-scale reaction current density 𝑖𝑛(𝑥, 𝑦, 𝑡) is a result of electrode-

electrolyte interfacial redox reactions and is different from the galvanostatic applied 

current density at the current collectors. This reaction current density is calculated from 

the MHC kinetic model. Figure 7.2 shows the development of cell voltage with state-of-

charge during the second charge/discharge cycle. Snapshots of the primary and crossed 

reaction current densities are also shown at two points: near the end of the charge step 

(A) and early in the discharge step (B). The corresponding cell-voltage is shown as a loop 

varying with state-of-charge to delineate the capacity utilization during both charge and 

discharge steps (80% in this case) and the polarization measured by the averaged 

difference of the voltages during charge and discharge. The cell voltage plot in Fig. 7.2 

also shows that the state-of-charge consumed during the discharge process falls short to 

complete the loop, indicating coulombic inefficiency due to crossover.   
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The pore-scale reaction current density is positive during the oxidation process 

and negative during reduction. While charging the RFB, the redox couple in the HPE 

undergo oxidation generating 𝑂1𝑧𝑂1 while the redox couple in the LPE undergo reduction 

generating 𝑅2𝑧𝑅2. The Oxidation reaction in the HPE is reflected by positive values of 

𝑖𝑛,𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑥, 𝑦, 𝑡) in the HPE and reduction reaction in the LPE are associated with 

negative values of 𝑖𝑛,𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑥, 𝑦, 𝑡) in the LPE as shown in panel A1 of Fig. 7.2. Since a 

large flow rate is chosen, the reaction currents are well distributed within the electrode 

volume, effectively using the available surface area for conducting the reactions. This 

observation of uniform reaction distribution within the electrodes at high flow rates is 

consistent with the our previous findings6 and operating the RFB at lower flow rates will 

bias the reactions near the inlets increasing polarization losses. Similarly, during the 

discharge process (Fig. 7.2, B1), the primary reaction currents are negative (reduction) in 

the HPE and positive (oxidation) in the LPE. The primary reaction current distribution 

𝑖𝑛,𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑥, 𝑦, 𝑡) shown at points A and B is representative of entire charge/discharge 

step.  
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The crossed reaction current density 𝑖𝑛,𝑐𝑟𝑜𝑠𝑠(𝑥, 𝑦, 𝑡) is affected by local 

overpotential and the availability of redox active species in the counter electrode (degree 

of crossover). As explained above, the redox couple 𝑅1𝑧𝑅1/𝑂1𝑧𝑂1, which is primary to the 

HPE, undergoes reduction upon crossing over to the LPE. Therefore when 𝑅1𝑧𝑅1 crosses 

over, it accumulates in the LPE without undergoing any redox reaction. On the contrary 

when 𝑂1𝑧𝑂1 crosses over into the LPE, it undergoes fast reduction to 𝑅1𝑧𝑅1  due to large 

negative overpotentials irrespective of the RFB’s state-of-charge. The degree of 

crossover of each species, characterized by its diffusion and migration rates, varies 

significantly with state-of-charge. The HPE is rich in the oxidized species 𝑂1𝑧𝑂1  during 

the end of charging or early in the discharge process, favoring diffusion of 𝑂1𝑧𝑂1 from the 

HPE to the LPE which immediately is reduced to 𝑅1𝑧𝑅1 in the LPE. Therefore, as shown 

in Fig. 7.2 panels A2 and B2, 𝑖𝑛,𝑐𝑟𝑜𝑠𝑠(𝑥, 𝑦, 𝑡) of the crossed couple 𝑅1𝑧𝑅1/𝑂1𝑧𝑂1 in the LPE 

becomes negative (reduction) and dominant near the separator region. At the same 

instant in the charge/discharge cycle, the LPE electrode is plentiful in 𝑅2𝑧𝑅2  

concentration, which, upon crossing over to the HPE, undergoes oxidation to 𝑂2𝑧𝑂2. Thus, 

𝑖𝑛,𝑐𝑟𝑜𝑠𝑠(𝑥, 𝑦, 𝑡) in both electrodes is significant in magnitude only during the second half of 

the charging process and during the first half of discharging process. Crossover 

magnitudes are relatively small otherwise, a mechanistic explanation of which is given 

later by comparing diffusion and migration contributions. Also, note that the values of 

𝑖𝑛,𝑐𝑟𝑜𝑠𝑠(𝑥, 𝑦, 𝑡) are at least an order of magnitude lower than 𝑖𝑛,𝑝𝑟𝑖𝑚𝑎𝑟𝑦(𝑥, 𝑦, 𝑡) and the sign 

of 𝑖𝑛,𝑐𝑟𝑜𝑠𝑠(𝑥, 𝑦, 𝑡) is maintained consistently in the HPE and in the LPE (i.e., oxidation and 

reduction respectively) regardless of the charge/discharge cycling phase of the RFB.  
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To qualitatively estimate the distribution of the crossed reaction current density 

𝑖𝑛,𝑐𝑟𝑜𝑠𝑠(𝑥, 𝑦, 𝑡), the kinetically limited current 𝐼𝑘𝑖𝑛𝑒𝑡𝑖𝑐
lim in the electrode is compared to the 

species ionic crossover current passing through the separator 𝐼𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟. At high 

overpotentials (|𝜂| ≫ 𝑘𝐵𝑇/𝑒) MHC theory predicts a limiting kinetic rate constant:  

𝑘𝑜𝑥/𝑟𝑒𝑑
𝑙𝑖𝑚 = 4𝑘0/𝑒𝑟𝑓𝑐 (

𝜆∗ − √1 + √𝜆∗

2√𝜆∗
) 

For the present simulations we estimate 𝐼𝑘𝑖𝑛𝑒𝑡𝑖𝑐
lim /𝐼𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟~104, implying that active 

species should react instaneously once they have crossed through the separtor.  This 

expectation is confirmed by our simulations where reaction hotspots are observed 

adjacent to the separator, as shown in panels A2 and B2 of Fig. 7.2. 

 

Diffusion and migration mechanisms govern the crossover process. The relative 

contribution of these two processes towards crossover varies significantly with the charge 

number, the diffusion coefficient, and the transient concentration fields of all the redox 

active and salt species involved. Although zero-dimensional, time-independent heuristic 

models haven been proposed to quantify the degree and effects of crossover1,7, a more 

comprehensive picture is needed to design RFBs and to engineer their electrolytes. Using 

the 2D transient model presented here, we track the time varying diffusion and migration 

rates of selected redox species, and we further elucidate the findings about crossed 

reaction current density in Fig. 7.2. The variation of the concentration of 𝑂1𝑧𝑂1 in the HPE 

electrode is shown for a single charge/discharge cycle in Fig. 7.3(a) along with cell 

voltage. The diffusion and migration crossover fluxes are shown in Fig. 7.3(b) in terms of 
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crossover current fraction along with thumbnails indicating the direction of crossover 

during charge/discharge. The crossover current fraction is defined as the ratio of the ionic 

current due to a particular species passing through the separator and the total applied 

galvanostatic current at the current collector. The crossover current fraction is positive 

when species crossover from HPE to LPE and is negative otherwise. The ionic current of 

𝑂1𝑧𝑂1 is calculated by multiplying each component of the molar flux (Eq. 7) through the 

porous separator with the oxidation state of 𝑂1𝑧𝑂1 (here 𝑧𝑂1 = +3). During the charging 

process the concentration of 𝑂1𝑧𝑂1 increases in the HPE along with the solution potential 

and cell voltage. Therefore, during the charging process, the gradient of 

𝑂1𝑧𝑂1concentration and solution potential across the separator continuously increases, 

leading to increased diffusion and migration fluxes with time. The migration fluxes have a 

squared dependence on the oxidation state of the species involved. As can be seen from 

Fig. 7.3(b), migration dominates diffusive crossover fluxes for a high oxidation state redox 

molecule (𝑧𝑂1 = +3) during the charging process. During the discharge process, the 

polarity of electrolyte potential difference across the separator reverses, and the electric 

field induced migration is thereafter directed from the LPE to the HPE, opposing the 

direction of diffusive fluxes. Therefore, the net crossover of 𝑂1𝑧𝑂1 is insignificant and is 

reflected by the decreasing magnitude of the crossed reaction current density during 

discharge in the LPE (compare LPE in panels A2 and B2 Fig. 7.2). On the contrary, the 

crossover of the redox molecule 𝑅2𝑧𝑅2 (𝑧𝑅2 = +1) from the LPE to the HPE is sizable 

during the discharge process. Figure 7.3(c) shows the variation of 𝑅2𝑧𝑅2 concentration in 

the LPE, and Fig. 7.3(d) shows the transient variation of the crossover flux components. 

During the charge process, the diffusive and migration fluxes oppose each other, resulting 
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in net crossover that is practically insignificant. With the change in polarization of 

electrolyte potential during discharge, the diffusion and migration mechanisms ensure a 

net crossover of 𝑅2𝑧𝑅2 from the LPE to the HPE. Therefore, we observe small crossed 

reaction current density in the HPE during charge (Fig. 7.2, panel A2), and it is more 

significant during discharge (Fig. 7.2, panel B2). In summary, the redox species with the 

largest charge number in the high potential electrode experiences the maximum degree 

of crossover, and this process is dominated by migration. Therefore, it is crucial to 

engineer such high oxidation state redox active molecules to have low diffusion 

coefficients. 
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7.3 Effects of Supporting Electrolyte and Diffusion Coefficient 

In this section we analyze the effects of salt concentration and redox active species 

diffusion coefficient on rocking-chair (RC) and salt-splitting (SS) RFB configurations. 

Discharge capacity utilization and capacity fade for ten charge/discharge cycles are the 

metrics used here to characterize the performance and cycle life of RFBs. The SS 

configuration requires a threshold salt concentration for conduction through the separator 

to maintain charge neutrality in either electrode. In SS configuration, every mole of active 

species undergoing redox reactions requires at least half mole of salt (which splits into 

two ions) to maintain charge neutrality. The RC configuration has no such restrictions and 

therefore could be a potential solution in designing salt free RFBs2. Here we show that 

although the RC configuration allows operating RFBs at low salt concentration levels, the 

capacity utilization at such extremes is very low and is impractical. Both RC and SS 

configurations require a certain minimum amount of salt to minimize electric field and 

thereby obtain sufficient discharge utilization. In both these configurations the 

performance of RFBs is mapped using two non-dimensional variables: (1) the molar-salt 

ratio defined as the ratio of salt concentration to redox-active species concentration in 

electrolyte (𝛾 = 𝑐𝑠𝑎𝑙𝑡/𝑐𝑟𝑒𝑑𝑜𝑥) and (2) the salt-diffusion ratio which is the ratio of the 

diffusion coefficient of salt ions to redox active species (𝜁 = 𝐷𝑠𝑎𝑙𝑡/𝐷𝑟𝑒𝑑𝑜𝑥). The 

concentration of redox active molecules is fixed to 𝑐𝑟𝑒𝑑𝑜𝑥 = 0.5𝑀. Larger values of 𝛾 

means that more salt is dissolved in the electrolyte. In addition, the diffusion coefficient of 

salt ions is set to be representative of fluoride salt derivatives 𝐷𝑠𝑎𝑙𝑡 = 5×10−10𝑚2/𝑠 and 

𝐷𝑟𝑒𝑑𝑜𝑥 is varied to parameterize redox active molecule design. A fast diffusing redox 

active molecule (small value of 𝜁) has diffusion coefficient comparable to that of salt ions 



145 
 

and therefore has more crossover. The variation of ionic conductivity in the 2D design 

space of concentration (𝛾) and diffusion coefficient (𝜁) is given by the Nernst-Einstein 

equation 𝜅0 = ∑𝑧𝑖
2𝑐𝑖𝐷𝑖𝐹2/𝑅𝑇  with contributions coming from the four redox-active 

species and the two salt ions. Electrolytes with large 𝛾 and low 𝜁 are most conductive and 

possess lowest ohmic polarization. Despite this advantage such electrolytes necessarily 

experience high crossover rates. On the other hand designing redox molecules with high 

𝜁 can reduce crossover, but ohmic polarization increases due to decreased ionic 

conductivity.  

 

A total of forty-two and forty-eight cases spanning the 2D design space of 𝛾: 0 → 2 and 

𝜁: 1 → 1000 were simulated for both RC and SS configurations, respectively. A contour 

map of discharge utilization and capacity fade for RC configuration is shown in Fig. 6. The 

dashed lines correspond to the difference in discharge capacity of the first and tenth cycle 

expressed as a percentage of theoretical capacity. We observe that although salt free 

RFBs ( 0  ) are attractive for the development of economical RFBs, their capacity 

utilization is as low as 20%. This low discharge capacity utilization at small salt 

concentrations is not due to a lack of redox active supply to the reactor but is a result of 

the deficiency of positive salt ions in the HPE during charging. The concentration and 

potential gradient across the separator drives the movement of salt ions from one 

electrode to another. To maintain the balance of charge at finite applied current density, 

the transport of both positive and negative salt ions across the separator is needed. When 

there is deficiency of one of the ions, the solution phase potential difference across 

separator increases to force the migration transport of the available salt ions to ensure 
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electroneutrality in both electrodes. In other words, the cell voltage increases to cause 

enough solution potential gradient across the separator for the negative salt ions to 

migrate from the LPE to the HPE and subsequently to balance out the applied current in 

the absence of positive salt ions. Therefore, the cutoff voltage limits are prematurely 

reached. Note that the limiting mechanism in such low salt operating regimes is the 

availability of both positive and negative ions for conduction across the separator and is 

not necessarily a result of the bulk ionic conductivity of either electrolyte. The predictions 

of discharge utilization capacity for low salt RFBs with the RC configuration is about 20-

30% from Fig. 7.4. This is consistent with experimental findings of proof-of-concept salt 

free RFB by Milhstein et al8. Figure 7.4 shows that the salt concentration should be more 

than 60% of the redox active concentration to obtain at least 80% discharge utilization. 

Although high diffusion coefficients for redox active molecules may be attractive from the 

perspective of ionic conductivity, the capacity fade due to crossover will be enormous. 

The diffusion coefficient must be three orders of magnitude smaller than the salt diffusion 

coefficient to obtain a capacity retention of 95% for 10 cycles. For values of 𝛾 > 1, 

capacity fade becomes independent of salt concentration. We identify this region as the 

excess supporting electrolyte domain commonly used in dilute solution theories9.  
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Figure 7.4 

 

Figure 7.4: Contour map of discharge utilization during the first cycle along with capacity 

fade after ten cycles (% theoretical) for the rocking-chair (RC) configuration as a function 

of dimensionless molar salt ratio γ and salt diffusion ratio ζ. The forty-two dots on the plot 

show the simulation cases interpolated to populate the figure. 

The SS configuration theoretically requires the salt concentration to be greater 

than half of the redox active concentration2 (𝛾 ≥ 0.5). However, such theoretical analysis 

assumes that the utilization capacity is 100%, i.e., for every mole of redox actives 

undergoing reaction, half a mole of salt is needed to preserve charge neutrality by splitting 
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into two ions. If the capacity utilization is less than 100%, the SS configured RFB can be 

operated with 𝛾 < 0.5. Also, the presence of salt is essential to ensure sufficient ionic 

conductivity, as some of the redox species in the SS RFB are neutral. Figure 7.5 shows 

the performance of SS configured RFBs as a function of molar salt ratio 𝛾 and salt 

diffusion ratio 𝜁. An appreciable discharge utilization of 80% can be achieved when 𝛾 >

0.5. Also, capacity fade rate becomes independent of concentration for  𝛾 > 0.6, 

consistent with excess supporting electrolyte behavior. Compared with the RC 

configuration (Fig. 7.4), the SS configuration (Fig. 7.5) has better capacity retention. The 

use of smaller charge number redox materials in the SS configuration decreases 

migration crossover fluxes benefitting capacity retention. Contrary to the hypothesis that 

RC configuration could be the potential pathway for developing low salt RFBs, Figs. 7.4 

and 7.5 show that the SS configuration has similar performance to the RC configuration. 

Both configurations require minimum salt concentration levels (𝛾 > 0.5) for profitable 

capacity utilization and the SS configuration has an advantage over RC in capacity 

retention by smaller migration crossover fluxes. Also, the SS configuration achieves the 

excess electrolyte regime sooner than the RC configuration, reducing its sensitivity of 

performance to the changes in salt concentration. That said, the results and conclusions 

presented thus far are for RFBs using a porous non-selective membrane/separator. 

Crossover and transport mechanisms will change with the use of ion selective 

membranes.  
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Figure 7.5 

 

Figure 7.5: Contour map of discharge capacity utilization during the first cycle, along with 

capacity fade after ten cycles (% theoretical) for salt-splitting (SS) configuration as a 

function of the dimensionless molar salt ratio 𝛾 and the salt diffusion ratio 𝜁. The forty-

eight dots on the plot show the simulation cases interpolated to populate the figure. 

 

7.4 Non-dimensional Analysis using Damköhler Numbers 



150 
 

The results presented thus far are for a single value of applied current density and for a 

certain redox species concentration. To extend the scope of application of the present 

simulations to an RFB with generic materials, design, and operating conditions, we now 

introduce Damköhler numbers for redox species 𝐷𝑎𝑟𝑒𝑑𝑜𝑥 and salt ions 𝐷𝑎𝑠𝑎𝑙𝑡.  Here, the 

Damköhler number of a particular species quantifies the characteristic magnitude of the 

net reaction rate relative to the rate of species transport across the separator.  For a redox 

reaction where 𝑛𝑒 electrons are transferred for every 𝑠𝑖 formula units of redox active 

species 𝑖, the Damköhler number is 𝐷𝑎𝑖 = 𝑖𝑎𝑝𝑝𝐻/(𝐹𝐷𝑠𝑒𝑝,𝑖
𝑒𝑓𝑓

𝑛𝑒𝑐𝑖/𝑠𝑖).  The rate of capacity 

fade due to crossover is expected to scale with the transport rate of redox active species 

across the separator relative to the transport rate of salt ions.  This ratio of rates can be 

estimated by the ratio of salt and redox-active species Damköhler numbers multiplied by 

the charge number of the particular redox-active species, i.e., 𝑧𝑖𝐷𝑎𝑠𝑎𝑙𝑡/𝐷𝑎𝑟𝑒𝑑𝑜𝑥,𝑖.  This 

non-dimensional quantity can also be expressed in terms of molar salt ratio and salt-to-

redox diffusion ratio as 𝑧𝑖𝐷𝑎𝑠𝑎𝑙𝑡/𝐷𝑎𝑟𝑒𝑑𝑜𝑥,𝑖 = 𝑧𝑖𝑐𝑟𝑒𝑑𝑜𝑥𝐷𝑠𝑒𝑝,𝑟𝑒𝑑𝑜𝑥
𝑒𝑓𝑓

/2𝑐𝑠𝑎𝑙𝑡𝐷𝑠𝑒𝑝,𝑠𝑎𝑙𝑡
𝑒𝑓𝑓

= 𝑧𝑖/2𝛾𝜁.  

Thus, the dimensionless number 𝑧𝑖𝐷𝑎𝑠𝑎𝑙𝑡/𝐷𝑎𝑟𝑒𝑑𝑜𝑥,𝑖 is independent of applied current 

density.  Figure 8 (a) maps the variation of discharge capacity utilization in the first cycle 

and of capacity fade after the first ten cycles using  𝑧̅𝐷𝑎𝑠𝑎𝑙𝑡/𝐷𝑎𝑟𝑒𝑑𝑜𝑥 and 𝐷𝑎𝑟𝑒𝑑𝑜𝑥.  Here,  𝑧̅ 

is the arithmetic average charge number among all redox species involved with  𝑧̅ = 2 for 

the present RC RFB simulations.  On this 2D design space of 𝑧̅𝐷𝑎𝑠𝑎𝑙𝑡/𝐷𝑎𝑟𝑒𝑑𝑜𝑥and 𝐷𝑎𝑟𝑒𝑑𝑜𝑥 

three regimes are labeled: (1) redox-shuttle limited, (2) ohmic polarization dominated, and 

(3) sufficient supporting electrolyte.  In the redox shuttle limit regime, the transport rate of 

redox molecules is comparable to that of salt and therefore the redox molecules shuttle 

between the two electrodes constantly, leading to poor capacity retention.  In the ohmic 
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polarized regime polarization (𝐷𝑎𝑠𝑎𝑙𝑡 > 5) limits capacity utilization due to its low 

concentration of supporting electrolyte. The most favorable regime for the efficient and 

long-term operation of RFBs with non-selective separators is the sufficient supporting 

electrolyte region, where discharge capacity utilization exceeds 80%. To achieve such 

conditions requires that 𝑧̅𝐷𝑎𝑠𝑎𝑙𝑡/𝐷𝑎𝑟𝑒𝑑𝑜𝑥 < 10−1 and 𝐷𝑎𝑠𝑎𝑙𝑡 < 5, such that neither redox 

shuttling nor ohmic polarization limits cycling. From Figure 7.6(a), operating RFBs in the 

sufficient supporting electrolyte region and at large values of 𝐷𝑎𝑟𝑒𝑑𝑜𝑥 will yield greatest 

capacity retention. 𝐷𝑎𝑟𝑒𝑑𝑜𝑥 can be increased either by increasing applied current density 

or by engineering redox species to have low diffusion coefficients. 
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Figure 7.6 
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Figure 7.6 (cont.) 

Figure 7.6: (a) Contour map of discharge capacity utilization at the first cycle, along with 

capacity fade after ten cycles (%-theoretical) for RC configuration as a function of the 

dimensionless numbers 𝑧̅𝐷𝑎𝑠𝑎𝑙𝑡/𝐷𝑎𝑟𝑒𝑑𝑜𝑥 and 𝐷𝑎𝑟𝑒𝑑𝑜𝑥. (b) Variation of capacity fade after 

ten cycles (%-theoretical) with the Damköhler number of redox active species 𝐷𝑎𝑟𝑒𝑑𝑜𝑥 in 

sufficient supporting electrolyte regime. The simulated data points are correlated using a 

least-squares fit. 

In the sufficient supporting electrolyte regime, the ratio 
𝑧̅𝐷𝑎𝑠𝑎𝑙𝑡

𝐷𝑎𝑟𝑒𝑑𝑜𝑥
 translates to a 

monotonic function of the transference number of redox active species 𝑡𝑖, given as 

𝑧̅𝐷𝑎𝑠𝑎𝑙𝑡

𝐷𝑎𝑟𝑒𝑑𝑜𝑥
=

𝑡𝑖

1−𝑡𝑖
. In the context of the molecular engineering of RFB electrolytes low 

transference number is cruicial to maintain high capacity utilization over many cycles. In 

the sufficient supporting electrolyte region capacity fade is weakly dependent on 𝐷𝑎𝑠𝑎𝑙𝑡 

and thus depends primarily on 𝐷𝑎𝑟𝑒𝑑𝑜𝑥.  We use the six simulated data points in the 

sufficient supporting electrolyte regime that have smallest 𝐷𝑎𝑠𝑎𝑙𝑡 (marked by ‘*’ in Fig. 

7.6(a))  to correlate the variation of capacity fade with the Damköhler number of redox 

species 𝐷𝑎𝑟𝑒𝑑𝑜𝑥, as shown in Fig. 7.6(b). The capacity fade decreases with increasing 

𝐷𝑎𝑟𝑒𝑑𝑜𝑥 as Δ𝜒10(%) = 1.72×104/(𝐷𝑎𝑟𝑒𝑑𝑜𝑥 + 450)  with a coefficient of determination 

value 𝑅2 of  0.9965. For very large values of 𝐷𝑎𝑟𝑒𝑑𝑜𝑥, this expression takes the form of a 

power law dependence where Δ𝜒 ∝ 𝐷𝑎𝑟𝑒𝑑𝑜𝑥
−1 . This expression can be used in the 

engineering of redox active molecules and to determine operating conditions for a given 

RFB electrolyte that are necessary to achieve a target capacity retention level. For 

example,  𝐷𝑎𝑟𝑒𝑑𝑜𝑥 must be greater than 1.7×105 to obtain a capacity retention of 99.9% 
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after ten cycles. Comparing Figs. 7.4 and 7.5, the capacity utilization and capacity fade 

for RC and SS configurations are qualitatively and quantitatively similar. Therefore, the 

non-dimensional analysis presented through Fig. 7.6 holds true for both RC and SS 

configurations. 

 

7.5 Corrections 

We duly note that the results presented eariler in the chapter (and the original publication: 

J. Electrochem. Soc. 2018 volume 165, issue 13, A3144-A3155) have a minor 

discrepancy in implementing the Marcus-Hush-Chidsey (MHC) model. The rate constants 

𝑘𝑜𝑥/𝑟𝑒𝑑
𝑀𝐻𝐶 (𝜂) defined previously are defined based on overpotential 𝜂 = 𝜙𝑠 − 𝜙𝑒 − 𝜙𝑒𝑞. 

However, upon reconsidering the original definitions based on Refs.10,11, the overpotential 

that quantifies the 𝑘𝑜𝑥/𝑟𝑒𝑑
𝑀𝐻𝐶  is defined at 50% state-of-charge. Such definition satisfies the 

de Donder relation for chemical equilibrium. The corrected definition 𝜂0 which defines 

𝑘𝑜𝑥/𝑟𝑒𝑑
𝑀𝐻𝐶 (𝜂0) is 𝜂0 = 𝜙𝑠 − 𝜙𝑒 − 𝜙𝑒𝑞,50%.  

 

The correction in our implementation of MHC kinetics only effects the shape of the voltage 

curves pinned midway of the charge/discharge cyle without significantly affecting the 

charge/ discharge time. In the supporting electrolyte regime, the reaction current density 

distribution within the electrodes is similar qualitatively and quantitatively (see Fig. 7.7 

compared against Fig. 7.2). We re-simulated the cases presented in 7.4 and 7.6, and find 

that the difference in capacity fade between the ‘previous’ model and ‘corrected’ model is 

less than 0.1%. In Fig. 7.8(a) we compare the discharge utilization for the first cycle 
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between the two models in the supporting electrolyte regime. The corrected model 

predicts almost similar discharge utilization (less than 0.5% difference) in the first cycle 

to the model established previously. The capacity fade for ten cycles between the two 

models is compared in Fig 7.8(b) in the supporting electrolyte regime (replicating Fig. 

7.6(b)). The correlation between capacity fade in ten cycles Δ𝜒10(%) and 𝐷𝑎𝑟𝑒𝑑𝑜𝑥 

Δ𝜒10(%) = 1.72×104/(𝐷𝑎𝑟𝑒𝑑𝑜𝑥 + 450) established in section 7.4 still holds true for the 

corrected model based on Fig. 7.8(b). The similarity in the first cycle discharge utilization 

between ‘previous’ and ‘corrected’ model also holds true for low salt concentration. We 

re-simulated RFBs with 𝛾 = 0.2 using the corrected model and compare the discharge 

utilization in Fig. 7.9 with the previous results (𝛾 = 0.2 from Fig. 7.4). The difference 

between the two models is less than 2%. The above tests and the results of the corrected 

implementation presented in Figs. 7.7-9 gives confidence that the conclusions presented 

in the previous sections of this chapter are valid after correcting the MHC kinetic model 

implementation. 
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Figure 7.8 

 

Figure 7.8: Comparing the variation of (a) discharge utilization in the first cycle with 𝜁 and 

(b) capacity fade after ten cycles with 𝐷𝑎𝑟𝑒𝑑𝑜𝑥 between the corrected model and the 

previous model in the supporting electrolyte regime. 
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Figure 7.9 

 

Figure 7.9: Comparing the variation of first cycle discharge utilization with 𝜁 between the 

‘corrected’ model and the ‘previous’ model in low supporting electrolyte regime 𝛾 = 0.2.  
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CHAPTER 8: Exergy Destruction Quantification and Assignment of Energy Loss 

to the Various Polarization Mechanisms in Redox Flow Batteries 

The design of the reactor along with the redox chemistry employed largely affects the 

power density of the RFB system whereas the amount of redox active species dissolved 

in the electrolyte affects the net energy capacity1–3. Every component of the RFB 

contributes to polarization losses affecting the power density of the RFBs4 and are 

primarily categorized into three categories based on the cause of polarization5: (1) ohmic 

(2) kinetic and (3) mass transport. The electrical conductivity of the electrode material, 

the effective transport properties of the species in the electrolyte through the porous 

electrode and membrane, and the contact resistance between components contribute to 

ohmic polarization6. The effect of ohmic polarization can be reduced by appropriate 

material selection7–10, surface modification8, compressing the electrodes7,11 and 

improving cell engineering6,12. Kinetic polarization caused by sluggish reaction 

mechanisms could also significantly add to cell polarization losses. However, the reaction 

kinetics are specific to redox chemistry and efforts in this regard lead to the development 

of several new chemistries for both aqueous RFBs13–16 and non-aqueous RFBs17–20. 

Polarization due to pore-scale mass transport arises when the rate of the reaction 

exceeds the supply rate of active species from the bulk of the electrolyte to the reaction 

sites21. Additionally, in our previous work, we found polarization losses arising due to the 

irreversible thermodynamic mixing processes in the tank22. 

 The motivation to determine mass transfer coefficients for solutes in fluids dates 

back to 1950s where flow through porous packed beds are studied for industrial 

application such as leaching, drying, ion exchange, and chromatography23–25. The 
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experiments typically involved using soluble spherical particles packed in a column with 

a gas/ solvent flowing through the packed bed. The film theory of mass transport26 was 

commonly used to deduce the mass transport coefficient from the experimental results. 

Later, Peter and Newman employed the limited current method to determine mass 

transfer coefficients in packed beds at low Reynolds number27. Recent studies in RFB 

literature use the limited current technique along with a simplified model to deduce a 

correlation of the Sherwood number with Reynolds number5,21,28,29. The simplified models 

were often derived from the porous electrode theory involve several assumptions such as 

steady-state, constant bulk concentration of the redox species and have identified mass 

transport as the dominating polarization mechanism at high current densities. The 

correlations from these methods, therefore, have an implicit sense of being time-averaged 

and space-averaged, and not strictly local. Also, to the best of our knowledge, no RFB 

model using homogenized Nernst-Planck formulation for species transport considers the 

effect of hydrodynamic dispersion. Dispersive transport occurs due to the chaotic nature 

of pore-level velocity fields arising as a result of the morphology of the porous 

medium30,31. The dispersive coefficients along the flow direction (longitudinal) and 

transverse to the flow direction scale with local Peclet number and are strongly dependent 

on the electrode morphology32. One other problem is that the bulk concentration in a 

porous medium is defined as a volume-averaged concentration, unlike in free-stream 

flows. More recent efforts were aimed at micro-scale simulations using Lattice 

Boltzmann’s methods to determine local Sherwood numbers33,34. In addition to the mass 

transfer, limited polarization at high currents, the use of selective ion-exchange 

membranes (IEMs) in electrodialysis is shown to have significant polarization arising from 
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the local concentration gradients especially at high current densities35–37. In this chapter, 

we attempt to quantify concentration polarization losses in an RFB in terms of local 

chemical exergy destruction caused by species transport through an electrochemical 

potential gradient within the electrodes and the IEM. 

 

In this chapter, we present a multi-species RFB model which uses IEM. The work 

we present here is an effort to unify and comprehensively understand the polarization 

mechanisms and exergy destruction losses in an RFB by mapping the RFB performance 

on a non-dimensional space. The non-dimensional nature of the results allows the 

conclusions of this work relevant to various RFB chemistries subjected to different design 

and operating conditions for RFBs. We incorporate Marcus-Hush-Chidsey kinetics38–41 

instead of the standard Butler-Volmer kinetic model. We use the dilute solution theory to 

model species transport using the Poisson-Nernst-Planck equation where the flux of each 

species is governed by advection, diffusion, dispersion, and migration. Using this model, 

we seek to explain the cell polarization variation through two characteristic non-

dimensional numbers: (1) Pore-scale Damköhler number 𝐷𝑎𝑝 (a measure of pore-scale 

mass transfer), and (2) Salt Damköhler number, 𝐷𝑎𝑠 (a measure of salt transport affecting 

concentration polarization). The applied current density and fiber diameter are 

systematically varied to map capacity utilization and polarization against 𝐷𝑎𝑝 and 𝐷𝑎𝑠. 

We observe that 𝐷𝑎𝑝 strongly influences capacity utilization whereas, both, 𝐷𝑎𝑝 and 𝐷𝑎𝑠 

strongly governs cell polarization, indicating that concentration polarization effects that 

arise by using an IEM cannot be neglected in cell level modeling. We also compare the 
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results using two different flow field architectures (1) parallel flow field (PFF) and (2) 

interdigitated flow field (IDFF).  

 

A major contribution of this work is to quantify the causes of irreversibilities42 (or 

entropy generation) resulting from various physical processes within RFBs. Using the first 

and second laws of thermodynamics42 we derive expressions for exergy destruction 

associated with (1) pore-scale mass transfer, (2) reaction kinetics, (3) irreversible tank 

mixing, (4) bulk species transport, and (5) electronic conduction. We show that for the 

multi-species RFB model presented here, the above five processes completely account 

for the energy inefficiencies during charge/discharge cycles. Such analysis is not limited 

to RFBs but also applicable to other systems such as electrodialysis, electrochemical 

desalination, fuel cells, Li-ion batteries, and chemical mixing reactors. We choose to 

adopt the electrochemical properties of the 𝐹𝑒𝑎𝑞
2+|𝐹𝑒𝑎𝑞

3+ ||  𝑉𝑎𝑞
3+|𝑉𝑎𝑞

2+   RFB in acidic medium 

(𝐻𝐶𝑙) to obtain an RFB with a working voltage of 1.02 V3,43. We note that such adoption 

is done solely to use properties of real materials used in RFBs, however, the model we 

developed is not restricted to that particular chemistry. The primary redox reactions in the 

high potential and low potential electrode at 50% state-of-charge (SOC) can be 

represented as 

𝑅1
2+ ⇋ 𝑂1

3++ 𝑒−     𝐸𝐻𝑃𝐸,𝑒𝑞 = 0.77𝑉  

𝑂2
3++ 𝑒− ⇋ 𝑅2

2+     𝐸𝐿𝑃𝐸,𝑒𝑞 = −0.25𝑉 

Based on a previous characterization study44, the carbon felt electrodes are chosen to be 

90% porous 𝜖 = 0.9 with an effective electrical conductivity 𝜎𝑠
𝑒𝑓𝑓

= 370𝑆/𝑚. The specific 
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surface area for unit electrode volume is dependent on the fiber diameter as 𝑎 =
4(1−𝜖)

𝑑𝑓
.45 

We use an anion exchange membrane (AEM) to enable Donnan exclusion effect to 

reduce crossover of the positively charged redox species. The properties of AEM have 

been derived from previous a experimental study on poly(2,6-dimethyl-1,4-phenylene 

oxide) (PPO) based AEM46. The AEM with a porosity of 𝜖𝑚 = 0.3 has a fixed charge 

concentration in the pores as 𝜖𝑐𝑓 = 2.5𝑀. The tortuosity of the AEM is set to 5 𝜏𝑚 = 5. 

Tables 8.1 lists the reactor design parameters used in our simulations. 

Table 8.1: Reactor geometry, carbon felt electrode and separator properties for RFBs with 

AEMs 

 

 

 

 

 

 

 

 

 

*Bruggeman relationship48    #Ref.49  ‡Ref. 46 

Parameter Value 

length of the current collector, 𝐿𝑒 (𝑚𝑚) 2 

electrode flow entry length, 𝐿𝑒𝑛𝑡 (𝑚𝑚) 0.5 

electrode thickness, 𝐻𝑒 (𝜇𝑚) 200 

porosity of carbon felt electrode, 𝜖𝑒 0.9 

solid volume fraction of carbon felt, 𝜈𝑒 0.1 

tortuosity of the electrode, 𝜏𝑒 1.05* 

permeability of electrolyte in carbon felt, 𝐾𝑒(𝑚
2) 116 10  

membrane thickness, 𝐻𝑚 (𝜇𝑚) 100‡ 

porosity of AEM, 𝜖𝑚 0.3# 

tortuosity of the membrane, 𝜏𝑚 5# 
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The properties of all the redox active species are listed in Table 8.2. Previous numerical 

models on vanadium RFBs use specific area 𝑎 times the rate constant 𝑘 as 𝑎. 𝑘 =

0.35 𝑠−1 50. Considering that the reaction rate constant for 𝑉𝑎𝑞
3+|𝑉𝑎𝑞

2+ can vary significantly 

by two orders of magnitude51  and the surface roughness of the electrodes to increase 

the available area for reaction 𝑎, we choose 𝑎. 𝑘 = 10𝑠−1 to ensure low reaction kinetic 

losses (low Wagner number, defined later).  For an electrode with nominal diameter 𝑑𝑓 =

10𝜇𝑚 with 𝜖 = 0.9, gives 𝑘 = 2.5×10−4𝑚/𝑠. The redox concentration is fixed at 𝑐𝑟𝑒𝑑𝑜𝑥
0 =

0.2𝑀. Based on our previous study with non-selective separators52, we choose to operate 

the RFB in a sufficient supporting electrolyte regime where the amount of salt (𝐴+𝐵−) is 

significantly larger than the redox active concentration 𝑐𝑠𝑎𝑙𝑡 = 0.5𝑀. The viscosity of 

electrolyte, listed in Table 8.2, affects the local Sherwood numbers for pore-scale mass 

transport. 

Table 8.2: System properties used in the simulating RFBs with AEMs 

Parameter Value 

electronic conductivity of the electrode,  𝜎𝑠 370* 

Diameter of carbon fibers, 𝑑𝑓 (𝜇𝑚) 5 − 40 (varied) 

rate constant for the redox reactions,
𝑘𝜂=0 (𝑚/𝑠)

 2.5 x10-4 # 

equilibrium potential of the redox species at 

50%SOC (V), 
𝐸𝑜(𝑉)

 

0.77 (HPE) 

-0.25 (LPE) 

Redox species concentration, 
𝑐𝑟𝑒𝑑𝑜𝑥
0 (𝑀)

 0.2 

Oxidation states of redox molecules +2+3 (HPE and LPE) 
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Derived from *Ref44     #Obtained by equating 𝑎. 𝑘 from Ref 50,51 to our work. Please 

refer to text for further details      ‡For Vanadium 𝑉2+ Ref 51      ** Ref 53 

 

8.1 Defining Non-dimensional Numbers 

Dimensionless numbers enable the generalization of results expanding the applicability 

to different RFB chemistries and designs. We first present non-dimensional numbers with 

respect to the operation of RFBs: electrolyte volume, flow rate, and amount of salt. 

Following this, we list non-dimensional numbers which characterize causes of 

polarization: ohmic losses, kinetic losses, pore-scale mass transfer, and concentration 

polarization. 

The non-dimensional numbers representing the operation of RFB: 

Table 8.2 (cont.)
 

Bulk diffusion coefficient of redox species, 

𝐷𝑟𝑒𝑑𝑜𝑥
𝑏  (𝑚2/𝑠)

 

2.4×10−10‡ 

Supporting electrolyte concentration, 
𝑐𝑠𝑎𝑙𝑡
0 (𝑀)

  0.5 

Fixed charge concentration in membrane, 

𝑐𝑓,𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒(𝑀)
 

8# 

Bulk diffusion coefficient of supporting electrolyte 

ions, 
𝐷𝑠𝑎𝑙𝑡

𝑏  (𝑚2/𝑠)
 

9.3×10−9(𝐻+) 

2×10−9(𝐶𝑙−)** 

Viscosity of electrolyte, 
𝜇 (𝑃𝑎. 𝑠)

 8.9×10−4(𝑤𝑎𝑡𝑒𝑟) 
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1. Tank-to-electrode volume ratio: Ratio of electrolyte stored in tanks to electrolyte 

volume in electrode 𝛼 = 𝑉𝑡𝑎𝑛𝑘/𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒. We choose 𝛼 = 20 based on a previous 

study on the effects of mixing in tank22. 

2. Ratio of flow rate to stoichiometric flow rate: 𝛽 = 𝑉̇/𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ, where the stoichiometric 

flow rate  𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ is defined as the flow rate which completely reduces an incoming 

100% SOC to 0%SOC within a single pass through the reactor. For a theoretical 

charge time of 𝜏𝑐,  𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ can be defined as  𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ = (𝑉𝑡𝑎𝑛𝑘 + 𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒)/𝜏𝑐. We 

systematically vary 𝛽 in our study. 

3. Membrane - redox charge concentration ratio: 𝛿 = 𝑐𝑓,𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒/∑ 𝑧𝑟𝑒𝑑𝑜𝑥𝑐𝑟𝑒𝑑𝑜𝑥. This 

number governs the Donnan effect for the crossover of redox active species. 

Higher the 𝛿, more the capacity retention. 

The non-dimensional numbers representing the polarization losses: 

1. Pore-scale Damköhler number 𝐷𝑎𝑝: 𝐷𝑎𝑝 characterizes polarization due to 

pore-scale mass transfer. Ratio of pore-scale reaction current density 𝑖𝑛 to the 

limiting current density 𝑖𝑙𝑖𝑚. 𝐷𝑎𝑝 = 𝑖𝑛/𝑖𝑙𝑖𝑚. The pore-scale limiting current 

density is limited by the supply of redox active species from the bulk electrolyte 

to the carbon fibers of diameter 𝑑𝑓. For a pore-scale mass transfer coefficient 

of ℎ𝑚, 𝑖𝑙𝑖𝑚 = 𝐹ℎ𝑚𝑐𝑟𝑒𝑑𝑜𝑥. The pore-scale Damköhler number 𝐷𝑎𝑝 can also be 

expressed in terms of applied current density at the current collector 𝑖𝑐𝑐 and 

Sherwood number 𝑆ℎ as 

𝐷𝑎𝑝 =
𝑖𝑐𝑐𝑑𝑓

𝑎𝐹𝐻𝑆ℎ𝑐𝑟𝑒𝑑𝑜𝑥𝐷𝑟𝑒𝑑𝑜𝑥
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2. Salt Damköhler number 𝐷𝑎𝑠: 𝐷𝑎𝑠 characterizes salt transport resistance to the 

applied current. It can be defined as 

𝐷𝑎𝑠 =
𝑖𝑐𝑐𝐻

𝐹𝑐𝑠𝑎𝑙𝑡𝐷𝑠𝑎𝑙𝑡
 

3. Wagner number 𝑊𝑎: Ratio of kinetic resistance to ohmic resistance. 𝑊𝑎 can 

be defined in terms of ionic conductivity 𝜅 as  

𝑊𝑎 =
𝑅𝑇𝜅𝑑𝑓

4𝐻2𝐹2𝑘𝑟𝑥𝑛
0 𝑐𝑟𝑒𝑑𝑜𝑥(1−𝜖)

. 

In this study, we neglect the effects of kinetic and ohmic polarization by assuming facile 

reaction kinetics (high 𝑘𝑟𝑥𝑛
0 ) and large diffusion coefficients leading to high ionic 

conductivity 𝜅 through the relation 𝜅 = ∑𝑧𝑖
2𝑐𝑖𝐷𝑖𝐹

2/𝑅𝑇. Note that 𝑊𝑎 is independent of the 

applied current density. We systematically vary 𝐷𝑎𝑝 and 𝐷𝑎𝑠 by changing the applied 

current density and fiber diameter at constant dimensionless flow rate 𝛽 = 100 (see 

section 8.2). The performance of the RFBs is evaluated in terms of discharge capacity 

utilization 𝜒(%) defined as the capacity obtained during discharge as a percentage of 

theoretical capacity 𝜒 (%)/100 = 𝑄𝑎𝑐𝑡𝑢𝑎𝑙/𝑄𝑡ℎ𝑒𝑜𝑟𝑦 = 𝑡𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒/𝑡𝑡ℎ𝑒𝑜𝑟𝑦 for constant current 

density. The coulombic efficiency 𝐶𝐸 (%) is obtained as the ratio of capacity during 

discharge to charge 𝐶𝐸 (%)/100 = 𝑄𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒/𝑄𝑐ℎ𝑎𝑟𝑔𝑒 = 𝑡𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒/𝑡𝑐ℎ𝑎𝑟𝑔𝑒. The 

polarization Δ𝜙 is measured as the deviation of the voltage plots from equilibrium curves. 

We can also express Δ𝜙 as half the difference between the average voltage during charge 

and discharge: Δ𝜙 = (𝑉̅𝑐ℎ𝑎𝑟𝑔𝑒 − 𝑉̅𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒)/2. The non-dimensional polarization can be 

obtained by normalizing against cell redox potentials at 50% SOC at equilibrium: 𝜙∗ =

Δ𝜙/𝐸50% 𝑆𝑂𝐶
0 .  
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8.2 Galvanostatic Cycling and Effects of Flow Rate 

All the RFBs modeled in this work are subjected to galvanostatic cycling between 0.8V to 

1.25V by applying constant current density at the current collector. For this analysis, a 

representative RFB with 𝑑𝑓 = 10𝜇𝑚 is cycled at 𝑖𝑐𝑐 = 20𝑚𝐴/𝑐𝑚2 with a membrane 

charge 𝑐𝑓,𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒 = 8𝑀 with flow rate 𝛽 = 100 (PFF) to obtain a 6-minute charge/ 

discharge process. The cell voltage curve is shown in Figure 8.1 along with the variation 

of discharge capacity utilization 𝜒(%) and coulombic efficiency 𝐶𝐸(%). The coulombic 

efficiency which is related to the degree of crossover54 is about 99.9% indicating negligible 

crossover due to Donnan exclusion of redox active species resulting in low capacity fade 

of only 0.02% for 10 cycles. 

The relative amount of redox active species in the electrolyte with respect to the fixed 

charge concentration of the membrane (𝛿) governs the degree of crossover. 𝛿=0 

corresponds to a non-selective separator (NSS). Although NSSs are more economically 

viable than IEMs, they suffer from high capacity fade. In Figure 8.2, we study the effects 

of membrane concentration by varying 𝛿 and observing the capacity fade (Δ𝜒1−10%) for 

ten cycles with 𝑖𝑐𝑐 = 20𝑚𝐴/𝑐𝑚2 and 𝛽 = 100. We observe that for NSSs (𝛿 → 0) the 

capacity fade is almost 15% for ten cycles. The fixed charge in the IEM has to be at least 

twenty times higher than the redox concentration in the electrolyte to ensure a capacity 

fade of less than 0.5% for ten cycles.  
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Figure 8.1 

 

Figure 8.1: (a) Variation of cell voltage with time and (b) variation of discharge capacity 

utilization and coulombic efficiency with cycle number for a 30-minute charge/discharge 

cycle. 
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Figure 8.2 

Figure 8.2: Capacity fade in the representative RFB with varying fixed charge 

concentration in the membrane. 𝛿 → 0 corresponds to a non-selective separator whereas 

𝛿 → 40 ensures excellent capacity retention. We subsequently study the polarization 

mechanisms of RFBs with 𝛿 = 40 (represented by the vertical line). 

 

The performance of RFBs are strongly dependent on the flow fields and flow rate55. A low 

flow rate not only affects the mass transfer within the electrode, but it also affects the 

reactor influent concentration from the tanks22. Figure 8.3 shows the variation of the 
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discharge utilization and polarization of the representative RFB with 𝛿 = 40. The capacity 

utilization at low flow rates (𝛽 < 50) is low with high polarization. Increasing flow rate 

beyond 𝛽 = 100 ensures about 80% capacity utilization towards energy storage. 

Operating the RFB beyond 𝛽 = 100 leads to diminishing returns due to increased 

pumping costs with only a mild improvement in capacity. To minimize the polarization 

arising from tank mixing affects, we adopt a flow rate 𝛽 = 100 to study concentration 

polarization mechanism.  

Figure 8.3 

 

Figure 8.3: Variation of discharge capacity utilization and polarization with non-

dimensional flow rate. The vertical line corresponds to the flow rate 𝛽 = 100 which is used 

for further analysis. 
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8.3 Non-dimensional Mapping of Capacity and Polarization 

Based on our study in section 8.2, we use 𝑐𝑓,𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒 = 8𝑀 and 𝛽 = 100 (PFF) and map 

the performance of RFB on a non-dimensional space of 𝐷𝑎𝑝 and 𝐷𝑎𝑠. In this analysis, we 

assume facile kinetics leading to low 𝑊𝑎. Under such assumption, the polarization coming 

from ohmic dependencies and kinetics are not dominant. We systematically vary 𝐷𝑎𝑠 and 

𝐷𝑎𝑝 by varying the fiber diameter 𝑑𝑓 from 5𝜇𝑚 to 40𝜇𝑚. For each fiber diameter 𝑑𝑓, the 

current density is increased from 𝑖𝑐𝑐 = 2.5𝑚𝐴/𝑐𝑚2 𝑡𝑜 400𝑚𝐴/𝑐𝑚2.  𝑉̇𝑠𝑡𝑜𝑖𝑐ℎ scales with 𝑖𝑐𝑐 

and for a constant 𝛽 = 100,  volumetric flow rate 𝑉̇ increases with 𝑖𝑐𝑐. Changing 𝑑𝑓 affects 

surface area 𝑎, pore-scale mass transfer 𝑆ℎ and dispersion coefficients. From the 

definition of 𝐷𝑎𝑝, 𝑎 and 𝑆ℎ, we can see that 𝐷𝑎𝑝 ∝ 𝑖𝑐𝑐𝑑𝑓
1.615. On a plot of 𝐷𝑎𝑠 vs 𝐷𝑎𝑝, the 

slope 𝐷𝑎𝑠/𝐷𝑎𝑝 ∝ 𝑑𝑓
−1.615. Figure 8.4 shows the variation of the discharge capacity 

utilization in the limit cycle. Seventy-three cases were simulated and the results were 

interpolated to obtain the continuous contours. From Fig. 8.4, we can see that the low 

diameter carbon fibers have a higher discharge capacity of about 70-80% of theoretical 

maximum capacity. Larger surface area for conducting the electrochemical reactions 

ensure good utilization even at high current densities. The presence of larger diameter 

fibers in the electrodes restrict the utilization of the RFB primarily due to reduced 𝑎 and 

𝑆ℎ. Especially for 𝑑𝑓 > 10𝜇𝑚, we can observe that the capacity utilization is a strong 

function of 𝐷𝑎𝑝. In other words, for a coarse electrode morphology, 𝑑𝑓 > 10𝜇𝑚, 𝜒(%) =

𝑓𝑢𝑛𝑐(𝐷𝑎𝑝) and for a finer electrode morphology, 𝑑𝑓 < 10𝜇𝑚, 𝜒 = 𝑓𝑢𝑛𝑐(𝐷𝑎𝑠). 
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Figure 8.4 

 

Figure 8.4: Contour map of discharge capacity utilization for PFF as a function of 𝐷𝑎𝑝 

and 𝐷𝑎𝑠. Each dashed straight line has a fixed fiber diameter 𝑑𝑓. The 65 dots mark the 

simulated cases used to populate the plot. 
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Figure 8.5 

 

Figure 8.5: Contour map of non-dimensional cell polarization 𝜙∗ for PFF as a function of 

𝐷𝑎𝑝 and 𝐷𝑎𝑠. Each dashed straight line has a fixed fiber diameter 𝑑𝑓. The 65 dots mark 

the simulated cases used to populate the plot. We perform detailed exergy destruction 

for a representative point P marked in the figure. 

 

The variation of non-dimensional cell polarization against 𝐷𝑎𝑝 and 𝐷𝑎𝑠 is shown in Figure 

8.5. An increase in 𝐷𝑎𝑝 corresponds to larger pore-scale reaction current density and is 

therefore mass transfer limited regime. Whereas, an increase in 𝐷𝑎𝑠 indicates polarization 
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due to salt transport limitations (concentration polarization). For a given current density 

(constant 𝐷𝑎𝑠), the cell polarization is strongly affected by 𝐷𝑎𝑝 particularly at high current 

densities. Simultaneously, by fixing 𝐷𝑎𝑝, polarization increases substantially with 𝐷𝑎𝑠. 

This clearly indicates that 𝜙∗ = 𝑓𝑢𝑛𝑐(𝐷𝑎𝑝, 𝐷𝑎𝑠). Therefore, in conducting polarization 

studies at large current densities, it is important to consider polarization effects due to 

concentration polarization and not just limit to pore-scale mass transfer. Although the 

increase in pore-scale Sherwood number 𝑆ℎ with 𝑑𝑓 (𝑆ℎ ∝ 𝑑𝑓
0.385) should help reduce 

polarization losses, the reduced surface area 𝑎 ∝ 𝑑𝑓
−1 increases the polarization. The 

spatial distribution of the local reaction current densities also affect the polarization. The 

electrochemical performance of PFF is better than IDFF due to better wetting of 

electrodes and more uniform reaction distribution55. The results presented in Figs. 8.4 

and 8.5 corresponds to a PFF. Figure 8.6 compares the polarization in a RFB using PFF 

and IDFF. At all flow rates, the IDFF shows larger polarization. The results shown in Figs. 

8.4 and 8.5 qualitatively hold true for an IDFF but quantitatively, IDFF has a slightly higher 

degree of polarization. 
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Figure 8.6 

 

Figure 8.6: Comparing polarization for two different flow fields as a function of non-

dimensional flow rate 𝛽. 

8.4 Instantaneous Exergy Destruction Analysis 

In this section, we quantify the exergy destruction associated with every physical process 

modeled for RFBs. Exergy is destroyed whenever entropy is generated in an irreversible 

process. For an isothermal process, the volumetric rate of exergy destruction is related 

to volumetric entropy generation 𝑠̇𝑔𝑒𝑛
′′′  as  

𝑞̇𝑒𝑥
′′′ = 𝑇𝑠̇𝑔𝑒𝑛

′′′  
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Exergy destruction can also be represented as a product of flux  𝑁⃗⃗  (like species transport 

flux) against a potential ∇𝐹𝑘 (like electrochemical potential gradient) 𝑞̇𝑒𝑥
′′′ = 𝑁⃗⃗ . ∇𝐹𝑘, where 

𝐹𝑘 is the driving force. The entropy generation rate for every process can be derived from 

the first and second laws of thermodynamics. The rate of volumetric exergy destruction 

for the various processes associated with (1) pore-scale mass transfer, (2) reaction 

kinetics, (3) irreversible tank mixing, (4) bulk species transport, and (5) electronic 

conduction can be stated as: 

1) Reaction kinetics (𝑞̇𝑒𝑥,𝑟
′′′ ) : Exergy destruction rate is a result of driving the local pore-

scale reaction current density 𝑖𝑛 against the local overpotential 𝜂. 

𝑞̇𝑒𝑥,𝑟
′′′ (𝑥, 𝑦, 𝑡) = 𝑖𝑛𝜂 

2) Pore-scale mass transport (𝑞̇𝑒𝑥,𝑝
′′′ ): The pore-scale mass transport is driven by the pore-

scale concentration gradient between the bulk 𝑐𝑏 and the surface 𝑐𝑠 of the four redox 

species. This concentration gradient can be represented as a difference in equilibrium 

potential at the bulk 𝜙𝑒𝑞
𝑏  and surface 𝜙𝑒𝑞

𝑠 , while the pore-scale transport flux can be 

represented as 𝑖𝑛 from eqn (4). The volumetric exergy destruction rate due to pore-scale 

mass transport can therefore be expressed as 

𝑞̇𝑒𝑥,𝑝
′′′ (𝑥, 𝑦, 𝑡) = 𝑖𝑛,1(𝜙𝑒𝑞

𝑏 − 𝜙𝑒𝑞
𝑠 )|𝑅1/𝑂1 + 𝑖𝑛,2(𝜙𝑒𝑞

𝑏 − 𝜙𝑒𝑞
𝑠 )|𝑅2/𝑂2 

3) Electron conduction (𝑞𝑒𝑥,𝑒
′′′ ): The electronic current 𝑖 𝑒 within the carbon fibers are driven 

by the solid phase potential 𝜙𝑠. The volumetric exergy destruction associated with 

electron conduction can be stated as 

𝑞̇𝑒𝑥,𝑒
′′′ (𝑥, 𝑦, 𝑡) = −𝑖𝑒 . ∇𝜙𝑠 = 𝜎𝑒𝑓𝑓(∇𝜙𝑠)

2 
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4) Species transport (𝑞𝑒𝑥,𝑠
′′′ ): The transport of species 𝑖 is driven its by the electrochemical 

potential gradient 𝜇𝑖 = 𝜇𝑖
0 + 𝑅𝑇𝑙𝑛(𝑐𝑖) + 𝑧𝑖𝐹𝜙𝑒, where 𝜇𝑖

0 is the standard chemical potential 

of the species. The species transport flux  𝑁𝑖
⃗⃗  ⃗ governed by diffusion and migration 

processes is given as (deduced from eqn (3)).  

𝑁𝑖
⃗⃗  ⃗ = −

𝐷𝑖
𝑒𝑓𝑓

𝑐𝑖
𝑏

𝑅𝑇
𝛻μ̃𝑖 

The advective component of species transport driven by pressure gradient ∇𝑃 is not 

included in 𝑁⃗⃗ 𝑖 as the exergy related to advective transport is compensated by the pumps. 

The local chemical exergy destruction rate due to species transport can be given as45,56 

𝑞̇𝑒𝑥,𝑠
′′′ (𝑥, 𝑦, 𝑡) = −∑𝑁⃗⃗ 𝑖. ∇𝜇𝑖

6

𝑖=1

 

5) Tank mixing (𝑄𝑒𝑥,𝑡): The tanks are assumed to be perfectly mixed. The electrolyte 

entering the tank with concentration 𝑐𝑖𝑛 and electrochemical potential 𝜇𝑖𝑛 mixes with the 

electrolyte already stored in the tank before exiting the tank at a concentration 𝑐𝑜𝑢𝑡 and 

electrochemical potential 𝜇𝑜𝑢𝑡. We note that the inlet and outlet of the tanks are the outlet 

and inlet of the reactor respectively. The net rate of exergy loss due to mixing in a single 

tank can be given as  

𝑄̇𝑒𝑥,𝑡(𝑡) = ∑[−(𝑐𝑖𝑉𝑡𝑎𝑛𝑘

𝜕𝜇𝑖̃

𝜕𝑡
 )

𝑡𝑎𝑛𝑘
+ 𝜇𝑖,𝑡𝑎𝑛𝑘 (𝑉̇𝑐𝑖,𝑡𝑎𝑛𝑘 − 𝑣 ∫ 𝑐𝑖,𝑖𝑛𝑑𝐴

𝐴𝑖𝑛

)

6

𝑖=1

+ 𝑣 (∫ 𝑐𝑖,𝑖𝑛𝜇̃𝑖,𝑖𝑛𝑑𝐴
𝐴𝑖𝑛

− ∫ 𝑐𝑖,𝑜𝑢𝑡𝜇̃𝑖,𝑜𝑢𝑡𝑑𝐴
𝐴𝑜𝑢𝑡

)] 
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Substituting 𝜇𝑖 = 𝜇𝑖
0 + 𝑅𝑇𝑙𝑛(𝑐𝑖) + 𝑧𝑖𝐹𝜙𝑒, using the species conservation and electro-

neutrality in the tank, the above equation becomes independent of the solution phase 

potential 𝜙𝑒 and standard chemical potential 𝜇𝑖
0. Upon simplification, the exergy loss rate 

because of tank mixing process can be given as: 

𝑄̇𝑒𝑥,𝑡(𝑡) = −𝑉𝑡𝑎𝑛𝑘 (∑𝑅𝑇
𝑑𝑐𝑖

𝑑𝑡

6

𝑖=1

)

𝑡𝑎𝑛𝑘

+ ∑𝑅𝑇𝑣

6

𝑖=1

∫ 𝑐𝑖,𝑖𝑛𝑙𝑛 (
𝑐𝑖,𝑖𝑛

𝑐𝑖,𝑡𝑎𝑛𝑘
)𝑑𝐴

𝐴𝑖𝑛

 

A detailed derivation of 𝑞̇𝑒𝑥,𝑠
′′′ (𝑥, 𝑦, 𝑡) and 𝑄̇𝑒𝑥,𝑡(𝑡) from the first and second law of 

thermodynamics is shown in the supplementary information (sec 8.5). Table 8.3 

summarizes the various exergy destruction processes. 

 

 

 

 

 

 

 

 

 

 



181 
 

Table 8.3: List of exergy destruction rates for the various mechanisms in RFBs. 

Process Flux 

Potential or 

gradient of the 

driving force 

Volumetric exergy destruction rate 

𝒒̇𝒆𝒙
′′′(𝑾/𝒎𝟑) or Net exergy 

destruction rate 𝑸̇𝒆𝒙(𝑾) 

Reaction 

kinetics 
𝑖𝑛 𝜂 𝑞̇𝑒𝑥,𝑟

′′′ = 𝑖𝑛𝜂 

Pore-scale 

mass 

transport 

𝑖𝑛 Δ𝜙𝑒𝑞 = 𝜙𝑒𝑞
𝑏 − 𝜙𝑒𝑞

𝑠  
𝑞̇𝑒𝑥,𝑝

′′′ = 𝑖𝑛(𝜙𝑒𝑞
𝑏 − 𝜙𝑒𝑞

𝑠 ) 

For both redox couples 

Electron 

conduction 
𝑖 𝑒 = −𝜎𝑒𝑓𝑓∇𝜙𝑠 ∇𝜙𝑠 𝑞̇𝑒𝑥,𝑒

′′′ = 𝜎𝑒𝑓𝑓(∇𝜙𝑠)
2 

Species 

transport 

𝑁𝑖
⃗⃗  ⃗ = −

𝐷𝑖
𝑒𝑓𝑓

𝑐𝑖
𝑏

𝑅𝑇
𝛻μ̃𝑖 

 

∇μ̃𝑖 
𝑞̇𝑒𝑥,𝑠

′′′ = −∑𝑁⃗⃗ 𝑖. ∇𝜇̃𝑖

6

𝑖=1

 

 

Tank mixing 𝑉̇𝑐𝑖 
𝜇,

𝜕𝜇

𝜕𝑡
, 𝑐𝑖, 𝑣 

 

𝑄̇𝑒𝑥,𝑡(𝑡)

= −𝑉𝑡𝑎𝑛𝑘 (∑𝑅𝑇
𝑑𝑐𝑖

𝑑𝑡

6

𝑖=1

)

𝑡𝑎𝑛𝑘

+ ∑𝑅𝑇𝑣

6

𝑖=1

∫ 𝑐𝑖,𝑖𝑛𝑙𝑛 (
𝑐𝑖,𝑖𝑛

𝑐𝑖,𝑡𝑎𝑛𝑘
)𝑑𝐴

𝐴𝑖𝑛

 

In both tanks 
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The volumetric exergy destruction rate for the reaction kinetics 𝑞̇𝑒𝑥,𝑟
′′′ , pore-scale mass 

transport 𝑞̇𝑒𝑥,𝑝
′′′ , electron conduction 𝑞̇𝑒𝑥,𝑒

′′′  and species transport 𝑞̇𝑒𝑥,𝑠
′′′  vary spatially within 

the reactor (𝑥, 𝑦) and change with time 𝑡. Integrating the rate of volumetric exergy 

destruction terms 𝑞̇𝑒𝑥
′′′ over the reactor volume gives the net exergy 𝑄̇𝑒𝑥,𝑛𝑒𝑡(𝑡) as a  function 

of time. 

𝑄̇𝑒𝑥,𝑛𝑒𝑡(𝑡) = ∫ (𝑞̇𝑒𝑥,𝑟
′′′ + 𝑞̇𝑒𝑥,𝑝

′′′ + 𝑞̇𝑒𝑥,𝑒
′′′ + 𝑞̇𝑒𝑥,𝑠

′′′ )𝑑𝑉
𝑉𝑡𝑜𝑡𝑎𝑙

+ 𝑄̇𝑒𝑥,𝑡(𝑡) 

𝑄̇𝑒𝑥,𝑛𝑒𝑡(𝑡) = 𝑄̇𝑒𝑥,𝑟(𝑡) + 𝑄̇𝑒𝑥,𝑝(𝑡) + 𝑄̇𝑒𝑥,𝑒(𝑡) + 𝑄̇𝑒𝑥,𝑠(𝑡) + 𝑄̇𝑒𝑥,𝑡(𝑡) 

During galvanostatic charge-discharge cycles with constant current 𝐼𝑎𝑝𝑝, the net loss of 

energy for every cycle 𝐸𝑐𝑦𝑐𝑙𝑒 can be stated as the difference between energy input during 

charging and energy output during discharge. 

𝐸𝑐𝑦𝑐𝑙𝑒 = ∫ 𝑉𝑐𝑒𝑙𝑙𝐼𝑎𝑝𝑝𝑑𝑡
𝑐ℎ𝑎𝑟𝑔𝑒

− ∫ 𝑉𝑐𝑒𝑙𝑙𝐼𝑎𝑝𝑝𝑑𝑡
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

 

The average rate of energy loss over the entire cycle can be defined as 

𝐸̇̅𝑐𝑦𝑐𝑙𝑒 =
𝐸𝑐𝑦𝑐𝑙𝑒

𝑡𝑐𝑦𝑐𝑙𝑒
 

If 𝑄̇𝑒𝑥,𝑛𝑒𝑡(𝑡) represents all the exergy destruction rate mechanisms of RFBs, then 

∫ 𝑄̇𝑒𝑥,𝑛𝑒𝑡(𝑡)𝑡𝑐𝑦𝑐𝑙𝑒
𝑑𝑡 over the entire cycle should be equal to 𝐸𝑐𝑦𝑐𝑙𝑒. Through all the various 

cases simulated over the non-dimensional space (shown in Figs. 8.4 and 8.5), we find 

that 
∫ 𝑄̇𝑒𝑥,𝑛𝑒𝑡(𝑡)𝑡𝑐𝑦𝑐𝑙𝑒

𝑑𝑡

𝐸𝑐𝑦𝑐𝑙𝑒
> 0.98 which gives confidence in the complete exergy analysis of 

RFBs presented here. The net exergy destruction rates 𝑄̇𝑒𝑥 for all the five processes can 
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be non-dimensionalized against 𝐸̇̅𝑐𝑦𝑐𝑙𝑒 to give exergy destruction rate fraction defined as 

𝑄̇𝑒𝑥,𝑟
∗ (𝑡) =

𝑄̇𝑒𝑥,𝑟

𝐸̇̅𝑐𝑦𝑐𝑙𝑒
, 𝑄̇𝑒𝑥,𝑝

∗ (𝑡) =
𝑄̇𝑒𝑥,𝑝

𝐸̇̅𝑐𝑦𝑐𝑙𝑒
, 𝑄̇𝑒𝑥,𝑒

∗ (𝑡) =
𝑄̇𝑒𝑥,𝑒

𝐸̇̅𝑐𝑦𝑐𝑙𝑒
, 𝑄̇𝑒𝑥,𝑠

∗ (𝑡) =
𝑄̇𝑒𝑥,𝑠

𝐸̇̅𝑐𝑦𝑐𝑙𝑒
, and 𝑄̇𝑒𝑥,𝑡

∗ (𝑡) =
𝑄̇𝑒𝑥,𝑡

𝐸̇̅𝑐𝑦𝑐𝑙𝑒
. 

With such non-dimensionalization, we obtain: 

∫ (𝑄̇𝑒𝑥,𝑟
∗ (𝑡) + 𝑄̇𝑒𝑥,𝑝

∗ (𝑡) + 𝑄̇𝑒𝑥,𝑒
∗ (𝑡) + 𝑄̇𝑒𝑥,𝑠

∗ (𝑡) + 𝑄̇𝑒𝑥,𝑡
∗ (𝑡)) 𝑑𝑡

𝑡𝑐𝑦𝑐𝑙𝑒

𝑡𝑐𝑦𝑐𝑙𝑒
= 1 

The 2D multi-species transport model for RFBs presented in this thesis enables 

determination of non-dimensional exergy destruction rate 𝑄̇𝑒𝑥
∗  at every instant in time. 

Figure 8.7(a) shows the development of cell voltage and Fig. 8.7(b) shows the 

simultaneous variation of 𝑄̇𝑒𝑥
∗  for the five different processes for an RFB operated at 𝑖𝑐𝑐 =

100𝑚𝐴/𝑐𝑚2 and 𝑑𝑓 = 20𝜇𝑚 (Point P marked in Fig. 8.5). Under these operating 

conditions, about 55% of total energy lost is attributed to species transport/ concentration 

polarization followed by pore-scale mass transport process (28%) and reaction kinetics 

(12%). A large 𝛽 = 100 ensures the exergy destruction due to tank mixing is low22 (4%) 

and high electronic conductivity 𝜎𝑒𝑓𝑓 of the carbon felt contributes the least to the total 

energy lost (1%). The exergy destruction due to species transport is dominated by the 

membrane counter-ion 𝐵− (Fig. 8.7(c)). At high current densities, the electrochemical 

potential gradient ∇𝜇 is particularly high across the IEM and that combined with the 

favored transport of the 𝐵− species through the positively charged membrane leads to 

high exergy destruction in the membrane. On the contrary, the exergy lost by the 

positively charged species is focused within the electrodes as their transport through the 

IEM is restricted. We map the exergy destruction fraction due to species transport 𝑄𝑒𝑥,𝑠
∗  

and (b) pore-scale mass transport 𝑄𝑒𝑥,𝑝
∗  in Fig. 8.8. Energy losses associated with 
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concentration polarization dominate at high 𝐷𝑎𝑠 and low 𝐷𝑎𝑝 whereas the energy losses 

associated with pore-scale mass transport are relatively high for large 𝐷𝑎𝑝 almost 

independent of 𝐷𝑎𝑠. The mapping presented in Fig. 8.8 is important to consider when 

designing experiments to determine specific properties like the pore-scale mass transfer 

coefficient. This analysis also shows the importance to consider concentration based 

polarization in addition to ohmic, kinetic and pore-scale transport effects which are mostly 

studied in RFB literature. The exergy destruction formulation presented above can help 

identify major sources of losses/ irreversibilities when designing RFBs to improve the 

energy efficiency.   
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Figure 8.7 

Figure 8.7: (a) Development of cell voltage with time for 𝑖𝑐𝑐 = 100𝑚𝐴/𝑐𝑚2 and 𝑑𝑓 =

20𝜇𝑚 (b) Area plot showing the variation of exergy destruction fraction 𝑄̇𝑒𝑥
∗  for the five 

different processes with zoomed inset plot (c) Variation of exergy destruction fraction for 

the six different species 𝑄̇𝑒𝑥,𝑠
∗  with spatial variation of 𝑄̇𝑒𝑥,𝐵− at 𝑡 = 170𝑠 within the reactor.  



186 
 

Figure 8.8 

 

Figure 8.8: Contour map of (a) exergy destruction fraction for species transport 

𝑄𝑒𝑥,𝑠
∗ ×100 (%) and (b) exergy destruction fraction for pore-scale mass transport 

𝑄𝑒𝑥,𝑝
∗ ×100 (%) as a function of 𝐷𝑎𝑝 and 𝐷𝑎𝑠. Each dashed straight line has a fixed fiber 

diameter 𝑑𝑓. The 65 dots mark the simulated cases used to populate the plot. 
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8.5 Supplementary Information 

8.5.1: Derivation of Exergy Destruction for Species Transport 

Supplementary Figure 8.1 

 

Supplementary Figure 8.1: (a) Reactor-tank connection. (b) Small elemental control 

volume of length 𝑑𝑥 within the reactor. 
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Consider the small elemental volume within the reactor with species flux  𝑁⃗⃗  entering the 

control volume at chemical potential 𝜇 and leaving the control the volume at 𝜇 − Δ𝜇̃ 

(Supplementary Figure 8.1(b)).  

The first law of thermodynamics states42: 

𝑑𝐸

𝑑𝑡
= 𝑄̇ − 𝑊̇ + (ℎ𝑁̇)

𝑖𝑛
− (ℎ𝑁̇)

𝑜𝑢𝑡
8.1 

Where 𝐸: internal energy, 𝑄̇: heat transfer, 𝑊̇: work transfer, ℎ: molar enthalpy, 𝑁̇: molar 

flow rate. Since there is no external work transfer, we get 

𝑄̇ =
𝑑𝐸

𝑑𝑡
− (ℎ𝑁̇)

𝑖𝑛
+ (ℎ𝑁̇)

𝑜𝑢𝑡
8.2 

The second law of thermodynamics relates the entropy generation rate 𝑆̇𝑔𝑒𝑛 to the rate of 

entropy stored within the control volume 
𝑑𝑆

𝑑𝑡
, entropy through heat transfer and entropy 

flow rate. Under isothermal conditions, the second law can be stated as: 

𝑆̇𝑔𝑒𝑛 =
𝑑𝑆

𝑑𝑡
−

𝑄̇

𝑇
+ (𝑠𝑁̇)

𝑜𝑢𝑡
− (𝑠𝑁̇)

𝑖𝑛
8.3 

𝑇𝑆̇𝑔𝑒𝑛 =
𝑇𝑑𝑆

𝑑𝑡
− 𝑄̇ + (𝑇𝑠𝑁̇)

𝑜𝑢𝑡
− (𝑇𝑠𝑁̇)

𝑖𝑛
8.4 

Eliminating 𝑄̇ from eqns 8.2 and 8.4, we get exergy lost due to transport 𝑄̇𝑒𝑥 as a function 

of total Gibbs free energy 𝐺 and molar Gibbs free energy 𝑔. 

𝑄̇𝑒𝑥 = 𝑇𝑆̇𝑔𝑒𝑛 = −
𝑑𝐺

𝑑𝑡
+ (𝑔𝐴𝑁⃗⃗ )

𝑖𝑛
− (𝑔𝐴𝑁⃗⃗ )

𝑜𝑢𝑡
8.5 
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Assuming local quasi-equilibrium condition45, 
𝑑𝐺

𝑑𝑡
= 0. By definition, 𝜇 is the rate of change 

of the net Gibb’s free energy with respect to the number of moles of the species 𝑛𝑖.  

𝑑𝐺

𝑑𝑛𝑖
|𝑃,𝑇,𝑖≠𝑗 = 𝑔𝑖 = 𝜇𝑖 

Equation 8.5 can be re-written as volumetric exergy destruction rate 𝑞̇𝑒𝑥 

𝑞̇𝑒𝑥 =
𝑄̇𝑒𝑥

𝐴𝑑𝑥
=

𝑁⃗⃗ Δ𝜇

Δ𝑥
= 𝑁⃗⃗ .

𝑑𝜇

𝑑𝑥
 8.6 

Equation 8.6 is derived for one dimensional flow within the reactor. This can be extended 

to 2D and 3D flows and eqn. 8.6 can be generalized as45,56 

𝑞̇𝑒𝑥 = 𝑁⃗⃗ . ∇𝜇 8.7 

 

8.5.2: Derivation of Exergy Destruction Due to Tank Mixing 

Chemical exergy destruction is associated with the mixing processes in the tank. 

Consider a reactor with parallel flow connected to a well-mixed tank as shown in 

Supplementary Figure 8.1(a). Since the reactor is modeled as a 2D continuum, the 

concentrations and electrochemical potential with which the electrolyte exits the reactor 

varies along the electrode thickness. Let 𝑐𝑖,𝑖𝑛(𝑦), 𝜇𝑖,𝑖𝑛(𝑦) be the concentration and 

electrochemical potential of a species 𝑖 entering the tank (exiting the reactor) from a small 

element of length 𝑑𝑦 as shown in Supplementary Figure 8.1(a). Similarly, let 

𝑐𝑖,𝑜𝑢𝑡(𝑦), 𝜇𝑖,𝑜𝑢𝑡(𝑦) be the concentration and electrochemical potential of species 𝑖 entering 

the reactor (exiting the tank). The “in” and “out” are defined with respect to the tank. This 
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analysis intrinsically accounts for mixing within pipes connecting the reactor-tank although 

the flow through pipes is not explicitly modeled.  

The first law of thermodynamics42: 

𝑑𝐸𝑖

𝑑𝑡
= 𝑄̇𝑖 − 𝑊̇𝑖 + (ℎ𝑁̇)

𝑖,𝑖𝑛
− (ℎ𝑁̇)

𝑖,𝑜𝑢𝑡
 

Since there is no external transfer of work, 

𝑄𝑖
̇ =

𝑑𝐸𝑖

𝑑𝑡
+ (ℎ𝑁̇)

𝑖,𝑜𝑢𝑡
− (ℎ𝑁̇)

𝑖,𝑖𝑛
 

Expressing ℎ𝑁̇ in terms of electrolyte entering or exiting the infinitesimal control volume 

𝑑𝑦 at velocity 𝑣, we get 

𝑄̇𝑖 =
𝑑𝐸𝑖

𝑑𝑡
+ ∫ 𝑐𝑖,𝑜𝑢𝑡ℎ𝑖,𝑜𝑢𝑡𝑣𝑑𝐴

𝐴𝑜𝑢𝑡

− ∫ 𝑐𝑖,𝑖𝑛ℎ𝑖,𝑖𝑛𝑣𝑑𝐴
𝐴𝑖𝑛

8.8 

The second law of thermodynamics42 (assuming isothermal conditions): 

𝑆̇𝑖,𝑔𝑒𝑛 =
𝑑𝑆𝑖

𝑑𝑡
−

𝑄𝑖
̇

𝑇
+ (𝑠𝑁̇)

𝑖,𝑜𝑢𝑡
− (𝑠𝑁̇)

𝑖,𝑖𝑛
 

 

𝑇𝑆̇𝑖,𝑔𝑒𝑛 =
𝑇𝑑𝑆𝑖

𝑑𝑡
− 𝑄𝑖

̇ + (𝑇𝑠𝑁̇)
𝑖,𝑜𝑢𝑡

− (𝑇𝑠𝑁̇)
𝑖,𝑖𝑛

 

𝑇𝑆̇𝑖,𝑔𝑒𝑛 =
𝑇𝑑𝑆𝑖

𝑑𝑡
− 𝑄̇𝑖 + 𝑇 ∫ 𝑐𝑖,𝑜𝑢𝑡𝑠𝑖,𝑜𝑢𝑡𝑣𝑑𝐴

𝐴𝑜𝑢𝑡

− 𝑇 ∫ 𝑐𝑖,𝑖𝑛𝑠𝑖,𝑖𝑛𝑣𝑑𝐴
𝐴𝑖𝑛

8.9 

Eliminating 𝑄̇ from eqns (8.8) and  (8.9), using 𝐺 = 𝐻 − 𝑇𝑆 = 𝐸 + 𝑃𝑉 − 𝑇𝑆, 
𝑑𝐺

𝑑𝑡
=

𝑑(𝐸−𝑇𝑆)

𝑑𝑡
 

at constant volume and pressure, and molar Gibb’s free energy 𝑔 = ℎ − 𝑇𝑠, we get 
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𝑄𝑖,𝑒𝑥 = −
𝑑𝐺𝑖

𝑑𝑡
+ 𝑇 ∫ 𝑐𝑖,𝑖𝑛𝑔𝑖,𝑖𝑛𝑣𝑑𝐴

𝐴𝑖𝑛

− 𝑇 ∫ 𝑐𝑖,𝑜𝑢𝑡𝑔𝑖,𝑜𝑢𝑡𝑣𝑑𝐴
𝐴𝑜𝑢𝑡

8.10 

By definition of 𝜇 

𝑑𝐺

𝑑𝑛𝑖
|𝑃,𝑇,𝑖≠𝑗 = 𝑔𝑖 = 𝜇𝑖 

The Gibb’s free energy within the tank (assumed to be uniform throughout the tank) 

𝐺𝑖 = ∫ 𝑔𝑖,𝑡𝑎𝑛𝑘𝑐𝑖,𝑡𝑎𝑛𝑘𝑑𝑉
𝑉𝑡𝑎𝑛𝑘

= 𝑉𝑡𝑎𝑛𝑘(𝜇̃𝑐)𝑖,𝑡𝑎𝑛𝑘 

𝑑𝐺

𝑑𝑡
= 𝑉𝑡𝑎𝑛𝑘 (𝑐𝑖

𝜕𝜇𝑖

𝜕𝑡
+ 𝜇𝑖

𝜕𝑐𝑖

𝜕𝑡
)
𝑡𝑎𝑛𝑘

8.11 

Equation (8.10) is derived using the first and second laws of thermodynamics applied to 

tanks. Apart from the thermodynamic laws, the species conservation must also be 

satisfied.  

𝑑

𝑑𝑡
(𝑐𝑖,𝑡𝑎𝑛𝑘𝑉𝑡𝑎𝑛𝑘) = ∫ 𝑐𝑖,𝑖𝑛𝑣𝑑𝐴

𝐴𝑖𝑛

− ∫ 𝑐𝑖,𝑜𝑢𝑡𝑣𝑑𝐴
𝐴𝑜𝑢𝑡

 

The concentration of species exiting the tank has the same concentration as that of the 

tank (upwind scheme). 

𝑑

𝑑𝑡
(𝑐𝑖,𝑡𝑎𝑛𝑘𝑉𝑡𝑎𝑛𝑘) = ∫ 𝑐𝑖,𝑖𝑛𝑣𝑑𝐴

𝐴𝑖𝑛

− 𝑐𝑖,𝑡𝑎𝑛𝑘𝑉̇ 8.12 

Where 𝑉̇ is the volumetric flow rate. Substitute eqn. 8.12 into 8.11 and simplifying eqn. 

8.10, we get the exergy destruction for each species 𝑖. 

𝑄̇𝑖,𝑒𝑥 = −(𝑐𝑖𝑉𝑡𝑎𝑛𝑘

𝜕𝜇𝑖̃

𝜕𝑡
 )

𝑡𝑎𝑛𝑘
+ 𝜇𝑖,𝑡𝑎𝑛𝑘 (𝑉̇𝑐𝑖,𝑡𝑎𝑛𝑘 − 𝑣 ∫ 𝑐𝑖,𝑖𝑛𝑑𝐴

𝐴𝑖𝑛

) 
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+𝑣 (∫ 𝑐𝑖,𝑖𝑛𝜇̃𝑖,𝑖𝑛𝑑𝐴
𝐴𝑖𝑛

− ∫ 𝑐𝑖,𝑜𝑢𝑡𝜇̃𝑖,𝑜𝑢𝑡𝑑𝐴
𝐴𝑜𝑢𝑡

) 8.13 

Expressing the electrochemical potential 𝜇𝑖 in terms of chemical potential 𝜇𝑖 and solution 

phase potential 𝜙𝑒 for each species with charge number 𝑧𝑖, we get: 𝜇𝑖 = 𝜇𝑖 + 𝑧𝑖𝐹𝑐𝑖𝜙𝑒. By 

adding the 𝑄̇𝑖,𝑒𝑥 for all the six different species and using the electroneutrality condition 

∑𝑧𝑖𝑐𝑖 = 0, eqn. 8.13 becomes independent of 𝜙𝑒 and the net exergy lost due to tank 

mixing for all the six species can be written as 

𝑄̇𝑒𝑥 = 𝑉𝑡𝑎𝑛𝑘 (∑𝑐𝑖

𝜕𝜇𝑖

𝜕𝑡

6

𝑖=1

)

𝑡𝑎𝑛𝑘

+ ∑∫ 𝑐𝑖,𝑖𝑛𝜇𝑖𝑣𝑑𝐴
𝐴𝑖𝑛

6

𝑖=1

− ∑𝜇𝑖,𝑡𝑎𝑛𝑘 ∫ 𝑐𝑖,𝑖𝑛𝑣𝑑𝑦
𝐴𝑖𝑛

6

𝑖=1

8.14 

The chemical potential can be expressed in terms of standard chemical potential 𝜇𝑖
0 and 

concentration 𝑐𝑖 as 𝜇𝑖 = 𝜇𝑖
0 + 𝑅𝑇𝑙𝑛(𝑐𝑖). Substituting this into eqn. 8.14 and taking the 

summation inside the integrals, we obtain a final expression which is dependent only on 

the species concentration 𝑐𝑖 and independent of 𝜇𝑖
0 as 

𝑄̇𝑒𝑥 = −𝑉𝑡𝑎𝑛𝑘 (∑𝑅𝑇
𝑑𝑐𝑖

𝑑𝑡

6

𝑖=1

) + ∑𝑅𝑇𝑣

6

𝑖=1

∫ 𝑐𝑖,𝑖𝑛𝑙𝑛 (
𝑐𝑖,𝑖𝑛

𝑐𝑖,𝑡𝑎𝑛𝑘
)𝑑𝑦

𝐴𝑖𝑛

8.15 
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CHAPTER 9: Summary 

This thesis explains the ion transport mechanisms in electrochemical energy storage 

systems: li-ion batteries and redox flow batteries, by developing a 2D continuum model.  

9.1 Major Contributions 

Bi-tortuous Electrodes for Li-ion Batteries: 

We design and optimize the use of electrolyte-rich macro-pores imprinted into anisotropic 

graphite electrodes favoring fast ion transport. This could enable manufacturing thick Li-

ion battery electrodes without compromising the power density of such batteries. The key 

results from our work includes: 

• Bi-tortuous electrode structures in anisotropic graphite anodes can enhance 

discharge capacity by two-fold over a homogeneous electrode containing the same 

average porosity. 

• The macro-pores must be sized optimally and spaced at short intervals to realize 

maximum enhancement. 

• The placement of a complementary macro-pore in the cathode, which is relatively 

more isotropic than the anode, provides a mild enhancement in discharge capacity. 

• Our simulations suggest that bi-tortuous anodes are particularly useful at high 

cycling rates. 

• A positive angle tapered macro-pores have slight improvements over straight 

macro-pores. Negative angled tapers degrade the performance. 
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Multi -Species Transport in Redox Flow Batteries 

The 2D transient model we developed couples the transport of six different species with 

pore-scale redox reactions, and electron conduction in electrodes. We identify non-

dimensional numbers governing the design and operation of RFBs. Major findings 

include: 

• Mixing of electrolyte in the tanks leads to irreversible thermodynamic losses adding 

to cell polarization and capacity loss. This is particularly dominant at low flow rates. 

• The pore-scale reaction current density is more uniformly spread at high flow rates 

resulting in lower polarization. 

• The reaction current density resulting from crossover processes is at least one 

order of magnitude lower than the primary redox reactions. 

• With the use of non-selective separators, the diffusion and migration mechanisms 

can either enhance or oppose each other during crossover depending upon the 

state-of-charge, charging/ discharging cycle and redox properties. 

• A threshold amount of salt (at least 50% concentration of redox actives in either 

electrolyte) is needed to obtain 80% of discharge utilization capacity. 

• Three different regimes dominated by ohmic-polarization, redox active shuttling 

and sufficient supporting electrolyte are identified in the 2D space of non-

dimensional Damköhler numbers of the salt and the redox active species. 

• The total cell polarization losses in RFBs have contributions from ohmic resistance, 

reaction kinetics of the redox species at the pore-scale, mass transfer resistance 

between the bulk electrolyte and the pore-scale, and irreversible electrolyte mixing 

in the tanks. 
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• To obtain a capacity retention of more than 99.5% for ten cycles, the fixed 

membrane charge should be at least twenty times larger than redox concentration. 

• The pore-scale mass transport resistance is characterized by the pore-scale 

Damkohler number 𝐷𝑎𝑝 and the salt transport through the bulk of the electrolyte is 

represented by 𝐷𝑎𝑠. 

• A complete exergy destruction analysis is conducted to quantify energy losses 

associated with electronic conduction, pore-scale mass transport, bulk species 

transport, reaction kinetics and irreversible tank mixing. 

• The sum of exergy destruction losses associated with the five processes 

mentioned above add up to the total energy loss within a single charge/ discharge 

cycle. 

• Concentration polarization of the membrane counter-ion (when using IEM) is 

significant compared to the polarization due to pore-scale mass transfer at high 

current densities. 

The significant contributions towards modeling of RFBs include: 

• The use of Marcus-Hush-Chidsey kinetics over commonly used Butler-Volmer 

model. This is particularly relevant when operating RFBs with high cell potentials. 

• A detailed chapter on the discrete equations used to solve the coupled partial 

differential equations for modeling RFBs using finite volume method and implicit 

time stepping is presented. 

• The time step required for convergence is theoretically established using fixed 

point iteration convergence criteria. 
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• The ion-exchange membranes are modeled using Poisson equation. A fine layer 

mesh is used at the electrode-membrane interface to capture the steep electrolyte 

potential gradients at the interface. 

• The solution for the concentration fields is presented as a logarithmic value to 

account for order of magnitude variation particularly during crossover. 

• The electrochemical reactions are damped at very low redox species 

concentrations so as to achieve better numerical convergence. 

 

9.2 Recommendations for Future Work 

The model can be extended to 3D to model flow-by configurations such as serpentine 

flow field. This should go together with flow modeling using the Darcy-Brinkman equation 

to consider the boundary effects. Experimental validation of the results presented in this 

thesis will help identify fundamental mechanisms governing the performance of RFBs. 

The model presented in this thesis assumes dilute concentrations of the redox active 

species in the electrolyte where solute-solute interactions are not significant. The solute-

solute interactions become significant when the electrolyte is concentrated as a result of 

which, the activity coefficients are not unity. Developing concentrated solution theory 

under such circumstances, where the solute-solute interactions are relevant (like 

transport within the ion exchange membranes) could be a possible direction to explore. 
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