
c© 2019 Berat Levent Gezer



RECEIVER SYNCHRONIZATION FOR THE OPPORTUNISTIC USE OF

INTEGRATED SERVICE DIGITAL BROADCASTING - TERRESTRIAL

DIGITAL TELEVISION SIGNALS

BY

BERAT LEVENT GEZER

THESIS

Submitted in partial ful�llment of the requirements

for the degree of Master of Science in Electrical and Computer Engineering

in the Graduate College of the

University of Illinois at Urbana-Champaign, 2019

Urbana, Illinois

Advisers:

Professor Steven J. Franke

Professor Farzad Kamalabadi



ABSTRACT

Opportunistic use of signals has become a method that is resorted to in research, and

industry for various reasons. Although they come with some challenges which can be

overcome by applying di�erent techniques, a great number of advantages brought to the

�eld by these signals have made their use practical. Some of these signals like digital

television are transmitted at high power. The Ionospheric Scintillation Explorer (ISX)

mission dedicated to studying the ionospheric scintillations has been suggested by SRI

International, Inc., as a satellite which will receive the trans-ionospheric digital television

signals. In order to understand the spatial extent of the scintillating �ux tubes, cross-

correlation of the phase and amplitude of the pilot carriers in the digital television signals

will be examined. Extraction of pilot carriers is only possible if the transmitted signal is

recovered at the receiver. In this research, a receiver synchronization algorithm for the

opportunistic use of orthogonal frequency division multiplexing based Integrated Services

Digital Broadcasting-Terrestrial (ISDB-T) digital television (DTV) signals in free-space

has been developed. This synchronization algorithm can be developed further to account

for the ionospheric e�ects on the ISDB-T DTV signals.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Electromagnetic waves, acoustic waves, and magnetohydrodynamical waves propagate

in di�erent types of media like the atmosphere, ocean, and plasma. Waves always in-

teract with the medium resulting in di�erent phenomena such as di�raction, refraction,

interference, and scattering. One of these phenomena is scintillations, which may result

from regular or random inhomogeneities in the propagation medium.1 Ionospheric scin-

tillations, random changes in amplitude and phase of signals propagating through the

turbulent ionosphere, are caused by the random �uctuations of electron density in the

ionosphere, resulting in changes in refractive index [Tatarskii et al., 1993].2 Ionospheric

scintillations vary with frequency, magnetic and solar activity, latitude, time of day, and

season [Jursa et al., 1985].

Satellite-based communication signals are profoundly a�ected by these scintillations.

For GPS satellites, strong scintillations may cause the receiver to lose the signal, and weak

scintillations can degrade accuracy. Many 2-D models have been developed for under-

standing ionospheric irregularities. Huba et al. [2008] and Retterer [2010] adopted a 2-D

solution by incorporating equipotential �eld lines in a 3-D model. Aveiro and Hysell [2010;

2012] showed that a 2-D model was not su�cient to simulate the details of the physics

of ionospheric F-region. However, using a 3-D ionospheric model, they could simulate

1As the other media and regular inhomogeneities are beyond the scope of this thesis, only random
inhomogeneities in the ionospheric medium will be discussed.

2Refractive index, n is de�ned by n =
√
εr , where εr, the relative permittivity is a function of electron

density, Ne.
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the �rst evolution of equatorial spread-F as well as bottom-type, bottomside, and topside

stages. Keskinen et al. [1998] developed a quasi-three-dimensional model with magnetic

�ux tube integration techniques to demonstrate the nonlinear evolution of ESF bubbles.

Later, Keskinen et al. [2003] found that parallel conductivity slows down both the lin-

ear and nonlinear bubble evolution. This e�ect was not observed with the 2-D evolution

model. Aveiro and Huba [2013] presented a comparative study of the evolution of equato-

rial F-region irregularities using a 2-D and 3-D electrostatic potential solution in SAMI3

model. This comparison showed that the complex physics of the equatorial F region could

be captured only by using a 3-D model.

Although Hey et al. [1946] brought scintillation to the attention of the scienti�c commu-

nity by pointing out the short-period random �uctuations observed in radiations at 64 MHz

from the radio star Cygnus, it was the deployment of Sputnik in 1957 that started a new

era in scintillation studies. Since then, beacons carried by arti�cial satellites have proved

to be a great asset. Recently, a new satellite named Ionospheric Scintillation Explorer

(ISX) was developed by SRI International, Inc., and California Polytechnic State Univer-

sity and funded by the National Science Foundation.3 4 The nanosatellite's objective is to

take measurements of the k-spectrum of equatorial spread-F (ESF) irregularities. These

measurements will help us understand the scintillation-scale turbulence in and around the

ESF plumes. Until now, experiments carried out by di�erent missions to date could pro-

vide data for only the transverse (to the geomagnetic �eld) k-spectrum. However, ISX will

also measure the parallel (to the geomagnetic �eld) k-spectrum, which is very valuable

in understanding the three-dimensional electrodynamics of ESF turbulence [Iuliano and

Bahcivan, 2015].

The ionosphere may be assumed to have inhomogeneities with an excess and de�cient

number of electrons which scatter waves randomly. ESF is known to obey universal power-

law spectrum in the plane transverse to the geomagnetic �eld. One of the objectives of

the ISX mission is to understand the spectrum of turbulence along a geomagnetic �eld

3In this thesis, nanosatellite, Cubesat, mission, and spacecraft will be used interchangably to refer to
ISX.

4The satellite was deployed on December 15, 2018.
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Figure 1.1 � (Left) Artist's rendering of the ISX cubesat receiving the DTV transmissions

represented by concentric circles. (Right) A simulation of the experimental geometry is shown.

Solid black lines show the line-of-sight between the transmitters and the satellite pierces

through the magnetic �ux tubes are represented in red. The trajectory of the satellite is

represented with a black line between positions of the satellite denoted T1 and T2 [Iuliano

and Bahcivan, 2015].

line. The k-parallel spectrum information will answer whether such a universal law is also

valid in the parallel direction. The scintillation patterns at multiple transverse look angles

will also show us if the irregularities causing scintillations are isotropic in the transverse

plane. The data that will be collected by ISX will provide an excellent opportunity to

evaluate the accuracy of the current models and improve them even further. Unlike most

satellites deployed for research on scintillations, which carry a beacon, ISX is equipped

with a four-channel UHF receiver which records the digital television signals broadcast

by multiple ground transmitters. The signals pierce through the magnetic �ux tubes at

multiple points. Scintillations occur due to forward di�ractive scattering of the signals of

ESF irregularities. These scintillating signals are collected by the ISX receiver in near-real

time [Iuliano and Bahcivan, 2015]. Figure 1.1 provides a representation of the experimental

geometry.

With the opportunistic use of digital television (DTV) signals, the ISX mission brings a

novel approach to the �eld, an approach that will complement the capabilities of other in-

struments such as incoherent scatter radars (ISR), rockets, sky camera, satellites, and GPS

receivers, which are used to study ionospheric scintillations. ISR and sky cameras cannot

detect scintillation-scale (100 m - 1000 m) irregularities. Although useful for observing

meter scale regions, ISRs are expensive to operate. Sky cameras are used for large scales.

Rockets or satellites cannot provide the needed spatial sampling of the magnetic �ux tubes
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as it is not easy to make them follow magnetic �ux tubes [Bahcivan and Novoselov , 2016].

Although GPS receivers seem like a good alternative; due to the dispersive nature of the

ionosphere, multi-frequency digital TV signals make a better asset to observe the internal

consistencies in the models and theories developed [Tatarskii et al., 1993].

The orbit of ISX is designed to capture the timely occurrence of ionospheric irregu-

larities within F-layer (200-1000 km). For high and equatorial latitudes, the irregularities

are observed predominantly in the ranges from 250 to 450 km. From time to time, E-layer

irregularities can be observed at altitudes ranging from 90 to 100 km [Jursa et al., 1985].

Globally, the intensity of scintillations in the auroral zone and the equatorial region is

highest [Aarons et al., 1971]. The equatorial region comprises the latitudes of ±20 degrees

around the magnetic equator. In the equatorial region, ionospheric irregularities almost

always happen after sunset. ISX will make a circular orbit with an 85-degree inclination

and will cross the magnetic equator around sunset. Its altitude will be at or above the

ESF bubbles (250-500 km).

This research develops a receiver synchronization algorithm for Integrated Services

Digital Broadcasting-Terrestrial (ISDB-T) DTV signals. As ISX orbits, its receiver payload

will collect DTV signals and extract the pilot carriers from these signals. Cross-correlation

of the phase and amplitude of these pilot carriers provides a useful tool for us to measure

the spatial extent of the scintillating �ux tubes [Iuliano and Bahcivan, 2015]. Disturbances

added by the channel can make it challenging to perform the task of extracting pilot carriers

from the received signal. Therefore, a receiver synchronization algorithm is needed to make

sure the collected DTV signals have the same format as the transmitted signals.

1.2 Outline

This thesis is organized as follows. Chapter 2 provides a general introduction to or-

thogonal frequency division multiplexing (OFDM) as it is the modulation method used

in ISDB-T systems. The chapter also provides general information on di�erent types of

digital broadcasting formats currently in use in di�erent regions of the world. Chapter 2

concludes with a description of the structure of ISDB-T DTV signals. Chapter 3 provides

4



theoretical background on receiver synchronization. Chapter 4 applies this theoretical

knowledge to develop a compact solution to receiver synchronization problem for ISDB-T

DTV signals. Chapter 5 discusses the e�ectiveness of this research and proposes ideas for

future work.
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CHAPTER 2

ORTHOGONAL FREQUENCY DIVISION

MULTIPLEXING AND ITS APPLICATION IN

DIGITAL TELEVISION BROADCASTING

SYSTEMS

2.1 Multi-carrier Transmission Schemes

Historically, television signals were broadcast with single-carrier transmission meth-

ods. Although these methods are simple to apply in �at fading channels, they require a

high-complexity equalizer for frequency-selective channels. A typical equalizer is a �nite

impulse response �lter with adaptive tap coe�cients. Complexity arises from the fact that

more taps are required for frequency-selective channels. Digital television broadcast re-

quires a high-rate wireless transmission. This requirement brings two issues: inter-symbol

interference (ISI) in the multi-path channels and need for a large signal bandwidth. As

a high-complexity equalizer cannot be established in single-carrier schemes, multi-carrier

schemes have been developed as an e�ective alternative.

In multi-carrier schemes, the frequency band is divided into subbands and multiple

carriers are used for transmission. A �lter bank of multiple narrow-band �lters is found

both at the transmitter and receiver structure, providing the ability to represent the

frequency-selective wideband by multiple frequency-�at narrowband channels [Cho et al.,

2010]. This representation reduces the complexity of the equalizer for each subchannel

(a.k.a. tone). Figure 2.1 shows the basic structure of a multicarrier system in which X`[k]

and Y`[k] are the transmitted and received signals, respectively, at the carrier frequency

fk, k = 0, 1, 2, ..., N − 1 and in the `th symbol interval. The panel at the bottom of the

6



�gure shows that the whole wide bandwidth is divided into subbands of equal narrow

bandwidths centered at subcarrier frequencies.1 Table 4.1. in Cho et al. [2010] gives a

compact comparison of single-carrier and multi-carrier transmission schemes.

Figure 2.1 � The basic structure of a multicarrier transmission system is shown above
while its spectral characteristics are shown below. If each subchannel in the lower
panel is bandlimited, the system is called a �ltered multi-tone (FMT) system. [Cho
et al., 2010].

Although multicarrier transmission systems look like a good alternative to single-

carrier systems, some complexity also arises due to the increasing number of encoders,

decoders, �lters and oscillators. A method called orthogonal frequency division multiplex-

ing (OFDM) will be discussed next as a good solution to reduce this complexity.

2.2 Orthogonal Frequency Division Multiplexing

The multicarrier transmission system discussed in Section 2.1 is one implementation

of the frequency division multiple access (FDMA) method. OFDM, another type of mul-

ticarrier transmission scheme, does not use individual components as required for each

subchannel shown in Figure 2.1. A smart design leading to the OFDM method not only

reduces the number of components needed for a multicarrier transmission/ reception sys-

1Subcarrier is a term used to distinguish the set of frequencies fk from the RF carrier frequency [Haykin
and Moher , 2005]
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tem but also increases the bandwidth e�ciency.

Two important problems must be tackled to make sure that each transmitted symbol

can be recovered accurately at the receiver: inter-symbol interference (ISI) and inter-

carrier interference (ICI). ISI among subchannels can be prevented when the sampling of

subcarrier signals is performed by satisfying the Nyquist criterion

g(nT ) = δ[n] =


1, n = 0

0, n 6= 0

⇐⇒
∞∑

i=−∞
G

(
f − i

T

)
,

where ⇐⇒ denotes operation of Fourier transform of the function between time and fre-

quency domains and g(nT ) is the impulse response of overall end-to-end system given

as

g(nT ) = gT (nT ) ∗ h(nT ) ∗ gR(nT ) ∗ h−1(nT ),

where gT (nT ), gR(nT ), and h−1(nT ) denote the impulse response of the transmitter, re-

ceiver �lter, and equalizer, respectively [Cho et al., 2010].

Each subchannel contains a carrier which is digitally modulated. The allocation of sub-

channels close to one another can still create interference between the adjacent subcarriers.

Therefore, an issue of inter-carrier interference may arise. Keeping the subcarriers orthog-

onal to one another is a solution to this potential issue. Given two time-limited complex

exponential signals ej2πfktand ej2πfit , orthogonality of these two signals is satis�ed if

1

Tsym

Tsymˆ

0

ej2πfit · (ej2πfit)∗ =


1, k = i

0, k 6= i

(2.1)

where fi = i/Tsym,i = 0, 1, 2, ..., N − 1, and fk = k/Tsym, k = 0, 1, 2, ..., N − 1. Sampling

these signals at t = nTs = nTsym/N, n = 0, 1, 2, ..., N − 1, Equation (2.1) can be written
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as

1

N

N−1∑
n=0

e
j2π k

Tsym

nTsym
N ·

(
e
j2π i

Tsym

nTsym
N

)∗
=

1

N

N−1∑
n=0

ej2π(k−i)
n
N

=


1, k = i

0, k 6= i

.

to express it in discrete-time domain [Cho et al., 2010].

Unlike mutlicarrier systems, subchannels overlap in OFDM systems. However, using

the orthogonality property, the spectrum of the OFDM signal is designed such that the

peak of one carrier corresponds to the null of another as shown in Figure 2.2. Orthogonality

along with sampling at the Nyquist rate provides a desirable modulation/demodulation

scheme.

Figure 2.2 � Spectrum of OFDM signal with overlapping subcarriers [Goldsmith, 2005].

A general block diagram of an OFDM system is shown in Figure 2.3. Data bitstream

is modulated by mapping into QAM or PSK modulation schemes. The serial modulated

complex data bitstream in the frequency domain �ows inN parallel streams, whereN is the

number of FFT points. During the serial-to-parallel conversion, pilot symbols are inserted
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in the data to encode the information in amplitude variations [Haykin and Moher , 2005].

Within the duration of an OFDM symbol Tsym = NTs, where Ts is the sampling period, `th

OFDM transmit symbol in time domain is established after accumulating each subcarrier

on which an IFFT operation is performed. To express this operation in mathematical

terms, let X`[k] denote the `th transmit symbol at the kth subcarrier, ` = 0, 1, ...,∞ and

k = 0, 1, ..., N − 1. Then, we can express the baseband OFDM signals

x`(t) =
∞∑
`=0

N−1∑
k=0

X`[k]ej2πfk(t−`Tsym),

where fk = k/Tsym. Sampling x`(t) at t = `Tsym + nTs, a single discrete-time OFDM

symbol becomes

x`[n] =

N−1∑
k=0

X`[k]e2πkn/N , n = 0, 1, ..., N − 1

which is essentially N -point IDFT of the parallel data symbols [Cho et al., 2010].

Figure 2.3 � Complete block diagram of an OFDM system [Cho et al., 2010].
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On the receiving end, from the received baseband signal in time domain

y`(t) =

N−1∑
k=0

X`[k]ej2πfk(t−`Tsym), `Tsym < t ≤ (`+ 1)Tsym,

using the orthogonality among the subcarriers in Equation (2.1), the transmitted symbol

in frequency domain can be recovered with

Y`[k] =
1

Tsym

∞̂

−∞

y`(t)e
−j2πfk(t−`Tsym) dt

=

N−1∑
i=0

X`[i]

 1

Tsym

Tsymˆ

0

ej2π(fi−fk)(t−`Tsym)dt

 = X`[k],

where the channel e�ects and noise are ignored [Cho et al., 2010]. To perform FFT on the

received OFDM symbol y`(t) we discretize it at t = `Tsym + nTs

y`[n] =
1

N

N−1∑
i=0

X`[i]e
j2πin/N

and take the FFT of the discrete OFDM symbol y`[n]

Y`[k] =
N−1∑
n=0

y`[n]e−j2πkn/N

=
1

N

N−1∑
n=0

N−1∑
i=0

X`[i]e
j2π(i−k)n/N = X`[k]

Figure 2.4 shows an example of the OFDM modulation/ demodulation procedure for

a symbol X`[k] modulating N subcarriers k = 0, 1, .., 5 with a frequency of fk = k/Tsym.
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Figure 2.4 � Modulation and demodulation of OFDM symbols [Cho et al., 2010].

Time-dispersive channels leads to ISI and the contiguous symbols are received as mixed

with one another. In order to reduce the fading as a consequence of multi-path e�ects,

a periodic interval is added to each OFDM symbol. This extension is called cyclic pre�x

(a.k.a. guard interval)2 and its length should be longer than the estimated maximum delay

of the multi-path channel to maintain the orthogonality among the subcarriers.

OFDM systems can be modeled as

Y`[k] = X`[k]H`[k] + Z`[k],

where, for the kth subcarrier frequency component of the `th transmitted OFDM symbol,

H`[k], and Z`[k] are the channel frequency response and noise in the frequency domain,

respectively. Under no noise condition, Z`[k] = 0, then the OFDM symbol can be detected

by using a single-tap equalizer which can be described as

X`[k] =
Y`[k]

H`[k]
,

2In this work, GI and CP are used interchangeably.
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which would be valid only if X`[k] ·H`[k] was equal to the DFT of convolution of x`[n] with

h`[n]. However, DFT{x`[n] ∗ h`[n]} 6= X`[k] ·H`[k]. Extending the OFDM symbol block

in a cyclic manner allows the use of the circular convolution operator denoted ⊗. As a

result, the cyclic pre�x will make use of a single-tap equalizer for each subcarrier possible

as DFT{x`[n]⊗ h`[n]} ≡ X`[k] ·H`[k] [Cho et al., 2010; Goldsmith, 2005].

Although the cyclic pre�x has bene�ts, it also results in a data rate reduction of

N/(N + NCP ) , where NCP is the length of the cyclic pre�x. Also, some transmission

power is wasted with the transmission of the cyclic pre�x along with the OFDM symbol

block. The cyclic pre�x block can be zero-padded to save the related transmission power,

but it does not improve the reduction of data rate [Goldsmith, 2005]. Cyclic pre�x will be

discussed more in its use in digital television signals and receiver synchronization in the

rest of this thesis.

E�orts to develop a transmission scheme similar to OFDM go back to the 1950s [Mosier

and Clabaugh, 1958; van Nee and Prasad , 2000]. This scheme found its use �rst in digital

audio broadcasting and later in digital television broadcast applications. Due to the su-

periority of the OFDM transmission scheme, it has become the preferred system for many

recent and current technologies.

OFDM is used in the modem standards ADSL and DOCSIS. It is also the scheme pre-

ferred in wireless LAN standards IEEE 802.11a/g/n/ac/ad as well as the WiMAX IEEE

802.16 set of standards. Wavelet-OFDM has evolved as an alternative to conventional

OFDM used in power line communications due to its higher transmission e�ciency and

need for comparably fewer carriers [Galli et al., 2008]. Already OFDM has a good per-

formance in 4G and LTE technologies, and again a variation of OFDM called CP-OFDM

has been selected as the waveform to be used in 5G technologies [Zaidi et al., 2016], an ul-

tra wideband (UWB) application. Multi-carrier UWB (MC-UWB) systems using OFDM

have been developed as an alternative to impulse-UWB (I-UWB) systems. These sys-

tems are being studied for their possible implementation in ground penetrating radar and

through-wall and medical imaging systems [Reed , 2005]. Levanon [2000a; 2000b] showed

the application of OFDM in designing a multi-frequency radar signal. The autonomous ve-
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hicle industry has created numerous innovations in sensing technology. Although FMCW

is the radar waveform currently in use in this industry, possible ways of implementing

UWB-OFDM/OFDM waveform in automotive radars are being investigated because of its

robustness to multipath fading, multiple-use from its origin in communication systems,

low sidelobes, almost no range-doppler coupling, and imaging capability [Garmatyuk and

Kau�man, 2009; Sit et al., 2011; Sturm et al., 2009; Sturm and Wiesbeck , 2011].

2.3 Digital Terrestrial Television Broadcasting Standards

Digital television signals come in di�erent formats depending on the country, frequency

band and purpose of use. Due to the advantages they provide, digital video broadcast-

ing systems have replaced analog television services. The main advantage is that digital

television can provide multiple channels over a single stream using multiplexing. Another

advantage is that digital video, audio and data broadcasting services can be provided via

satellite, cable, or terrestrial signal delivery.

Di�erent types of terrestrial digital television broadcast standards have developed

around the world: Digital Video Broadcasting - Terrestrial (DVB-T), Advanced Tele-

vision System Committer (ATSC), Integrated Service Digital Broadcasting - Terrestrial

(ISDB-T), and Digital Terrestrial Multimedia Broadcasting (DTMB). Figure 2.5 shows

the predominance of digital terrestrial television systems.

Digital Video Broadcasting - Terrestrial (DVB-T) is one of a series of standards adopted

by the European Telecommunications Standard Institute. This series of standards de�ne

a set of principles for digital broadcasting of television, sound and data services . ISDB-

T (Integrated Services Digital Broadcasting - Terrestrial), a digital broadcasting service,

is a band-segmented transmission orthogonal frequency division multiplexing system. It

provides audio, video and multimedia services. ISDB-TB is the Brazilian version of ISDB-

T. ATSC (Advanced Television Systems Committee) is another set of digital broadcasting

standards adopted by the United States, Canada, and South Korea. ATSC is the only type

of digital broadcasting system using vestigial sideband modulation (VSB). DTMB (Digital

Terrestrial Multimedia Broadcasting), previously known as DMB-T, was developed by the
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Digital Terrestrial Television Systems. Blue indicates countries that have adopted or deployed DVB-T and DVB-T2. September 2016
Copyright 2016 DVB Project. DVB and the DVB logo marks are registered trademarks of the DVB Project.

ISDB-TATSC DTMB T T2

Figure 2.5 � Digital Terrestrial Television Systems around the World . DVB-T2 is
the terrestrial version of second generation DVB (DVB-S2) that was adopted as a
standard in 2014 [DVB , 2017].

People's Republic of China in 2004.

A brief comparison of these broadcasting services is provided in Table 2.1. Di�erent

types of orthogonal frequency division multiplexing techniques (OFDM) are in use. DVB-

T uses Coded OFDM whereas DTMBS uses time-domain synchronization OFDM (TDS-

OFDM). ISDB-T, on the other hand, which will be discussed next uses band segmented

transmission-OFDM (BST-OFDM).

Table 2.1 � A comparison of broadcasting services.

DVB-T ATSC ISDB-T DTMB

Bandwidth 6/ 7/ 8 MHz 6 MHz 6/ 7/ 8 MHz 6/ 7/ 8 MHz

Modulation COFDM VSB BST-OFDM TDS-OFDM

2.4 Integrated Services Digital Broadcasting - Terrestrial

Digital Television Signals

Sample data provided by SRI International was recorded from DTV stations in Brazil

broadcasting in the ISDB-T format. The ISDB-T system operates on the BST-OFDM

method. ISDB-T has three di�erent modes based on spacings between OFDM carrier
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frequencies. These spacings are approximately 4 kHz, 2 kHz, and 1 kHz in modes 1, 2, and

3, respectively.3 Although the number of carriers is di�erent for each mode, data bit rate

remains the same in all modes. Modes 1, 2, and 3 have a bandwidth of 6, 7, and 8 MHz,

respectively. The feature of di�erent modes provides immunity of the signals to multipath

propagation and Doppler e�ects.

By combining data carriers with control signal carriers we obtain OFDM segment which

occupies 1/14 of 6MHz television channel bandwidth. In ISDB-T systems, transmission

band consists of 13 subbands called OFDM segments. So, each OFDM segment has a

bandwidth of 6/14 ≈ 428.57 kHz . OFDM frame consists of 204 OFDM symbols. Table

2.2 gives detailed information about each mode. Depending on the mode of transmission

one OFDM symbol consists of 211, 212, or 213 carriers which determine the number of

FFT points. However, 108, 216, and 432 carriers per segment for each transmission mode

results in allocation of 1405, 2809, and 5617 carriers per symbol for mode 1, 2, and 3,

respectively.4 This di�erence in the number of carriers in theory and practice arises from

the fact that these carriers are enough to meet the bit-rate and bandwidth requirements

[Larroca et al., 2016]. Table 2.3 shows how many of those carriers are allocated for di�erent

purposes.

The orthogonality property of BST-OFDM allows simultaneous transmission of multi-

ple sub-carriers within a limited bandwidth without interference. Orthogonality is estab-

lished by setting the subband carriers at the harmonics of the carrier with the smallest

frequency. Therefore, as seen in Figure 2.4, the spectrum of an OFDM signal is the sum

of frequency shifted sinc functions. Having all sub-carriers with a �nite duration T , these

overlapped sinc functions are separated by 1/T . Each sub-carrier acts like an independent

channel due to the orthogonality property.

BST-OFDM is designed to have 1/4, 1/8, 1/16,1/32 of the symbol duration copied and

allocated as guard interval (GI). Thus, a guard interval is located between two consecutive

symbols. This structure is shown in Figure 2.6. A full time-frequency domain of OFDM

3For more precise information, see Table 2.3.
4Number of carriers per symbol is calculated using Ns ×Nc + 1 where Ns is number of subbands, i.e.

13 and Nc sumber of carriers per segment as shown in Table 2.3.
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symbols and guard intervals is depicted in Figure 2.7. The combination of guard interval

and data within one OFDM symbol is shown in Table 2.4.

An OFDM signal consists of a number of di�erent carriers. An ISDB-T signal consists

of the carriers of data, scattered pilot (SP), transmission and multiplexing con�guration

control (TMCC), and auxiliary channel (AC). Pilot carriers are added to the signal to-

gether with TMCC carriers before IFFT operation. Guard interval is added after IFFT is

performed on the signal. These carriers are allocated within OFDM-segment.

Con�guration of an OFDM segment for synchronous modulation, i.e. QPSK, 16QAM,

and 64QAM is shown in Figure 2.8. As stated earlier, this OFDM-segment has 204 OFDM-

symbols each of which is composed of 96 OFDM-carriers for Mode-1, 192 for Mode-2, and

384 for Mode-3. Each segment occupies 1/14 of the total bandwidth which is 6000/14 kHz ≈

428.57 kHz. The scattered pilot carriers are distributed within this segment in a certain

order.5 Starting with the upper left corner of the segment, a scattered pilot is inserted once

every 12 carriers and once every 4 symbols in carrier and symbol directions, respectively. A

varying number of TMCC and AC carriers with the transmission mode are also allocated

within the segment. These carriers are �xed in certain locations given in ARIB STD-B31

[2005]. Pilot carriers are used for synchronization and reproduction purposes.

Figure 2.6 � Guard interval allocation. Guard interval is located between two consec-
utive symbols. Symbol duration is shared by subchannel and guard interval. The top
panel is a block representation of the bottom one [Cho et al., 2010; Langton, 2004].

5There are two types of pilots: scattered and continuous. Continuous pilots are used in di�erential
modulation. ISDB-T signals have only one continuous pilot and it is located in the biggest carrier [Larroca
et al., 2016].
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Table 2.2 � ISDB-T OFDM-segment parameters as shown in ARIB STD-B31 [2005]
by the Association of Radio Industries and Businesses (ARIB).

Figure 2.7 � OFDM symbols and guard intervals are shown in time and frequency
domains [Cho et al., 2010].
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Table 2.3 � ISDB-T OFDM-transmission parameters as shown in ARIB STD-B31
[2005] by the Association of Radio Industries and Businesses (ARIB).

Table 2.4 � Di�erent combinations of NFFT -NG. In the table, NFFT is the number of
FFT points, NG is the number of data points for guard interval and NG/NFFT is the
guard interval ratio.

Mode 1 Mode 2 Mode 3

NFFT 2048 4096 8192

NG/NFFT
1/4, 1/8, 1/16,1/32 1/4, 1/8, 1/16,1/32 1/4, 1/8, 1/16,1/32

NG 512, 256, 128, 64 1024, 512, 256, 128 2048, 1024, 512, 256
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Figure 2.8 � OFDM segment con�guration of an ISDB-T Mode 1 signal for synchronous
modulation [ARIB STD-B31 , 2005].
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CHAPTER 3

SYNCHRONIZATION FOR ORTHOGONAL

FREQUENCY DIVISION MULTIPLEXING

BASED SYSTEMS

3.1 Overview

A transmitter modulates the bitstream into symbols on a modulation scheme, e.g.,

PSK, QAM. An IFFT operation is performed on these symbols. These symbols, which

are transformed to time domain, are relayed through the channel. However, the channel

distorts the signal and ultimately may remove the orthogonality of the OFDM signal.

Therefore, the distortion needs to be compensated for at the receiver. This compensation

can be accomplished through synchronization, which provides an accurate mapping of the

symbols on the scheme, thereby properly performing demodulation of the OFDM signal.

OFDM synchronization is known to be a challenging task [Larroca et al., 2016; Cho

et al., 2010; Goldsmith, 2005; Pollet et al., 1995]. It mainly consists of the steps of estima-

tion and correction of symbol timing o�set (STO), carrier frequency o�set (CFO) (also

known as integer CFO) and sampling clock o�set (SCO) [Cho et al., 2010; Larroca et al.,

2016]. This chapter discusses these o�sets and their e�ects on the received OFDM signals.

3.2 Symbol Timing O�set

In order to adjust symbol timing o�set, the starting point of each OFDM symbol after

the GI is removed must be determined. This determination provides symbol timing for

properly performing an FFT operation in the receiver. In the time domain, the e�ect of
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STO in the received signal can be expressed as

y`[n] = x`[n+ θ].

For a representation in the frequency domain, the FFT of the time domain received signal

is taken

Y`[k] =
1

N

N−1∑
n=0

x`[n+ θ]e−j2πnk/N , (3.1)

where the transmitted signal can be expressed as

x`[n+ θ] =
N−1∑
p=0

X`[p]e
j2π(n+θ)p/N ,

and thereby Equation (3.1) yields

Y`[k] =
1

N

N−1∑
p=0

X`[p]e
j2πθ/N

N−1∑
n=0

ej2π
(p−k)

N
n

= X`[k]ej2πkθ/N ,

after using the following identity

N−1∑
n=0

ej2π
(p−k)

N
n = ejπ(p−k)

N−1
N · sin[π(k − p)]

sin[π(k − p)/N ]

=


N for k=p

0 for k 6=p

.

In the above set of equations ` is the symbol number, k is the subcarrier index and N

is the number of points for FFT [Cho et al., 2010]. These equations show that timing

o�set causes a phase rotation in the received signal. If the estimated point corresponds to

somewhere within the symbol, then both inter-carrier interference (ICI) and inter-symbol

interference (ISI) can be seen.
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3.3 Carrier Frequency O�set

Carrier frequency o�set results from Doppler frequency shift, timing synchronization er-

rors and a mismatch between the local oscillator frequencies at the transmitter and receiver.

The passband signal which was converted from the baseband signal during modulation is

converted back to baseband by mixing it with a local carrier signal. The frequencies of

the local oscillators at the transmitter and receiver must be the same. Otherwise, a carrier

frequency o�set occurs, which causes a missmatch, ∆φ = φr − φt 6= 0, between the carrier

phase φr at the receiver and the carrier phase φt at the transmitter . Carrier frequency

recovery as well as timing recovery takes place prior to the demodulation step.

In a general sense, normalized CFO denoted ε is a ratio given by

ε =
foffset

∆f
,

where foffset is the di�erence between the carrier frequencies at the transmitter and re-

ceiver and ∆f is the subcarrier spacing [Cho et al., 2010]. The received signal involving

the e�ects of CFO can be expressed as

y[n] = x[n]ej2πnε/N

in time domain, and

Y [k] = X[k − ε]

in frequency domain. This shift in frequency domain may cause an ICI as shown in Figure

3.1.

CFO is basically composed of two parts, ε = εI + εf , where εI is the integer CFO

and εf is the fractional CFO. Integer CFO shifts the transmitted signal X[k] in a cyclic

manner. Therefore, the input of FFT is x[n]ej2πεIn/N ←→ X[k− εI ] for the kth subcarrier.

Although this kind of o�set degrades the bit error rate (BER) greatly, orthogonality among

subcarriers is maintained, and thus no ICI is of concern. However, every subcarrier is found

at the wrong position. Fractional CFO, on the other hand, causes the loss of orthogonality
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Figure 3.1 � CFOcauses an inter-carrier interference [Cho et al., 2010].

among the subcarriers and increases the bit error rate (BER) [Liu et al., 2004; Pollet et al.,

1995].

To show the e�ect of fractional CFO on the received signal y[n], an FFT operation is

performed

Y [k] =

N−1∑
n=0

y[n]e−j2πkn/N .

The received signal in time domain before FFT is given by

y`[n] =
1

N

N−1∑
k=0

H[k]X`[k]ej2π(k+εf )n/N + w`[n], (3.2)

where w[n] denotes the noise, andH[k] represents the channel response. Then, the received

signal in frequency domain becomes

Y`[k] = H`[k]X`[k]
sin(πεf )

N sin(πεf/N)
· ejπεf (N−1)/N + I`[k] +W`[k],

where

I`[k] = ejπεf (N−1)/N
N−1∑

m=0,m 6=k
H[m]X[m]

sin(π(m− k + εf ))

N sin(π(m− k + εf )/N)
ejπ(m−k)(N−1)/N

represents ICI and the �rst term represents the amplitude and phase distortion of the kth

subcarrier frequency component due to the fractional CFO [Cho et al., 2010; Muschallik ,

1995].
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3.4 Sampling Clock O�set

SCO consists of phase o�set and frequency o�set in the sampling clocks. Frequency

o�set results from a frequency mismatch between the local oscillators at the transmitter and

receiver or Doppler frequency, and phase o�set corresponds to the non-identical sampling

rates at the transmitter and receiver which causes a symbol timing error [Yang et al.,

2000a; Speth et al., 1998]. Figure 3.2 distinguishes between the frequency and phase o�sets

resulting from SCO.

While CFO is the same for all subcarrriers, SCO contributes linearly with the sub-

carrier index, which can be expressed in a block of Nsub subcarriers as

∆f = ∆fc + k ·∆fs, −
Nsub

2
≤ k < Nsub

2
,

where ∆fc is the carrier frequency o�set, ∆fs is the sampling frequency o�set, and k is the

subcarrier index [Sandell et al., 2005]. SCO due to the phase o�set is proportional to the

timing o�set and subcarrier index and evaluated as a very small part of STO. Therefore,

it is often neglected [Cho et al., 2010]. Sampling clock frequency o�set is given by

ζ =
(fsTX − fsRX )

fsTX

,

where fsTX and fsRX are the sampling frequencies at the transmitter and receiver, respec-

tively [Fechtel , 2000; Pollet et al., 1994, 1995].

3.5 Total O�set

Di�erent types of o�sets have been discussed in this chapter. A general review of their

e�ects on the received signal is shown in Table 3.1.
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Figure 3.2 � Phase and frequency o�sets in SCO. The top panel shows the constant
time di�erence between Tx and Rx samples due to phase o�set. The bottom panel
shows that SFO causes a time-varying phase o�set in clocks, which causes inter-carrier
interference [Cho et al., 2010].

Table 3.1 � The e�ect of the o�sets on the received signals in the time and frequency
domains.

Time domain Frequency domain

STO y[n] = x[n+ θ] Y [k] = X[k]ej2πkθ/N

CFO y[n] = x[n]ej2πnε/N Y [k] = X[k − ε]

SCO y[n] = x[n+ ζ] Y [k] = X[k]ej2πkζ/N

The total e�ect of STO, CFO and SCO in the received baseband signal can be shown

as

y`[n] = IDFT{Y`[k]}

= IDFT{H`[k]X`[k] + Z`[k]}

=
1

N

N−1∑
k=0

H`[k]X`[k]ej2π(k+ε)(n+θ+ζ)/N + z`[n],

where ε = εI + εf . Chapter 4 explains how the errors mentioned above are estimated and

the pilot carriers are extracted from the received signal.
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CHAPTER 4

APPLICATION OF A FULL RECEIVER

SYNCHRONIZATION METHOD TO

OFDM-BASED ISDB-T DTV SIGNALS

4.1 Overview

The block diagram in Figure 4.1 shows the steps of ISDB-T receiver synchronization

developed for this research. This chapter discusses the estimation of symbol timing o�set,

carrier frequency o�set, sampling clock and �nally extraction of pilot carriers. The chapter

concludes with demonstration of how these estimation procedures are applied to the data

recorded from an ISDB-T broadcast station.

4.2 Data Preparation and Mode Estimation

The ETTUS receiver which was used to record the ISDB-T broadcast signals has a con-

stant resampling rate of 8MHz. As DTV signals are always transmitted at 8.12698...MHz

a rational resampling is done at a rate of 64/63. Data is stored in blocks. Each block

data has 1, 048, 576 sample points. Number of sample points increases to approximately

1, 065, 220 after resampling the data.

Resampling operation was done by using the resampling tool that was developed by

David Cournapeau. Considering that it is written in a low-level language, this tool per-

forms the cumbersome resampling process in a relatively small period of time.1

1The package can be accessed at pypi.org's website (Access date : 05/10/2019). This is a Python
wrapper around the algorithm written in C programming language by Eric de Castro Lopo based on
Putnam and Smith [1997].
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Figure 4.1 � Receiver synchronization of ISDB-T OFDM signals. To keep the diagram
simple, the block showing the function generating pseudo-random bit sequence (PRBS)
is not shown.

As data is composed of OFDM symbols it is vital to determine the length of the symbol

and the GI ratio. NFFT is estimated to determine the ISDB-T mode. The resampled data

is scanned for all possible pairs of NFFT and NG lengths listed in Table 2.4. For di�erent

lengths, di�erent numbers of symbols are found since

nsym =
N

NFFT +NG
,

where N is the number of samples in the whole set of data after resampling. To determine

the correct pair of NFFT −NG the auto-correlation of the received signal is checked

arg max
NFFT ,NG


NFFT+NG−1∑

i=0

nsym−1∑
`=0

y`[i+ ` · (NFFT +NG)]y∗` [i+ ` · (NFFT +NG) +NFFT ]

 ,

and correlation is found to be maximum at NFFT = 8192 andNG = 2048 for the data

analyzed in this research.
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4.3 Estimation of Symbol Timing O�set

Due to the channel delay θ, the position of the symbol in the received signal is not

known. It is important to �nd the exact starting point of a symbol to compensate for

STO, which is estimated in time domain by using the GI.

STO should be located somewhere along the GI and OFDM symbol. Because GI is

a portion copied from the OFDM symbol, GI is useful in estimating STO. As shown in

Figure 4.2, two blocks of NG samples are created and slid along the OFDM symbols by

checking the correlation between the windows. A maximum likelihood technique is applied

to determine the location at which the correlation is maximized, as given by

rxx(θ, θ +NFFTT ) =

NFFT+NG−1∑
θ=0

nsym−1∑
`=0

x[θ + ` · (NFFT +NCP )]

· x∗[(θ +NFFT ) + ` · (NFFT +NCP )],

where x[n] = I[n] + jQ[n]. The auto-correlated signal is passed through a matched �lter

in order to estimate the symbol timing o�set

θ̂ = arg max
θ

{
NFFT∑
θ=1

rxx[θ − 1 +NCP ]− rxx[θ − 1]

+

NFFT+NCP∑
θ=NFFT+1

rxx[θ − 1−NFFT ]− rxx[θ − 1]

 . (4.1)

Note that estimation of STO is made in the time domain before the received signal is

demodulated. When Equation (4.1) yields maximum, guard interval of an OFDM symbol

meets the �rst sliding window. The estimation of θ does not change from symbol to symbol.

However, synchronization may be lost because the receiver skips some samples to record

[Larroca et al., 2016].
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Figure 4.2 � Estimation of STO by using double windows slid along the OFDM sym-
bols. The �rst window of NG samples reside in B whereas the second window of the
same length is located in B

′
. These two blocks are separated Nsub samples over Tsub

which corresponds to the e�ective data. [Cho et al., 2010]

4.4 Estimation of Carrier Frequency O�set

As mentioned in Section 3.3, CFO is composed of two parts : integer CFO (ICFO)

and fractional CFO (FCFO), namely ε = εI + εf . The fractional part is estimated using

two steps: acquisition and tracking. 2 In the acquisition step, one estimate in time domain

at the very �rst symbol is made and, using the guard interval , a coarse FCFO is obtained

ε̂fc =
1

2π
arg

{
NG−1∑
n=0

|y`[θ + n]y∗` [θ + n+NFFT ]|

}
, (4.2)

where ` = 0, and the subscipt c denotes the estimation being coarse. Function atan2 is

used for the arg operator in Equation (4.2). Averaging is applied to reduce the noise e�ects

[Cho et al., 2010]

Due to CFO, the phase of the signal at the receiver is rotated by 2πnε/NFFT . This

e�ect causes a phase di�erence between the guard interval and corresponding rear part of

an OFDM symbol, which is seperated by NFFT samples. Therefore, the signal must be

derotated by the amount of the coarse FCFO

y[n] =

N−1∑
i=0

x[n]e−j2πεfc i/NFFT .

Symbols of the derotated signal are processed in pairs to obtain the �ne CFO. The

2STO and CFO can be estimated in the time and the frequency domains. Another method for the
estimation of STO and CFO is based on the use of training symbols in the time domain.
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guard interval parts of the pairs of symbols are removed before FFT is performed. Esti-

mation of ICFO, εI is an intermediate step between FFT and FCFO estimation. TMCC

subcarriers and pseudo-random bits corresponding to the locations of TMCC subcarriers

are used to estimate ICFO.

Although the number of TMCC carriers changes depending on the transmission mode

as presented in Table 2.3, locations of TMCC carriers in an OFDM segment do not change.

The number of carriers also changes with the transmission mode. Table 2.3 shows that

there are 5167 active carriers per OFDM segment for mode 3. These carriers, including

scattered, continual, and TMCC pilots are DBPSK modulated according to PRBS. As dis-

played in Figure 4.3, all signals except the synchronization byte are EX-OR'ed. Depending

on the position, each bit takes the value of 4/3 for 1 or −4/3 for 0.

Figure 4.3 � PRBS generating polynomial and circuit [ARIB STD-B31 , 2005].

ICFO can be estimated by checking the correlation of FFT outputs of each symbol

along the TMCC carriers which are weighted by PRBS

Γ[m] =
M−2∑
i

w(T [i])Y [T [i] +m] · w(T [i+ 1])Y ∗ [T [i+ 1] +m], (4.3)

where T [i] denotes the TMCC carrier, and w[T [i]] is the weighting for the corresponding

bit in PRBS [Larroca et al., 2016]. This correlation is maximized at m = εI . This step

helps to make sure of the exact locations of TMCC carriers.

After removal of the guard interval and estimation of ICFO, each symbol can be

written as

z`,k =
1√
N

NFFT−1∑
n=0

x[n] exp(j2πn(εI` + εfc)(Ng + `(NFFT +NG)/NFFT ).
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Considering the midpoint of K active carriers as index k = 0, the left half will have the

indices k ∈ [−(K−1)/2, 0), and right half will be composed of the indices k ∈ (0, (K−1)/2].

Distributing M TMCC pilots equally around k = 0, we will have M1 = M2 = (M − 1)/2

TMCC pilots for the left (denoted by 1) and the right (denoted by 2) halves, respectively.

After correlating FFT output of two sequential symbols temporally [Fechtel , 2000; Speth

et al., 2001]

y`,k = z`,k · z∗`−1,k,

we obtain the phases of each half

ϕ`,1|2 = arg

 ∑
k∈M1|2

y`,k

 . (4.4)

Using these phases we obtain FCFO, εff given by

ε̂ff =
1

2π(1 +Ng/N)
·
ϕ`,1 + ϕ`,2

2
.

4.5 Estimation of Sampling Clock O�set

Another synchronization issue in OFDM systems arises from the di�erence between

the sampling frequencies applied at the transmitter and the receiver. This di�erence, the

sampling clock o�set (SCO), can be expressed as

ζ =
fst − fsr
fst

,

where fst and fsr are the sampling frequencies at the transmitter and the receiver, respec-

tively.

Di�erences in sampling rates at the transmitter and receiver will cause a phase dif-

ference, and thus the sampling instants will not be di�erent from the optimal ones by a

constant time [Yang et al., 2000b, a]. Although the di�erences are small compared to STO

and CFO, the sampling clock o�set will cause a phase rotation in frequency domain, the

same as in STO. This rotation is proportional to the timing o�set and the subcarrier
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index. As the e�ect of this phase o�set is so small, it is considered to be included in STO

[Cho et al., 2010]. In this study, it is found to be largest/lowest at ±2 parts per million

(ppm), which corresponds to approximately 16 samples per second. SCO is obtained using

the phases in Equation (4.4)

ζ̂ =
1

2π(1 +Ng/N)
· 1

K
·
ϕ`,2 − ϕ`,1

2
.

4.6 Extraction of Pilot Carriers

After determining CCFO, FCFO, SCO, and STO, we take the average of each and

the whole data set is derotated

y[n] =
N−1∑
n=0

x[n+ θ]e−j2πεn/NFFT ,

where ε = εfc + εff

From the �nal derotation step, the data is processed on a symbol-basis. After the cyclic

pre�x is removed, FFT is performed on the OFDM symbol. ICFO is estimated for one

more time to determine the exact locations of TMCC carriers before moving to the next

step, when the symbol index is estimated using the PRBS and scattered pilot carriers.

The initial value of the PRBS circuit must be �100101010000000� and be initialized

at every OFDM frame, and it also determines the starting phase of each segment. These

initial values for each segment and transmission mode are given in [Table 3-16, ARIB

STD-B31 , 2005]. The modulation is performed using the scheme

Re{cm,l,k} =
4

3
· 2 · (1

2
− wk),

where wk is the PRBS sequence. Here, c is the complex signal of scattered (or continual)

pilots, sub-indices m, l, and k are the frame index, the OFDM symbol index, and the

position of the scattered pilot position, respectively. Thus, PRBS is superimposed on the

OFDM signal. Energy dispersion along the frequency band is also performed by PRBS

[ARIB STD-B31 , 2005].
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For each symbol, the phase di�erence between the adjacent pilot carriers at 52 TMCC

carrier locations is checked. Then, the in-phase and quadrature components of the symbol

are coherently integrated separately. The index yielding the maximum amplitude after the

coherent integration gives the location of the pilot carrier of the lth symbol. In addition to

the amplitude of the pilot carrier, those of the scattered pilot (SP) carriers are also needed

and are ordered in a periodic manner. The locations of the SP carriers repeat every 4

OFDM symbols. The pattern is given by

k = Kmin + 3 · (l mod4) + 12p, (4.5)

where p is a positive integer, and k ∈ [Kmin : Kmax] where Kmin = 0 for all transmission

modes, and Kmax = 6816 for mode 3 and Kmax = 1704 for mode 1. This pattern is shown

in Figure 4.4 and can be compared with the pattern in Figure 2.8. Following this pattern,

the locations and magnitudes of the scattered pilot carriers in l−th symbol are determined.

For each symbol in a set of 4 symbols, all scattered pilot carriers are coherently integrated

in every 12 active carriers in the carrier direction. Among these 4 symbols, the one with

maximum magnitude is selected and fed into the last step in Figure 4.1. The symbols must

follow the order of 0, 1, 2, 3.

Starting from the estimation of the symbol index location in the previous step, all SP

carriers located at every 12 active carriers are integrated after multiplying each with its

corresponding bit in the PRBS sequence.

Figure 4.4 � Scattered pilot pattern [ARIB STD-B31 , 2005].

After synchronization and the procedure to extract the symbols are performed, the

in-phase and quadrature components of the symbol are obtained.

34



4.7 Results

The steps described above were performed on the signal recorded by an ETTUS receiver

in Rio de Janeiro, Brazil. The transmitter and the receiver were stationary. Thus, no

Doppler e�ect is considered in this research. So, the received signal is expected to have

constant amplitude and phase. This prior knowledge will be used to check the performance

of the synchronization algorithm developed in this research.

The search algorithm in Section 4.2 determines the data length as 8192 and guard

interval as 512. ISDB-T OFDM signal data is stored in data �les, each of which contains

1, 048, 576 samples. After resampling the data �le at a rate of 64/63, the number of samples

increases to 1, 065, 220. As there is STO and the length of the data �le is not divisible by

the total symbol length, i.e., 8192 + 512 = 8704, it is important to make sure there is a

smooth transition between sequential �les. Otherwise, the signal will have a discontinuity,

as seen in Figure 4.5.

Figure 4.5 � In-phase, and quadrature components of the recorded ISDB-T data with
phase and magnitude information. Only two sequential �les are displayed for a better
resolution of discontinuity. These plots contain the e�ects of frequency o�sets.

The signal studied is approximately 1.29 seconds long and is obtained by processing

10 �les of data. The total number of symbols is 1221. Figures 4.6 and 4.7 show the plots

of in-phase, quadrature components and magnitude and phase of all symbols when no

resampling is performed.
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Figure 4.6 � In-phase and quadrature components of all symbols without resampling.

Figure 4.7 � Phase and magnitude of all symbols without resampling.

In order to ensure continuity among the �les, the recorded ISDB-T data in these 10

�les are stored in one array. A resampling tool which is available online was used as
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mentioned in Section 4.2. This tool performs well, as demonstrated in Figures 4.8 and

4.9. Ten sequential data �les are shown in Figure 4.8 to be continuous after using the

resampling tool. Figure 4.9 shows that magnitude is continuous after using the resampling

tool, whereas phase has discontinuities and oscillations.

Figure 4.8 � In-phase and quadrature components of all ISDB-T symbols after resam-
pling is performed.

Figure 4.9 � Magnitude and phase of all ISDB-T symbols after resampling is performed.

Although magnitude is now continuous, the oscillatory in-phase and quadrature pat-
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terns as well as oscillating and non-continuous phase patterns show the e�ects of possible

carrier frequency o�set.

The full receiver synchronization algorithm shown in Figure 4.1 in Section 4.1 has been

discussed. The results obtained from running the algorithm are presented in the following

�gures. The in-phase and quadrature components along the extracted symbols are shown

in Figure 4.10. The magnitude and phase are shown in Figures 4.11 and 4.12, respectively.

Phase is shown to be almost constant with a mean value of approximately 2.81 radians

with a variance of 0.0086 radians. The recovered amplitude is constant to within around

0.64 dB. These minor amplitude and phase changes are expected for a �xed propagation

geometry under line-of-sight conditions. These �ndings show that the synchronization

algorithm is e�ective.

Figure 4.10 � In-phase and quadrature components of all symbols.
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Figure 4.11 � Magnitude of all symbols.

Figure 4.12 � Phase of all symbols.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

ISDB-T signals were selected for this research, because, as shown in Figure 2.5, ISDB-T

digital television broadcasting format has been adopted by a majority of South American

countries. As ISDB-T signals were recorded at a sampling rate di�erent from the stan-

dard sampling frequency, signals were resampled. A compact full receiver synchronization

algorithm was developed for this research and was applied to the resampled ISDB-T sig-

nals, and the process is detailed in a block diagram in Figure 4.1. The results provided in

Section 4.7 demonstrate that the developed algorithm performs well.

In a larger context, the ultimate goal of this research was to develop an algorithm

that can be utilized to synchronize the trans-ionospheric digital television signals received

by a satellite-borne receiver. This goal can be achieved by realizing the following steps

in the future. The parametric o�set estimation and compensation algorithm developed

for this research needs to be expanded and tested so as to cover other digital television

broadcasting formats. Then, it should be organized so that it can estimate the types,

modes and parameters of signal in any digital television broadcast format.

In addition, the proposed algorithm requires further development to account for Doppler

and channel e�ects. Doppler shift causes a carrier frequency o�set, and thus leads to a

phase shift in the time domain. This phase shift should be compensated for by a moving-

average �lter in which initial Doppler estimation can be performed by exploiting knowledge

of the satellite trajectory and the pre-selected transmitter location.

The signal received by the satellite will be distorted by the ionospheric channel. Estima-

tion and compensation for the channel e�ects should be performed so that the transmitted
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transionospheric digital television signal is fully recovered. Variations in the electron den-

sity create random variations in the signal phase and intensity. These fading e�ects can

be categorized as slow and fast in the time domain which correspond to large-scale and

small-scale fading in the space domain. Di�erent fading regimes may require di�erent

statistics for channel estimation. While a lognormal or Gaussian distribution may be used

for slow-fading channels, a Rayleigh or Rician distribution which also includes line-of-sight

components of the incoming wave may be prefered to model the fast-fading ionospheric

channel. More information on this topic can be found in Yeh and Liu [1982], one of the

most cited papers in the �eld of scintillation of transionospheric radio waves.

The scintillation index, which is a function of the refractive index, shows the degree

of amplitude and phase �uctuations of the radio waves. Based on di�erent ranges of the

scintillation index, the synchronization algorithm can be tested against small-, moderate-

and large-scale irregularities. A detailed description of how to determine the key parame-

ters to model such an environment can be found in Blaunstein and Christodoulou [2007],

Blaunstein and Plohotniuc [2008], and Blaunstein et al. [2013].

The design of this ionospheric model also requires establishing a propagation geometry

between a ground DTV transmitter and a satellite as well as the propagation medium in

between. Therefore, after determining a DTV transmitter on Earth in geodetic coordinates,

the orbital path of the satellite should be modeled using a simpli�ed general perturbation

model described in Vallado et al. [2006]. A model of the propagation will be completed by

creating a magnetized ionospheric medium.

Following the establishment of a propagation geometry and medium, propagation of

digital television signals in the ionosphere can be modeled. These two models will be

excellent tools to observe the e�ects of perturbed ionosphere on DTV signals. Finally, the

compact receiver synchronization algorithm developed for this research, which requires

further expansion, can be applied to trans-ionospheric DTV signals for a comparison of

the amplitudes and phases of the signals with the same signals at the ground level.
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