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## Abstract

Many recent information technologies such as crowdsourcing and social decision-making systems are designed based on (near-)optimal information processing techniques for machines. However, in such applications, some parts of systems that process information are humans and so systems are affected by bounded rationality of human behavior and overall performance is suboptimal. In this dissertation, we consider systems that include humans and study their information-theoretic limits. We investigate four problems in this direction and show fundamental limits in terms of capacity, Bayes risk, and rate-distortion.

A system with queue-length-dependent service quality, motivated by crowdsourcing platforms, is investigated. Since human service quality changes depending on workload, a job designer must take the level of work into account. We model the workload using queueing theory and characterize Shannon's information capacity for single-user and multiuser systems.

We also investigate social learning as sequential binary hypothesis testing. We find somewhat counterintuitively that unlike basic binary hypothesis testing, the decision threshold determined by the true prior probability is no longer optimal and biased perception of the true prior could outperform the unbiased perception system. The fact that the optimal belief curve resembles the Prelec weighting function from cumulative prospect theory gives insight, in the era of artificial intelligence (AI), into how to design machine AI that supports a human decision.

The traditional CEO problem well models a collaborative decision-making problem. We extend the CEO problem to two continuous alphabet settings with general $r$ th power of difference and logarithmic distortions, and study matching asymptotics of distortion as the number of agents and sum rate grow without bound.
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## Chapter 1

## Introduction

Since its initiation by Shannon [1], the main goal of information theory has traditionally been to understand fundamental limits of machines such as communication devices or storage systems. There have been many efforts to determine the fundamental limits of such devices, and now our understanding of the obstacles we face is clear, although state-of-the-art information theory still does not give complete answers.

However, human-inspired models are not well-studied yet. As the historian of information theory Ronald Kline has forcefully argued [2], there was an initial euphoria in the late 1940s and early 1950s surrounding information-theoretic approaches to human-oriented problems, but this quickly dissipated within the mainstream of research, cf. [3, 4]. Humans have bounded rationality that is hard to model mathematically, perhaps due to cognitive limitations of minds or the time available to make the decision. However, it is true that there is consistency in human behavior. One might wonder whether human behavior is consistent enough to warrant analysis through (perhaps stochastic) mathematical models, the way physical communication channels and information sources seem to. Many longstanding descriptions of people from psychology are consistent and dependable, displaying test-retest reliability, inter-rater reliability, parallel-forms reliability, and internal consistency reliability [5].

Prior works in statistical signal processing and in psychology have separately and independently considered technological limitations and human limitations, but jointly considering the informational and attentional limitations of both humans and machines will be critical in engineering future sociotechnical systems. Hence, this dissertation investigates humanmachine mixed systems through an information-theoretic lens.

### 1.1 Motivation and Prior Work

We study three problems motivated by human behavior, each of which models a distinct aspect of people: 1) workload and work performance, 2) decisions based on previous decisions, and 3) estimation from human's biased belief.

### 1.1.1 Queue-Length-Dependent Channels

The first topic is workload impact on service quality. Unlike machines or computers, the quality of service by a human worker depends on his/her workload. It is known that overloading a person with work often negatively impacts their quality of work as noted in psychology [6, 7]. Similarly, it is known that when doctors are facing a long queue of patients, they feel rushed and make more mistakes $[8,9]$.

A typical application scenario of such workload-dependent service quality is crowdsourcing. The organization (e.g., Visipedia [10]) submits jobs to a crowdsourcing platform (e.g., Samasource [11]), and the platform dispatches them to the crowdworker to whom jobs are assigned in the server. Error-correcting codes can be developed for difficult human computations, as described in [12]. Crowdsourcing platforms, like other large-scale systems including distributed storage and cloud computing systems, currently use simple and queue-lengthagnostic job assignment policies. Thus crowdsourcing platforms acting as dispatchers can be assumed to be independent of and agnostic about the worker load.

Multimedia communication is another motivating scenario. When a user is in a live video or VoIP call over a multiple-access network, the access point-e.g., WiFi router or base station-has to contend for wireless resources to send the information packets. This results in an accumulation of packets at the MAC buffer of the access point. When the buffer is close to overflow, the access point either drops them [13], sends their corresponding low-quality versions [14] (assuming multiresolution coding [15]), or packs multiple MAC packets in the available time slot using higher coding/modulation. All of these scenarios can be modeled by queue-dependent service quality. We are interested in the maximum rate for reliable data transmission in this system. As multimedia communication uses open-loop transport layer protocols like UDP, the packet dispatcher (application) is agnostic and independent of the load at the server (WiFi access point or BS).

As far as we know, most of the information-theoretic literature focuses on timing capacity results [16-19]. Although we use some proof techniques related to those used in these works, we are not concerned with information encoded in the timing between packets, only in the
information in the symbols. There are some interesting works addressing what is called age of information, relating loss of information to queuing delays [20], but those settings are different as they are concerned with perishable information.

The study of information-theoretic limits of queuing multiple-access channels was pioneered by Telatar [21], and further explored in [22, 23]. This line of work is essentially concerned with the reliable transmission of bursty sources [24], as we are here. A recent study of microbial communication also had a kind of self-interference called channel clogging [25].

### 1.1.2 Social Learning

Team decision-making typically involves individual decisions influenced by private observations and the opinions of the rest of the team. The social learning setting is one such context where decisions of individual agents are influenced by preceding agents in the team [26,27]. We consider the setting in which individual agents are selfish and aim to minimize their perceived Bayes risk, according to their beliefs as reinforced by the decisions of preceding agents. Social learning, also referred to as observational learning, has been widely studied and we provide a non-exhaustive listing of some of the relevant works.

Aspects of conformism and "herding" were studied in [28-30], where an incorrect decision may cascade for the rest of the agents once agents at the beginning make incorrect decisions. The concept of herding is a consequence of boundedly informative private signals [31]. For example, assume the private signals are binary and give true or false information, each with positive probability. It can happen that a couple of the first agents receive false private signals and thus choose wrong actions. Then, the effect of these actions on the beliefs of subsequent agents can be so great as to cause them to ignore their private signals and follow their precedent agents. The private signals are bounded so that they are not strong enough to overcome the effect of the wrong actions. Further convergence properties of actions taken under social learning have been explored under imperfect information [32]. The notion of sequential social learning has been generalized to learning from neighbors in networks [33], and explored in generality [34]. Social learning has also been explored under quantization of priors [35], and distributed detection with symmetric fusion [36].

Such a learning problem has also been studied under the name of distributed inference or learning. The traditional setup assumes a central fusion node that aggregates all the information from distributed nodes and makes the final decision [37,38], where the links between distributed nodes and fusion center could be rate-limited [39] or imperfect [40-42]. It is also
common to consider such a learning problem in a distributed manner over networks. By repeatedly updating local information without complete knowledge of network connectivity, it is shown that all nodes can identify the true hypothesis [43-45]. Recently, independent works [46] and [47] proposed a similar update rule and convergence result for fixed networks and time-varying networks, respectively. In [48], binary hypothesis testing with time-varying means according to Gaussian process is studied and minimal expected stopping times are derived. In [49], the setup where the entire hypotheses are locally indistinguishable, but globally identifiable is considered and large deviation convergence rate is provided.

Rhim and Goyal's work [50] differs from the aforementioned literature in the sense that they consider unbounded private signals so that there is no herding behavior. In addition, they focus largely on the effects of prior probability and private signal strength. Information is only propagated along the chain once so there is no iterative belief update. Unlike sequential decision-making [51] where all agents know the true prior, agents may have beliefs that do not match the true prior.

Human actions are typically affected by individual perceptions of the underlying context. Cumulative prospect theory [52-54] seeks to provide a psychological understanding of human behaviors under risk. It introduces the notion of probability reweighting functions to explain boundedly rational human behaviors. Among reweighting functions, the Prelec reweighting function [55] has significant empirical support and satisfies a majority of the axioms of prospect theory.

In the era of AI (Artificial Intelligence or Augmented Intelligence), a sequential decisionmaking model has a particular motivation since it captures the nature of collaboration in human-AI teams with either the AI system advising the human who makes the final decision or, less typically, a human advising an AI system that makes the final decision [56, p. 56]. Examples of the former include AI-assisted physicians or chess players (called centaur chess), and of the latter, human-in-the-loop AI systems such as crowdsourcing systems and collaborative filtering mechanisms. Our work proves the interesting conclusion that a team of suboptimal human-AI could beat the team of individually optimal human-AI, if it is wellcomposed.

### 1.1.3 Generalized CEO Problems

The last topic is the CEO problem. Consider a particular motivating scenario that there is a sequence of probabilities of successes $\{X(t)\}_{i=1}^{\infty}$. The CEO (chief executive officer) of an
organization is interested in $\{X(t)\}_{i=1}^{\infty}$, but does not observe it directly. Instead, there are $L$ agents of the organization who make noisy perceptions (or observations); the $i$ th agent has noisy version $\left\{Y_{i}(t)\right\}_{i=1}^{\infty}$ by its own model such as copula or independent additive noise. The agents must convey their observations to the CEO without convening, but the CEO has cognitive constraints that limit the information rate she can receive from agents, requiring each agent to discretize his observation under rate constraints $\left\{R_{i}\right\}_{i=1}^{L}$. The CEO declares $\{\widehat{X}(t)\}_{t=1}^{\infty}$ that minimizes a distortion (or risk) function $d(X(t), \widehat{X}(t))=|X(t)-\widehat{X}(t)|^{r}$ in a long-term average sense.

As we will see, this scenario generalizes existing CEO problem literature in two aspects: source-observation model and distortion function. The first CEO problem by Berger et al. [39] was with discrete alphabets, so the Hamming distortion was considered. Later a jointly Gaussian setting was studied with quadratic distortion [57], where the asymptotic tradeoff between sum rate and distortion was investigated. The quadratic Gaussian CEO problem was further studied in [58-60], finding the exact rate region for finite agents. Under the logarithmic distortion, the exact rate region for general setting was found [61] and we gave the rate region for the jointly Gaussian case explictly using quadratic-logarithmic distortion duality [62]. In contrast to the jointly Gaussian CEO problem, non-Gaussian and non-quadratic CEO problems have received less attention due to limited analytic tractability compared with the Gaussian case. A non-regular source-observation pair such as copula model or truncated Gaussian noise was considered under quadratic distortion [63], and a general continuous source with additive Gaussian noise was considered under quadratic distortion and general distortion [64]. Toward generalization of source-observation pair, it was shown that Gaussianity is in fact the worst [65].

Although [63] considers copula models, the distortion is still quadratic so our scenario belongs to none of aforementioned literature. Regarding the distortion measure, the absolute distortion $(r=1)$ is in particular important when our estimation is consistent or asymptotically consistent, i.e., the estimate converges to the true value as the number of observations increases, so $|x-\widehat{x}|$ is small with high probability. To illustrate the importance, recall the Maclaurin approximation: a non-decreasing difference distortion function $d_{\text {gen }}(x, \widehat{x})=d_{\text {gen }}(|x-\widehat{x}|): \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$can be expanded around small $|x-\widehat{x}|$ as (assuming
$\left.d_{\text {gen }}(0)=0\right)^{1}$

$$
d_{\text {gen }}(|x-\widehat{x}|)=d_{\text {gen }}^{\prime}(0)|x-\widehat{x}|+\frac{d_{\text {gen }}^{\prime \prime}(0)}{2!}|x-\widehat{x}|^{2}+\frac{d_{\text {gen }}^{\prime \prime \prime}(0)}{3!}|x-\widehat{x}|^{3}+\cdots,
$$

where $d_{\text {gen }}^{\prime}(0), d_{\text {gen }}^{\prime \prime}(0), d_{\text {gen }}^{\prime \prime \prime}(0)$ are right derivatives of $d_{\text {gen }}$. Suppose that the estimator $\widehat{X}$ is consistent. Under appropriate assumptions, ${ }^{2}$ the linear term dominates the distortion function as

$$
\begin{aligned}
d_{\text {gen }}(|x-\widehat{x}|) & =d_{\text {gen }}^{\prime}(0)|x-\widehat{x}|+o(|x-\widehat{x}|) \\
\Longrightarrow \mathbb{E}\left[d_{\text {gen }}(|X-\widehat{X}|)\right] & =d_{\text {gen }}^{\prime}(0) \mathbb{E}[|X-\widehat{X}|]+o(\mathbb{E}[|x-\widehat{x}|]) \\
\Longrightarrow D_{\text {gen }} & =d_{\text {gen }}^{\prime}(0) D_{\text {abs }}+o\left(D_{\text {abs }}\right),
\end{aligned}
$$

which shows that the absolute difference distortion $D_{\text {abs }}$ is a dominant portion of the general difference distortion function.

We will also discuss an extension of quadratic Gaussian CEO problem [57] to general regular source-observation model with $r$ th power of difference and logarithmic distortions [61].
There are two classical asymptotic approaches that have been developed for CEO problems. The first takes asymptotics in the number of agents [39, 57], where the number of agents grows without bound keeping individual coding rate fixed. In this regime, the nature of detection (for discrete alphabet) or estimation (for continuous alphabet) plays a key role. The second takes asymptotics in individual coding rate with fixed number of agents [66], which highlights the nature of compression. Note that distortion asymptotics of the two regimes in terms of sum rate are different even for a common model. In this work, we will take the first approach.

[^0]
### 1.2 Dissertation Outline and Contributions

This dissertation is organized as follows.
Chapter 2 introduces the queue-length-dependent channel for discrete-time queues and discusses its capacity. First, the capacity expression for general queues is developed using information spectrum method and ergodicity of queues. Then, restricting two special types of arrivals, say Type I and Type II, we study two special types of queues, G/geo/1 and geo/G/1, for which stationary distributions are available in closed form, so we are able to optimize arrival and service processes.

Chapter 3 studies the single-user capacity of continuous-time queue-length-dependent channels, and extremal properties are derived for two special types of queues, $\mathrm{GI} / \mathrm{M} / 1$ and $\mathrm{M} / \mathrm{GI} / 1$. Then, the multiaccess capacity is studied using point processes. In particular, when the number of transmitters is large and each is sparse, the superposition of arrivals approaches a Poisson point process. In characterizing the Poisson approximation, we show that the capacity of the multiuser system converges to the capacity of a single-user $\mathrm{M} / \mathrm{GI} / 1$ queue-length-dependent system.

Chapter 4 generalizes the social learning problem of Rhim and Goyal [50] with agents having diverse expertise. In addition, we introduce the Prelec weighting function from cumulative prospect theory and study its (near-)optimality and suboptimality depending on expertise levels. A self-organizing team construction is also discussed. This work emphasizes that suboptimal advising could be more helpful for human decision-making than the optimal advising when human belief is biased.

Chapter 5 extends existing CEO problems to two continuous alphabet settings with general $r$ th power of difference and logarithmic distortions, and studies asymptotics of distortion as the number of agents and sum rate grow without bound. The first setting is called a regular source-observation model, such as jointly Gaussian, with difference distortion, and we show that the distortion decays at $R_{\text {sum }}^{-r / 2}$ up to a multiplicative constant. The other setting is called a non-regular source-observation model, such as copula or uniform additive noise models, with difference distortion for which estimation-theoretic regularity conditions do not hold. The optimal decay $R_{\text {sum }}^{-r}$ is obtained. Lastly, we provide a condition for the regular model, under which quadratic and logarithmic distortions are asymptotically equivalent by entropy power relation as the number of agents grows.

Chapter 6 concludes this dissertation and notes future research directions.
For clarity and readibility, we have deferred proofs to the appendices if they are noncrucial.

### 1.3 Bibliographical Note

Parts of Chapter 2 appear in the paper:
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- A. Chatterjee, D. Seo, and L. R. Varshney, "Capacity of Systems with Queue-Length Dependent Service Quality," IEEE Transactions on Information Theory, Jun. 2017.

Parts of Chapter 3 appear in the paper:

- D. Seo, A. Chatterjee, and L. R. Varshney, "On Multiuser Systems with Queue-Length Dependent Service Quality," in Proceedings of the IEEE International Symposium on Information Theory, Jun. 2018.

Parts of Chapter 4 appear in the paper:

- D. Seo, R. K. Raman, and L. R. Varshney, "Probability Reweighting in Social Learning: Optimality and Suboptimality," in Proceedings of the IEEE International Conference on Acoustics, Speech and Signal Processing, Apr. 2018.

Parts of Chapter 5 appear in the paper:

- D. Seo and L. R. Varshney, "The CEO Problem with $r$ th Power of Difference and Logarithmic Distortions," to appear in Proceedings of the IEEE International Symposium on Information Theory, July 2019.
and in the journal manuscript:
- D. Seo and L. R. Varshney, "The CEO Problem with $r$ th Power of Difference and Logarithmic Distortions," arXiv:1812.00903 [cs.IT].


## Chapter 2

## Capacity of Systems with Queue-Length-Dependent Service Quality

In this chapter, we define the capacity of systems with queue-length-dependent service quality as the number of bits reliably processed per unit time, and we characterize this measure it in terms of queuing system parameters. In particular, discrete-time queues are considered with two different types of arrivals, say Type I (at most one arrival per time slot) and Type II (multiple arrivals per time slot), and the capacity theorem is studied separately. In addition, for a geo/G/1 queue, it turns out that deterministic service is the best and cramming and idle service is the worst. Similarly, for a G/geo/1 queue, deterministic arrivals and bursty arrivals are the best and the worst, respectively.

### 2.1 Problem Formulation

We keep the standard transmitter-receiver structure equipped with encoder and decoder, but the channel is modeled as having quality of service that is queue-length-dependent in nature. As usual, a transmitter and a receiver a priori agree on a set of possible sequences of symbols (or codebook). The transmitter sends a sequence of symbols corresponding to a message to the dispatcher. The dispatcher sends these symbols to a server according to some stochastic process. The server services these symbols, which are then received by the receiver. The receiver then tries to decode the message based on the received symbols.

The server works like a single first-in first-out (FIFO) queue with i.i.d. service requirements for each job. Jobs correspond to symbols from a finite field $\mathbb{F}$. In the model, servicing a job involves reading the symbol and outputting it. The server may make random errors during these steps and send out erroneous symbols. We are interested in the information capacity of such a system, which we refer to as a queue-channel.

### 2.1.1 Queuing Discipline

We consider a discrete-time system, $t \in \mathbb{Z}_{+}:=\{0,1,2, \ldots\}$. Define $A_{i} \in \mathbb{Z}_{+}, D_{i} \in \mathbb{N}$ to be the inter-arrival time and inter-departure time of the $i$ th job. The service time of the $i$ th job is denoted $S_{i}$, and is strictly positive and i.i.d. drawn from a distribution $P_{S}$ on $\mathbb{N}$.

We use the following convention. Arrivals at time $t$, if any, happen at the beginning of time slot $t$. Departures from the queue at time slot $t$, if any, happen at the end of the time slot. This implies that a job arriving at time slot $t$ may receive and possibly finish its service at time $t$.

Let $Q(t)$ be the number of jobs in the queue at the end of time slot $t$ and $Q_{i}$ be the number of jobs in the system when the $i$ th job departs. As $S_{i} \geq 1$ for all $i$, at a time slot $t$, at most one job can depart.

We consider two basic types of arrival processes (also called dispatch processes) into the queue: Type I and Type II. ${ }^{1}$ In a Type I process, there is at most one arrival in any time slot and the times between two consecutive arrivals are i.i.d. with distribution $P_{A}$ on $\mathbb{N}$. Hence the support of $A_{i}$ is $\mathbb{N}$ for Type I, i.e., $P_{A}(0)=0$. In a Type II process, the numbers of arrivals $A(t)$ in time slot $t \geq 1$ are i.i.d. with distribution $m_{A}$ on $\mathbb{Z}_{+}$. The service rate and arrival rate are $\mu$ and $\lambda$, respectively, satisfying $\mathbb{E}_{P_{S}}[S]=1 / \mu$ and $\mathbb{E}_{P_{A}}[A]=1 / \lambda$ or $\mathbb{E}_{m_{A}}[A]=\lambda$, respectively. For stability of the queue, we assume $\lambda<\mu$. We assume $P_{S}, P_{A}$, and $m_{A}$ have finite second moments. For Type I systems, we assume either $P_{A}$ or $P_{S}$ has a support that spans $\mathbb{N}$. For Type II systems, we assume $m_{A}(1)>0$.

### 2.1.2 Service Noise

Transmission of symbols from a finite field $\mathbb{F}$ over the queue-channel happens in two stages. Mapping the message, the transmitter sends symbols $\left\{X_{i} \in \mathbb{F}: 1 \leq i \leq n\right\}$ to a dispatcher, which in turn sends the symbols to the server according to a stochastic process of arrival rate $\lambda$.

The symbol corresponding to the $i$ th symbol is $X_{i} \in \mathbb{F}$, and the output symbol corresponding to the $i$ th symbol is $Y_{i} \in \mathbb{F}$. They are related through the additive noise variable $Z_{i} \in \mathbb{F}$ representing work error, such that $Y_{i}=X_{i} \oplus Z_{i}$. The distribution of the errors $Z_{i}$ depends on $Q_{i}$. For any $i$, given $Q_{i}, Z_{i}$ is independent of any other processes or variables, and has a distribution $\psi_{q}$ (on $\mathbb{F}$ ) for $Q_{i}=q$.

[^1]An $n$-length transmission over the queue-channel is denoted as follows. Inputs are $\left\{X_{i}\right.$ : $1 \leq i \leq n\}$, channel realizations are $\left\{Z_{i}: 1 \leq i \leq n\right\}$, and outputs are $\left\{Y_{i}: 1 \leq i \leq n\right\}$. Throughout, a $k$-dimensional random vector is denoted by $U^{k}=\left(U_{1}, U_{2}, \ldots, U_{k}\right)$.

All logarithms in the chapter have base 2 so that information is measured in bits.

### 2.2 Capacity of Queue-Channel

We are interested in the information capacity of unreliable server systems, i.e., the queuechannel described above. In this section, we present results that are generic, i.e., are true for both Type I and II arrivals.

### 2.2.1 Definition

Let $M, \widehat{M} \in \mathcal{M}$ be the message to be transmitted and decoded, respectively.
Definition 1. An $(n, \widetilde{R}, T)$ code consists of the encoding function $X^{n}=f(M)$ and the decoding function $\widehat{M}=g\left(X^{n}, A^{n}, D^{n}\right)$, where the cardinality of the message set $|\mathcal{M}|=2^{n \widetilde{R}}$, and for each codeword, the expected total time for all symbols to reach the receiver is less than $T$.

Definition 2. If the decoder chooses $\widehat{M}$ with average probability of error less than $\epsilon$, that code is said to be $\epsilon$-achievable. For any $0<\epsilon<1$, if there exists an $\epsilon$-achievable code ( $n, \widetilde{R}, T$ ), the rate $R=\widetilde{R} / T$ is said to be achievable.

Definition 3. For an arrival process with distribution $P_{A}$ (Type I) or $m_{A}$ (Type II), the information capacity of the queue-channel is defined as the supremum over all achievable rates, which is denoted by $C\left(P_{A}\right)$ or $C\left(m_{A}\right)$ in bits per unit time.

Since the transmitter sends symbols to the dispatcher first, we assume the transmitter knows the arrival process statistics, but not the realizations. Contrarily, the receiver knows the realized arrival and departure times of each job.

### 2.2.2 Coding Theorem

Here, the transmitter does not observe $\left\{A_{i}, D_{i}\right\}$, whereas the receiver observes these. Thus the queue-channel has inputs $\left\{X_{i}\right\}$ and outputs $\left\{Y_{i}, A_{i}, D_{i}\right\}$. As dispatch is independent of
job-design, the channel transition probability factors as

$$
\mathbb{P}\left(Y^{n}, A^{n}, D^{n} \mid X^{n}\right)=\mathbb{P}\left(A^{n}, D^{n}\right) \mathbb{P}\left(Y^{n} \mid X^{n}, A^{n}, D^{n}\right)
$$

The transmitter chooses $\left\{X_{i}\right\}$ and hence can choose any joint distribution for the codebook described by $\left\{X_{i}\right\}$. Note that $\left\{Y_{i}, A_{i}, D_{i}\right\}$ depends on $\left\{X_{i}\right\}$, as well as on the arrival and service processes. In general, $\left\{Y_{i}, A_{i}, D_{i}\right\}$ may not be a stationary process. This means that the queue-channel is not necessarily an information-stable channel [67], but the capacity formula can nevertheless be found using the information spectrum approach [68,69]. Let the information density be $i(\cdot)$, the normalized information density be

$$
\frac{1}{n} i\left(X^{n} ; Y^{n}, A^{n}, D^{n}\right)=\frac{1}{n} \log \frac{\mathbb{P}\left(Y^{n}, A^{n}, D^{n} \mid X^{n}\right)}{\mathbb{P}\left(Y^{n}, A^{n}, D^{n}\right)}
$$

and the inf-information rate $\mathbf{I}(\mathbf{X} ; \mathbf{Y}, \mathbf{A}, \mathbf{D})$ be the lim-inf in probability of the normalized information density, i.e., the largest $\alpha \in \mathbb{R} \cup\{ \pm \infty\}$ such that for all $\epsilon>0$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left[\frac{1}{n} i\left(X^{n} ; Y^{n}, A^{n}, D^{n}\right) \leq \alpha-\epsilon\right]=0
$$

Then, capacity in bits per unit time of the queue-channel is given by

$$
\begin{equation*}
C\left(P_{A}\right)\left(\text { and } C\left(m_{A}\right)\right)=\lambda \sup _{\mathbb{P}(\mathbf{X})} \mathbf{I}(\mathbf{X} ; \mathbf{Y}, \mathbf{A}, \mathbf{D}), \tag{2.1}
\end{equation*}
$$

where $\lambda$ is the arrival rate of $P_{A}$ (or $m_{A}$ ), and the supremum is over all input processes $\mathbf{X}=\left(X_{1}, X_{2}, \ldots\right)$.

This capacity expression is not easy to handle due to the various possibilities of $\left(A^{n}, D^{n}\right)$ that can arise; however, the next proposition allows us to characterize the distribution of $i(\cdot)$ (and hence, $\underline{\mathbf{I}}$ ) in a simpler form, in terms of the distributions of $X^{n}, Y^{n}$, and $Q^{n}$.

Proposition 1. The capacity expression (2.1) can be represented by using $Q^{n}$,

$$
C\left(P_{A}\right)\left(\text { and } C\left(m_{A}\right)\right)=\lambda \sup _{\mathbb{P}(\mathbf{X})}^{\mathbf{I}} \mathbf{I}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q})
$$

Proof. It suffices to show that

$$
\begin{equation*}
i\left(X^{n} ; Y^{n}, A^{n}, D^{n}\right)=i\left(X^{n} ; Y^{n} \mid Q^{n}\right) \tag{2.2}
\end{equation*}
$$

Note that the additive noise $Z^{n}$ depends only on $Q^{n}=\phi_{n}\left(A^{n}, D^{n}\right)$, where $\phi_{n}(\cdot)$ is a function that computes the number of symbols in the queue. Hence, $\mathbb{P}\left(Y^{n} \mid A^{n}, D^{n}, X^{n}\right)=$ $\mathbb{P}\left(Y^{n} \mid Q^{n}, X^{n}\right)$. Also, $X^{n}$ is independent of $\left(A^{n}, D^{n}\right)$.

$$
\begin{aligned}
\frac{\mathbb{P}\left(Y^{n}, A^{n}, D^{n} \mid X^{n}\right)}{\mathbb{P}\left(Y^{n}, A^{n}, D^{n}\right)} & =\frac{\mathbb{P}\left(A^{n}, D^{n} \mid X^{n}\right) \mathbb{P}\left(Y^{n} \mid A^{n}, D^{n}, X^{n}\right)}{\mathbb{P}\left(A^{n}, D^{n}\right) \mathbb{P}\left(Y^{n} \mid A^{n}, D^{n}\right)} \\
& =\frac{\mathbb{P}\left(Y^{n} \mid A^{n}, D^{n}, X^{n}\right)}{\mathbb{P}\left(Y^{n} \mid A^{n}, D^{n}\right)}=\frac{\mathbb{P}\left(Y^{n} \mid Q^{n}, X^{n}\right)}{\mathbb{P}\left(Y^{n} \mid A^{n}, D^{n}\right)} \\
& =\frac{\mathbb{P}\left(Y^{n} \mid Q^{n}, X^{n}\right)}{\sum_{X^{n}} \mathbb{P}\left(Y^{n}, X^{n} \mid A^{n}, D^{n}\right)} \\
& =\frac{\mathbb{P}\left(Y^{n} \mid Q^{n}, X^{n}\right)}{\sum_{X^{n}} \mathbb{P}\left(X^{n} \mid A^{n}, D^{n}\right) \mathbb{P}\left(Y^{n} \mid A^{n}, D^{n}, X^{n}\right)} \\
& =\frac{\mathbb{P}\left(Y^{n} \mid Q^{n}, X^{n}\right)}{\sum_{X^{n}} \mathbb{P}\left(X^{n} \mid Q^{n}\right) \mathbb{P}\left(Y^{n} \mid Q^{n}, X^{n}\right)} \\
& =\frac{\mathbb{P}\left(Y^{n} \mid Q^{n}, X^{n}\right)}{\mathbb{P}\left(Y^{n} \mid Q^{n}\right)} .
\end{aligned}
$$

Taking logarithm and normalizing yield $i\left(X^{n} ; Y^{n}, A^{n}, D^{n}\right)=i\left(X^{n} ; Y^{n} \mid Q^{n}\right)$.
Thus, it follows that the distribution of $i(\cdot)$ depends only on the joint distribution of $\left(X^{n}, Y^{n}, Q^{n}\right)$.

Based on this, we can give a single-letter characterization of the capacity of the queuechannel. In the proof of the forthcoming coding theorem, the converse part is essentially due to basic properties of information quantities [69,70]. The direct part follows by choosing an appropriate input process $\mathbf{X}$ to lower bound $\sup _{\mathbb{P}(\mathbf{X})} \underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q})$. In this regard, this proof is structurally similar to earlier work that applied information spectrum techniques, e.g. [17,71].

The proof of the coding theorem also implicitly depends on the following lemma which characterizes the process $\left\{Q_{i}\right\}$.

Lemma 1. Under the assumptions in Sec. 2.1 and $\lambda<\mu<1$, there exists a unique distribution $\pi$ such that if $Q_{1} \sim \pi$, then $Q_{i} \sim \pi$ for all $i \geq 1$, and the process $\left\{Q_{i}\right\}$ is ergodic, i.e., for any $f: \mathbb{Z}_{+} \rightarrow \mathbb{R}$ with finite $\mathbb{E}_{\pi} f$, almost surely $\frac{1}{n} \sum_{i=1}^{n} f\left(Q_{i}\right) \rightarrow \mathbb{E}_{\pi} f$ as $n \rightarrow \infty$. Moreover, for any initial distribution of $Q_{1}, Q_{i}$ converges to $\pi$ in distribution and $\pi(q)>0$ for all $q \in \mathbb{Z}_{+}$.

Proof. See Appendix A.1.
Now the capacity theorem.

Theorem 1. For a given arrival process distribution $P_{A}$ (or $m_{A}$ ) with $\lambda<\mu<1$ which follows the assumption in Sec. 2.1, there exists a distribution $\pi$ such that $\pi(q)>0$ for all $q \in \mathbb{Z}_{+}$and $\mathbb{P}\left(Q_{n}\right) \rightarrow \pi$ as $n \rightarrow \infty$. The capacity of this queue-channel is $\lambda(\log |\mathbb{F}|-$ $\left.\sum_{q} \pi(q) H\left(\psi_{q}\right)\right)$, where $H\left(\psi_{q}\right)$ is the entropy of a distribution $\psi_{q}(Z)$ on any finite set of size $|\mathbb{F}|$.

Proof. From properties of limit superior and inferior [69],

$$
\underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q}) \leq \overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{Q})-\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{X}, \mathbf{Q})
$$

Since $\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{Q}) \leq \log |\mathbb{F}|$ by Thm. 1.7.2 in [69] for any $\mathbb{P}(\mathbf{Y})$,

$$
\underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q}) \leq \log |\mathbb{F}|-\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{X}, \mathbf{Q}) .
$$

Note that $\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{X}, \mathbf{Q})$ is the lim-sup in probability of $\frac{1}{n} \log \frac{1}{\mathbb{P}\left(Y^{n} \mid X^{n}, Q^{n}\right)}$, i.e., the smallest $\beta \in \mathbb{R} \cup\{ \pm \infty\}$ such that

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[\frac{1}{n} \log \frac{1}{\mathbb{P}\left(Y^{n} \mid X^{n}, Q^{n}\right)} \geq \beta+\epsilon\right]=0
$$

for any $\epsilon>0$. Since noise is additive, by Lem. 1,

$$
\begin{aligned}
& \frac{1}{n} \log \frac{1}{\mathbb{P}\left(Y^{n} \mid X^{n}, Q^{n}\right)}=\frac{1}{n} \log \frac{1}{\psi_{Q_{i}}\left(Z_{i}\right)} \\
& \rightarrow \mathbb{E}_{\pi_{Q}, Z}\left[-\log \psi_{Q}(Z)\right] \text { almost surely as } n \rightarrow \infty \\
& =\sum_{q} \pi_{q} H\left(\psi_{q}\right)
\end{aligned}
$$

Therefore we obtain the converse bound that

$$
\underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q}) \leq \log |\mathbb{F}|-\sum_{q} \pi_{q} H\left(\psi_{q}\right)
$$

On the other hand, we also have

$$
\underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q}) \geq \underline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{Q})-\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{X}, \mathbf{Q}) .
$$

The second term converges to $\sum_{q} \pi_{q} H\left(\psi_{q}\right)$ by Lem. 1. We pick $X^{n}$ i.i.d. uniformly at random from $\mathbb{F}$. Note that as $\mathbb{F}$ is a field, for any element $y_{i} \in \mathbb{F}, y_{i}-X_{i}$ spans all elements in $\mathbb{F}$.

Hence, $\sum_{X \in \mathbb{F}} \psi_{Q_{i}}\left(Y_{i}-X_{i}\right)=1$. Thus,

$$
\begin{aligned}
\mathbb{P}\left(Y_{i} \mid Q_{i}\right) & =\sum_{X_{i} \in \mathbb{F}} \mathbb{P}\left(Y_{i}, X_{i} \mid Q_{i}\right)=\sum_{X_{i} \in \mathbb{F}} \mathbb{P}\left(X_{i} \mid Q_{i}\right) \mathbb{P}\left(Y_{i} \mid X_{i}, Q_{i}\right) \\
& =\sum_{X_{i} \in \mathbb{F}} \frac{1}{|\mathbb{F}|} \psi_{Q_{i}}\left(Y_{i}-X_{i}\right)=\frac{1}{|\mathbb{F}|},
\end{aligned}
$$

and then when $\mathbb{P}(\mathbf{X})$ is uniform:

$$
\underline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{Q})=\log |\mathbb{F}| .
$$

Hence

$$
\mathbf{I}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q}) \geq \log |\mathbb{F}|-\sum_{q} \pi_{q} H\left(\psi_{q}\right)
$$

and multiplying by the arrival rate $\lambda$ completes the proof.
Note that the expressions in Thm. 1 are given for additive noise channels, but since the coding theorem (Prop. 1) and ergodic lemma (Lem. 1) hold for general queue-lengthdependent channels, Thm. 1 can easily be generalized.

With the coding theorems developed in this section in hand, Secs. 2.3 and 2.4 study the capacity of a few interesting classes of discrete-time queues. This results in insights regarding the dispatch and service processes that have the best and worst information processing rates.

### 2.2.3 Comments

Before studying specific classes of queuing systems, we comment on the relation between the maximum packet throughput and the maximum information throughput (the notion of capacity defined here) of a queuing system. Packet throughput of a queuing system is the maximum rate of packet arrivals that can be served without instability; hence the packet throughput increases with $\lambda$ on $[0, \mu)$. Though the expression for capacity (information throughput) has $\lambda$ as a multiplicative factor, this does not mean that information throughput increases with $\lambda$. In typical queuing systems, the survival function corresponding to the stationary probability is increasing in $\lambda$. Thus, an increase in $\lambda$ also has a negative impact on the terms involving $\pi$. Hence, in typical queuing systems, there is an optimal $\lambda \in(0, \mu)$ that maximizes information throughput. Fig. 2.1 shows an example.


Figure 2.1: Capacity of geo/geo/1 queue is plotted against arrival rate (for different service rates) for $\mathbb{F}=\{0,1\}$ and noise distribution $\mathbb{P}(Z=1)=0.1$ for $q=0$, otherwise $\mathbb{P}(Z=1)=0.4$.

### 2.3 Queues with Type I Arrival

This section is devoted to understanding the capacity of a queue with a Type I arrival process and its dependence on the distribution of service times and inter-arrival times. First, we find the capacity of a queue with geometric service time and arbitrary arrival process, and characterize the capacity-optimizing arrival distributions. Then, we study the capacity of a queue with geometric inter-arrival time and find the capacity-optimizing service time distribution. Capacity has a saddle-point behavior around the geometric distribution.

In the application scenarios such as crowdsourcing and multimedia communication, server performance deteriorates with increasing queue-length. Deterioration of server performance with increasing queue-length is captured by a $\left\{\psi_{q}\right\}$ whose entropy is non-decreasing with q. A $\left\{\psi_{q}\right\}$ of practical interest is a threshold behavior of the error-entropy with increasing queue-length: $H\left(\psi_{q}\right)=h_{0}$ for $q \leq b$ and $H\left(\psi_{q}\right)=h_{b+1}$ for $q \geq b+1$, for some $b \in \mathbb{Z}_{+}$.

Threshold behavior captures a state of server panic based on workload, suitable for human servers and wireless access points with small MAC buffer. The special case of $b=0$ describes a human server that is distracted by any waiting job or a bufferless MAC. The special case of $b=1$ corresponds to a human server being distracted if more than one job is waiting.

### 2.3.1 Discrete-time G/geo/1 Queue

For a $\mathrm{G} / \mathrm{geo} / 1$ queue, the service time distribution is geometric with an expected service time $\frac{1}{\mu}, \mu<1$. The arrival process is Type I, with the inter-arrival times distributed as $P_{A}$ and the expected time between arrivals $\frac{1}{\lambda}, \lambda<\mu$. Since this queueing system satisfies the assumptions in Sec. 2.1, its capacity can be obtained from Thm. 1. For any arrival distribution $P_{A}$, the capacity of $\mathrm{G} /$ geo $/ 1$ queue is given by the following theorem.

Theorem 2. The capacity of the $\mathrm{G} / \mathrm{geo} / 1$ queue-channel is $\lambda\left(\log |\mathbb{F}|-(1-\sigma) \sum_{q} \sigma^{q} H\left(\psi_{q}\right)\right)$, where $\sigma$ is the unique solution of the equation $x=\sum_{n=0}^{\infty} P_{A}(n)(1-\mu+x \mu)^{n}$ in $(0,1)$.

Proof. See Appendix A.2.
Proof of this theorem involves obtaining the steady-state distribution $\pi$ of the queuelengths seen by the departures. Towards this, techniques similar to that in the analysis of continuous-time $\mathrm{GI} / \mathrm{M} / 1$ queues [72] are extended to the discrete-time setting. The closedform expressions here differ to some extent from that in $\mathrm{GI} / \mathrm{M} / 1$. Also, note that some of the intermediate steps in the proof of Thm. 2 are used to prove some later results.

Based on the capacity characterization of the $\mathrm{G} / \mathrm{geo} / 1$ queue, we explore the space of arrival distributions. This leads to the following result about the best and worst (in terms of capacity) arrival distribution for a G/geo/1 queue.

Proposition 2. For G/geo/1 queue with thresholded noise such that $H\left(\psi_{0}\right)=\cdots=H\left(\psi_{b}\right)<$ $H\left(\psi_{b+1}\right)=\cdots$ for some $b \in\{0,1, \ldots\}$, deterministic inter-arrival time maximizes capacity among all arrival distributions with the same $\lambda$, for $\frac{1}{\lambda} \in \mathbb{Z}_{+}$.

Proof. Proof of this result builds on the property of the fixed point equation $x=\sum_{t=0}^{\infty}(1-$ $\mu+\mu x)^{t} P_{A}(t)$, and uses an intermediate result in the proof of Thm. 2.

First see that for any arrival distribution $P_{A}, \pi(q)=(1-\sigma) \sigma^{q}$, and capacity is $\log |\mathbb{F}|-$ $\sum_{q} \pi(q) H\left(\psi_{q}\right)$, which is maximized when $(1-\sigma) \sum_{q} \sigma^{q} H\left(\psi_{q}\right)$ is minimized. Since noise is thresholded at $b$, i.e., $h_{0}=H\left(\psi_{0}\right)=\cdots=H\left(\psi_{b}\right)$ and $h_{b+1}=H\left(\psi_{b+1}\right)=\cdots$, then the latter term may be written as

$$
\begin{aligned}
(1-\sigma) \sum_{q} \sigma^{q} H\left(\psi_{q}\right) & =h_{0}\left(1-\sigma^{b+1}\right)+h_{b+1}\left(1-\left(1-\sigma^{b+1}\right)\right) \\
& =h_{0}+\left(h_{b+1}-h_{0}\right) \sigma^{b+1}
\end{aligned}
$$

Hence, for a given $\left\{\psi_{q}\right\}$, capacity is maximized when $\sigma$ is minimized.

Next, note that the curves $\widetilde{A}(\sigma)=\sum_{t=1}^{\infty} P_{A}(t)(1-\mu+\mu \sigma)^{t}$ are convex and increasing with $\sigma$, and $\widetilde{A}(0)>0$ (see Lem. 17 in Appendix). Also, there is a unique fixed point in $(0,1)$. Thus, for these classes of curves, the curve that lower bounds a set of curves crosses the line $y=\sigma$ at the smallest value of $\sigma$ among that set of curves. Similarly, the curve that upper bounds a set of curves crosses the line $y=\sigma$ at the largest value of $\sigma$.

For any $0<\alpha<1$ and any distribution $P_{A}$ with mean $\frac{1}{\lambda}$,

$$
\sum_{t=0}^{\infty} \alpha^{t} P_{A}(t) \geq \alpha^{\frac{1}{\lambda}}
$$

by Jensen's inequality, as $\alpha^{t}$ is convex. Thus for any $\sigma \in(0,1)$ and $P_{A}$ with mean $\frac{1}{\lambda}$,

$$
\begin{aligned}
\widetilde{A}\left(P_{A}, \sigma\right) & =\sum_{t=0}^{\infty}(1-\mu+\mu \sigma)^{t} P_{A}(t) \\
& \geq(1-\mu+\mu \sigma)^{\frac{1}{\lambda}} \\
& =\widetilde{A}(\operatorname{det}, \sigma),
\end{aligned}
$$

where the equality can be attained by a deterministic inter-arrival time. This implies that the curve $\widetilde{A}($ det,$\sigma)$ is a lower-bounding curve for all other curves corresponding to different $P_{A}$.

Proposition 3. For the G/geo/1 queue with $\left\{\psi_{q}\right\}$ such that $H\left(\psi_{0}\right)=\cdots=H\left(\psi_{b}\right)<$ $H\left(\psi_{b+1}\right)=\cdots$ for some $b \in \mathbb{Z}_{+}, \widetilde{p}_{A}(t, \epsilon)$ asymptotically minimizes the capacity among all arrival processes as $\epsilon \rightarrow 0$, where

$$
\widetilde{p}_{A}(t, \epsilon)= \begin{cases}1-\epsilon, & t=1 \\ \epsilon, & t=N(\epsilon)\end{cases}
$$

for $\epsilon>0$ and $N(\epsilon)$ is chosen to satisfy the mean constraint $1 / \lambda$.
Proof. It is sufficient to show that $\widetilde{A}\left(P_{A}, \sigma\right)$ is asymptotically maximized by $\widetilde{p}_{A}(t, \epsilon)$ as $\epsilon \rightarrow 0$.
Consider developing an upper bound of $\widetilde{A}\left(P_{A}, \sigma\right)$ first. Using the fact that for $\alpha \in(0,1), \alpha^{t}$
is decreasing,

$$
\begin{aligned}
\widetilde{A}\left(P_{A}, \sigma\right) & =\sum_{t=0}^{\infty}(1-\mu+\mu \sigma)^{t} P_{A}(t) \\
& \leq \sum_{t=0}^{\infty}(1-\mu+\mu \sigma) P_{A}(t)=(1-\mu+\mu \sigma) .
\end{aligned}
$$

On the other hand, $\widetilde{A}\left(P_{A}, \sigma\right)$ evaluated at $\widetilde{p}_{A}(t, \epsilon)$ is:

$$
\widetilde{A}\left(\widetilde{p}_{A}(t, \epsilon), \sigma\right)=(1-\mu+\mu \sigma)(1-\epsilon)+(1-\mu+\mu \sigma)^{N} \epsilon
$$

which approaches the upper bound as $\epsilon \rightarrow 0$, but has a fixed-point solution in $(0,1)$. The $\operatorname{pmf} \widetilde{p}_{A}(t, \epsilon)$ asymptotically maximizes the fixed-point solution as $\epsilon \rightarrow 0$, thus minimizing the capacity.

The results of Prop. 2 and 3 agree with our intuition. Deterministic arrivals in Prop. 2 give enough time to the server with a given service rate, so that each job sees the lowest queue length behind it on average. On the other hand, a typical realization of $\widetilde{p}_{A}(t, \epsilon)$ is that jobs arrive every time slot (corresponding to $t=1$ ) for some time interval but then the next job arrives a very long time later corresponding to $t=N(\epsilon)$. The server will be busiest during the first interval, but will be almost idle until the next job. It yields the worst performance.

In crowdsourcing, it is common for the arrival process to come from some kind of job pre-processing. Since this pre-processing system itself could be serial or parallel chains of servers with exponentially distributed random delays, we are interested in classes of arrival processes that are certain geometric families of distributions.

Let $\left\{A_{i}, 1 \leq i \leq I\right\}$ be independent geometric random variables with means $\frac{1}{\lambda_{i}}$. Then define $A^{s}$ to be a sum-of-geometric random variable and to be $\mathcal{A}^{s}$ the set of such probability distributions with mean $\frac{1}{\lambda}$, i.e.,

$$
\begin{aligned}
& A^{s}=\sum_{i} A_{i}, \\
& \mathcal{A}^{s}=\left\{P_{A^{s}}: \mathbb{E}\left[A^{s}\right]=\frac{1}{\lambda}\right\} .
\end{aligned}
$$

Also define $A^{m}$ to be a mixture of geometric random variables such that $A^{m}=A_{i}$ with probability mass $\left\{c_{i}\right\}$ whose support is $\{1 \leq i \leq I\}$, with $\mathcal{A}^{m}$ as the set of such probability
distributions with mean $\frac{1}{\lambda}$, i.e.,

$$
\begin{aligned}
A^{m} & =A_{i} \text { with probability } c_{i} \\
\mathcal{A}^{m} & =\left\{P_{A^{m}}: \mathbb{E}\left[A^{m}\right]=\frac{1}{\lambda}\right\}
\end{aligned}
$$

Then the next lemma follows.
Lemma 2. For any $P_{A^{s}} \in \mathcal{A}^{s}$,

$$
\widetilde{A}\left(P_{A^{s}}, \sigma\right) \leq \widetilde{A}(\text { geo }, \sigma)
$$

On the other hand, for any $P_{A^{m}} \in \mathcal{A}^{m}$.

$$
\widetilde{A}\left(P_{A^{m}}, \sigma\right) \geq \widetilde{A}(\text { geo }, \sigma)
$$

Proof. See Appendix A.3.
Proposition 4. For any G/geo/1 queue-channel with thresholded noise at b, geometric interarrival times minimize and maximize capacity among all arrival distributions of $\mathcal{A}^{s}$ and $\mathcal{A}^{m}$, respectively.

Proof. Following the arguments in the proof of Prop. 2, we only need to show that geometric inter-arrival times maximizes (resp. minimize) $\sigma$ for a given $\lambda$ among $\mathcal{A}^{s}$ (resp. $\mathcal{A}^{m}$ ). Then the proposition follows from Lem. 2.

There is an important takeaway from this result in the context of job pre-processing for crowdsourcing. In crowdsourcing systems all jobs are pre-processed to make them suitable for crowd workers, and the inter-arrival (inter-dispatch) time in our model corresponds to this pre-processing time. The above theorem implies it is best to have a deterministic preprocessing time. However, if pre-processing times are highly variable due to some system issues (geometric is the most entropic), then instead of having a single pre-processing step it is better to have a series of sub-steps (corresponding to sum-of-geometric) for pre-processing.

A corollary is the capacity extrema representation of the $\mathrm{G} / \mathrm{geo} / 1$ queue-channel among the class of sum- (resp. mixture-) of-geometric distributions.

Corollary 1. For a given arrival rate $\lambda$ and given service rate $\mu$, the minimum (resp. maximum) capacity of G/geo/1 queue-channel among the class of sum- (resp. mixture-) ofgeometric inter-arrival distributions is $\lambda\left(\log |\mathbb{F}|-\left(1-\sigma^{*}\right) \sum_{q} \sigma^{* q} H\left(\psi_{q}\right)\right)$, where $\sigma^{*}=\frac{\lambda(1-\mu)}{\mu(1-\lambda)}$.

Proof. From the proof of Prop. 4, we know that geometric arrival achieves capacity extrema for arrival rate $\lambda$,

$$
\sum_{t=0}^{\infty} \alpha^{t} P_{A}(t)=\frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda}+\frac{\alpha}{1-\alpha}} .
$$

Letting $\alpha=1-\mu+\mu \sigma$ and solving the fixed point equation

$$
\widetilde{A}(\mathrm{geo}, \sigma)=\frac{\frac{1-\mu+\mu \sigma}{\mu-\mu \sigma}}{\frac{1}{\lambda}+\frac{1-\mu+\mu \sigma}{\mu-\mu \sigma}}=\sigma,
$$

we have the unique solution $\sigma^{*}=\frac{\lambda(1-\mu)}{\mu(1-\lambda)}$.

### 2.3.2 Discrete-time geo/G/1 Queue

In this section we consider another important class of queues, for which the arrival process is Bernoulli, i.e., inter-arrival times are geometric, but the service times have a general distribution.

Define $\binom{n}{k}=0$ if $n<k$. By characterizing the stationary distribution seen by departures, we prove the following capacity result.

Theorem 3. For $j \in\{0,1, \ldots\}$, let $k_{j}=\sum_{t=0}^{\infty}\binom{t}{j}(1-\lambda)^{t-j} \lambda^{j} P_{S}(t)$, and for all complex $z$ with $|z|<1, K(z)=\sum_{j=0}^{\infty} z^{j} k_{j}$, then capacity of this system is $\lambda\left(\log |\mathbb{F}|-\sum_{q} \pi_{q} H\left(\psi_{q}\right)\right)$ for $\pi_{0}=1-\frac{\lambda}{\mu}$, and $\pi_{k}=\lim _{z \rightarrow 0} \frac{\Pi(z)-\sum_{j=0}^{k-1} \pi_{j} z^{j}}{z^{k}}$, where $\Pi(z)=\left(1-\frac{\lambda}{\mu}\right) \frac{(z-1) K(z)}{z-K(z)}$.

Proof. See Appendix A.4.
Derivation of the stationary distribution here follows similar steps as the derivation of the stationary distribution of $\mathrm{M} / \mathrm{G} / 1$ queue [72].

Next, we investigate the service time distributions that respectively maximize or minimize the capacity of a geo/G/1 queue-channel. First, we consider the case of threshold errorentropy behavior for threshold $b=0$. The following corollary is a direct consequence of Thm. 3.

Corollary 2. If $\left\{\psi_{q}\right\}$ are such that $H\left(\psi_{0}\right)<H\left(\psi_{1}\right)=H\left(\psi_{2}\right)=\cdots$, then the capacity of the geo/G/1 queue is the same for all $P_{S}$.

Proof. The capacity in this case depends on $\pi$ only through $\pi_{0}$, but $\pi_{0}$ is the same for all service distributions with mean $\frac{1}{\mu}$, as $\pi_{0}=1-\frac{\lambda}{\mu}$.

For the case with threshold $b=1$, it can be shown that different service time distributions result in different capacities.

Proposition 5. If $H\left(\psi_{0}\right)=H\left(\psi_{1}\right)<H\left(\psi_{2}\right)=H\left(\psi_{3}\right)=\cdots$, then the capacity of the geo/G/1 queue is maximized by a deterministic service time (for $\frac{1}{\mu} \in \mathbb{Z}_{+}$) and is asymptotically minimized by $\widetilde{p}_{S}(t, \epsilon)$ as $\epsilon \rightarrow 0$, where

$$
\widetilde{p}_{S}(t, \epsilon)= \begin{cases}1-\epsilon, & t=1 \\ \epsilon, & t=N(\epsilon)\end{cases}
$$

for $\epsilon>0$ and $N(\epsilon)$ is chosen to satisfy the mean constraint $1 / \mu$. Among the class of sum-ofgeometric random variables, capacity is minimized by the geometric service time distribution.

Proof. Let $h_{0}=H\left(\psi_{0}\right)$ and $h_{2}=H\left(\psi_{2}\right), h_{0}<h_{2}$. Then, by Thm. 1, the capacity of the system is $\lambda\left(\log |\mathbb{F}|-h_{0}\left(\pi_{0}+\pi_{1}\right)-h_{2}\left(1-\pi_{0}-\pi_{1}\right)\right)$.

It is clear from the capacity expression that it is maximized (resp. minimized) when $\pi_{0}+\pi_{1}$ is maximized (resp. minimized). Hence, it is enough to prove that deterministic service time maximizes $\pi_{0}+\pi_{1}$, and geometric service time minimizes $\pi_{0}+\pi_{1}$ among the class of sum-of-geometric random variables.

Note that

$$
\pi_{1}=\lim _{z \rightarrow 0} \frac{\Pi(z)-\pi_{0}}{z}
$$

which, after a few steps of algebra using the expression for $\Pi(z)$ and the fact that $\pi_{0}=1-\frac{\lambda}{\mu}$, gives

$$
\pi_{1}=\left(1-\frac{\lambda}{\mu}\right) \frac{1-K(0)}{K(0)}
$$

Thus, $\pi_{0}+\pi_{1}=\left(1-\frac{\lambda}{\mu}\right) \frac{1}{K(0)}$. Using the definition that $K(0)=k_{0}=\mathbb{P}($ no arrivals in $S)$, the capacity is minimized when $k_{0}$ is maximized and vice-versa. After decomposing $k_{0}$ for all $t$,

$$
k_{0}=\sum_{t=1}^{\infty}(1-\lambda)^{t} P_{S}(t) .
$$

The conclusion follows from the proofs of Lem. 2 and Prop. 3: the deterministic arrival with mass at $\frac{1}{\mu} \in \mathbb{Z}_{+}$minimizes $k_{0}$ by Jensen's inequality, and $\widetilde{p}_{S}(t, \epsilon)$ asymptotically maximizes $k_{0}$ as $\epsilon \rightarrow 0$. In addition, $k_{0}$ is maximized by geometric distribution among the class of sum-of-geometric random variables by Lem. 2 .

Prop. 5 says that handling works with regularity in time yields the least queue length on
average; cramming and staying idle is the worst. For thresholded noise behavior we observe the following. For a geometric service time, the worst dispatch process among the sum-ofgeometric distributions is geometric. On the other hand, for a geometric arrival process, the geometric service time is the worst among the sum-of-geometric distributions. Thus, if we visualize the capacity function of a single server queue for a given arrival and service rate plotted against arrival and service distributions (restricted to sum-of-geometric), there is a minimum where both distributions are geometric.

In the context of crowdsourcing, this means it is always better to split highly variable pre-processing (corresponding to the dispatch process) or human work (corresponding to the service process) steps into a series of sub-steps. That is, it is always better to take a job by parts (if coordination costs are not too high [73]).

### 2.4 Queues with Type II Arrivals

In this section, we study the queue-capacity of systems with Type II arrivals. An equivalent capacity expression holds for Type II arrivals, i.e., possibly multiple arrivals in a time slot. Let $N_{i}$ be a random variable counting the number of arrivals at time $i$. Thus, the $\left\{N_{i}\right\}$ are i.i.d. with distribution $m_{A}$.

Theorem 4. The queue-channel capacity of a queue with Type II arrivals distributed as $m_{A}$, and service time distributed as $P_{S}$ is given by $\lambda\left(\log |\mathbb{F}|-\sum_{q} \pi_{q} H\left(\psi_{q}\right)\right)$, for $\pi_{0}=1-\frac{\lambda}{\mu}$, and $\pi_{k}=\lim _{z \rightarrow 0} \frac{\Pi(z)-\sum_{j=0}^{k-1} \pi_{j} z^{j}}{z^{k}}$, where $\Pi(z)=\left(1-\frac{\lambda}{\mu}\right) \frac{(z-1) K(z)}{z-K(z)}, k_{j}=\sum_{t=1}^{\infty} \mathbb{P}\left(\sum_{i=1}^{t} N_{i}=j\right) P_{S}(t)$.

Proof. The probability of $j$ arrivals within a service time is $\sum_{t=1}^{\infty} \mathbb{P}\left(\sum_{i=1}^{t} N_{i}=j\right) P_{S}(t)$. The remainder of the proof follows the same approach as the proof of Thm. 3.

### 2.4.1 Effects of Service Processes

First, we characterize the effect of different service processes on the capacity, for a given arrival process. As the following results show, deterministic service is best and bursty service is worst, as in Prop. 5.

Proposition 6. Suppose that $H\left(\psi_{0}\right)=H\left(\psi_{1}\right)<H\left(\psi_{2}\right)=\cdots$. For a given Type II arrival process $m_{A}$, the maximum capacity is achieved by deterministic service time over all service
time distributions. The minimum capacity is asymptotically achieved by $\widetilde{p}_{S}(t, \epsilon)$ as $\epsilon \rightarrow \infty$, where

$$
\widetilde{p}_{S}(t, \epsilon)= \begin{cases}1-\epsilon, & t=1 \\ \epsilon, & t=N(\epsilon)\end{cases}
$$

for $\epsilon>0$ and $N(\epsilon)$ is chosen to satisfy the mean constraint $1 / \mu$. In addition, the minimum capacity among the class of sum-of-geometric random variables is achieved by geometric service time distribution.

Proof. Following the proof of Prop. 5, we only need to prove that $k_{0}$ is minimized and asymptotically maximized by deterministic service time and $\widetilde{p}_{S}(t, \epsilon)$, respectively. Further, $k_{0}$ needs to be maximized by geometric service time among the class of sum-of-geometric random variables.

Note that $k_{0}=\sum_{t=1}^{\infty} \mathbb{P}\left(\sum_{i=1}^{t} N_{i}=0\right) P_{S}(t)=\sum_{t=1}^{\infty}\left(m_{A}(0)\right)^{t} P_{S}(t)$, where $0<m_{A}(0)<1$. Hence, the results follow from the proof of Prop. 5.

### 2.4.2 Effects of Arrival Processes

Next, we are interested in understanding the effect of arrival processes on the capacity for the worst service time distribution. Specifically, we are interested in finding the arrival processes that maximize and minimize the capacity.

Analogous to Cor. 2 and Prop. 5 for Type I systems, we have the following results.
Corollary 3. Consider the queue with given arrival rate $\lambda$ and service distribution $P_{S}$. If $H\left(\psi_{0}\right)<H\left(\psi_{1}\right)=H\left(\psi_{2}\right)=\cdots$, the capacity of the queue with Type II arrival is the same for all arrival distributions.

Proposition 7. For $H\left(\psi_{0}\right)=H\left(\psi_{1}\right)<H\left(\psi_{2}\right)=H\left(\psi_{3}\right)=\cdots$, for a given arrival rate $\lambda$ and a service distribution $P_{S}$, the capacity of the queue-channel over all Type II arrival processes with finite support $\{0,1, \ldots, B\}$ is lower-bounded by

$$
C_{L}=\lambda\left(\log |\mathbb{F}|+\left(H\left(\psi_{2}\right)-H\left(\psi_{0}\right)\right)\left(1-\frac{\lambda}{\mu}\right) \frac{1}{k_{0}}-H\left(\psi_{2}\right)\right),
$$

where $k_{0}=\sum_{t}\left(1-\frac{1}{B \lambda}\right)^{t} P_{S}(t)$.

Proof. By an argument similar to the proof of Prop. 5, the minimum is obtained when $k_{0}$ is maximized. Hence, it is sufficient to show the maximum value of $k_{0}$, thus the maximum of $m_{A}(0)$.

Towards this, we first show that the distribution

$$
m_{A}^{*}(t)= \begin{cases}1-\frac{1}{B \lambda}, & t=0 \\ \frac{1}{B \lambda}, & t=B\end{cases}
$$

maximizes $m_{A}(0)$ among all discrete distributions with bounded support $\{0, \ldots, B\}$ and mean $1 / \lambda$.

This can be proved by contradiction. Suppose there is another distribution $m_{A}^{\prime}$ with mean $1 / \lambda$ and $m_{A}^{\prime}(0)>m_{A}^{*}(0)$. Now

$$
\begin{aligned}
\mathbb{E}_{m_{A}^{\prime}}[X] & =\sum_{t=0}^{B} t m_{A}^{\prime}(t) \\
& \leq B \sum_{t=1}^{B} m_{A}^{\prime}(t)=B\left(1-m_{A}^{\prime}(0)\right) \\
& <B\left(1-m_{A}^{*}(0)\right)=\frac{1}{\lambda}
\end{aligned}
$$

which contradicts the assumption that $m_{A}^{\prime}$ has expectation $1 / \lambda$. Hence, there exists no $m_{A}^{\prime}$ on $\{0, \ldots, B\}$ with $m_{A}^{\prime}(0)>m_{A}^{*}(0)$.

Although the maximal $k_{0}, k_{0}^{*}$, is attained by $m_{A}^{*}(t)$, the induced Markov chain $Q$ is not irreducible because $m_{A}^{*}(1)=0$. Instead, we use the approximate probability mass function $\widetilde{m}_{A}(t)$, which has a nonzero mass at $t=1$. Define

$$
\widetilde{m}_{A}(t)= \begin{cases}1-\frac{1}{B \lambda}-\epsilon\left(1-\frac{1}{B \lambda}\right), & t=0 \\ \epsilon, & t=1 \\ \frac{1}{B \lambda}-\frac{\epsilon}{B \lambda}, & t=B\end{cases}
$$

Then, we need to show $\widetilde{m}_{A}(t)$ approximates $k_{0}$ arbitrarily close to $k_{0}^{*}$. Note that $k_{0}=$ $\sum_{t}\left(m_{A}(0)\right)^{t} P_{S}(t)$, which is a continuous function of $m_{A}(0)$. Thus, the conclusion follows.

Finally, the lower bound of capacity is computed as in the proof of Prop. 5,

$$
C_{L}=\lambda\left(\log |\mathbb{F}|+\left(H\left(\psi_{2}\right)-H\left(\psi_{0}\right)\right)\left(1-\frac{\lambda}{\mu}\right) \frac{1}{k_{0}}-H\left(\psi_{2}\right)\right),
$$

where $k_{0}=\sum_{t}\left(1-\frac{1}{B \lambda}\right)^{t} P_{S}(t)$.
Proposition 8. For $H\left(\psi_{0}\right)=H\left(\psi_{1}\right)<H\left(\psi_{2}\right)=H\left(\psi_{3}\right)=\cdots$, for a given arrival rate $\lambda$ and a service distribution $P_{S}$, the maximum capacity of the queue-channel over all Type II arrival processes with finite support $\{0,1, \ldots, B\}$ is

$$
C_{U}=\lambda\left(\log |\mathbb{F}|+\left(H\left(\psi_{2}\right)-H\left(\psi_{0}\right)\right)\left(1-\frac{\lambda}{\mu}\right) \frac{1}{k_{0}}-H\left(\psi_{2}\right)\right)
$$

where $k_{0}=\sum_{t}\left(1-\frac{1}{\lambda}\right)^{t} P_{S}(t)$, attained by the Bernoulli arrival process, i.e., $m_{A}(0)=1-1 / \lambda$ and $m_{A}(1)=1 / \lambda$.

Proof. By a similar argument as above, the maximum is obtained when $k_{0}$ is minimized. This is reached when $m_{A}(0)$ is minimum. Hence, it is sufficient to prove that among all discrete distributions, Bernoulli achieves it.

Again, the proof is by contradiction. Let us assume there is another distribution $m_{A}^{\prime}$ with the same mean, i.e., $\sum_{t} t m_{A}^{\prime}(t)=1 / \lambda$ for which $m_{A}^{\prime}(0)<m_{A}(0)$.

$$
\begin{aligned}
\sum_{t} t m_{A}^{\prime}(t) & \geq \sum_{t \geq 1} m_{A}^{\prime}(t)=\left(1-m_{A}^{\prime}(0)\right) \\
& >\left(1-m_{A}(0)\right)=\frac{1}{\lambda}
\end{aligned}
$$

which is a contradiction.
The capacity expression follows by substituting in the expression for $k_{0}$ for Bernoulli arrival.

This proposition implies that having at most one arrival per time slot is better. In other words, burstiness in the arrival process hurts performance.

### 2.5 Without Timing Information

So far, we have assumed that the received or processed jobs have timestamps on dispatch time and completion time. Though this assumption is valid in many wireless settings (MAC timestamps are part of the protocols) and crowdsourcing scenarios (e.g., Samasource maintains timestamps), this information may not always be available. In this section we study the setting where the decoder does not have knowledge of $A^{n}, D^{n}$.

Here, the decoder no longer observes $\left(Y^{n}, A^{n}, D^{n}\right)$, but only observes $Y^{n}$. Using the information spectrum technique it immediately follows that the capacity is

$$
C\left(P_{A}\right)=\lambda \sup _{\mathbb{P}(\mathbf{X})} \mathbf{I}(\mathbf{X} ; \mathbf{Y})
$$

The following theorem characterizes the capacity of the system based on the queue parameters and noise distributions. Proof follows similar steps as the proof of Thm. 1.

Theorem 5. For a given arrival (dispatch) process distribution $P_{A}$ (or $m_{A}$ ) with $\lambda<\mu<1$ which follows the assumption in Sec. 2.1, there exists a distribution $\pi$ such that $\pi(q)>0$ for all $q \in\{0,1, \ldots\}$ and $\mathbb{P}\left(Q_{n}\right) \rightarrow \pi$ as $n \rightarrow \infty$. The capacity of this queue-channel is $\lambda\left(\log |\mathbb{F}|-H\left(\sum_{q} \pi_{q} \psi_{q}\right)\right)$, where $\pi_{q} \psi_{q}$ is a mixture of distributions $\left\{\psi_{q}\right\}$.

Proof. First we show the converse. Using the standard information spectrum method,

$$
\begin{aligned}
\underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y}) & \leq \overline{\mathbf{H}}(\mathbf{Y})-\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{X}) \\
& \leq \log |\mathbb{F}|-\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{X}) \\
& =\log |\mathbb{F}|-\overline{\mathbf{H}}(\mathbf{Z}) .
\end{aligned}
$$

Without timing information, note that $Z_{i} \sim \sum_{q} \mathbb{P}\left(Q_{i}=q\right) \psi_{q}$. Since $\operatorname{Pr}\left(Q_{i}\right) \rightarrow \pi$ and $\left\{Q_{i}\right\}$ is ergodic, by Lem. 1,

$$
\begin{aligned}
\underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y}) & =\log |\mathbb{F}|-\overline{\mathbf{H}}(\mathbf{Z}) \\
& \rightarrow \log |\mathbb{F}|-H\left(\sum_{q} \pi_{q} \psi_{q}\right) .
\end{aligned}
$$

For achievability, like the proof of Thm. 1 we pick a uniform and i.i.d. $\mathbb{P}\left(X^{n}\right)=\prod_{i=1}^{n} \mathbb{P}\left(X_{i}\right)$ and show that

$$
\begin{aligned}
\underline{\mathbf{I}}(\mathbf{X} ; \mathbf{Y}) & \geq \underline{\mathbf{H}}(\mathbf{Y})-\overline{\mathbf{H}}(\mathbf{Y} \mid \mathbf{X}) \\
& =\log |\mathbb{F}|-\overline{\mathbf{H}}(\mathbf{Z}) \\
& \rightarrow \log |\mathbb{F}|-H\left(\sum_{q} \pi_{q} \psi_{q}\right) .
\end{aligned}
$$

Therefore multiplying by $\lambda$, we obtain the capacity expression in the theorem.
Next, we consider some queuing systems to find the best dispatch and service processes
in this setting. In the case of thresholded noise behavior the following result holds for a G/geo/1 system.

Proposition 9. Suppose $\mathbb{F}=\{0,1\}, \mathbb{P}\left(Z_{i}=1 \mid q\right) \leq 0.5$ for all $q$ and $H\left(\psi_{0}\right)=\cdots=H\left(\psi_{b}\right)<$ $H\left(\psi_{b+1}\right)=\cdots$ for some $b \in\{0,1, \ldots\}$. Then, for $a \mathrm{G} /$ geo $/ 1$ system with no timestamps, the queue-channel capacity is maximized by deterministic inter-arrival (for $\frac{1}{\lambda} \in \mathbb{Z}_{+}$) and is minimized by geometric inter-arrival among the class of sum-of-geometric random variables.

Proof. In this system

$$
H\left(\sum_{q} \pi_{q} \psi_{q}\right)=H\left(\psi_{0} \sum_{q \leq b} \pi_{q}+\psi_{b+1} \sum_{q \geq b+1} \pi_{q}\right) .
$$

Note that $\pi_{q}=(1-\sigma) \sigma^{q}$ where $\sigma$ is the fixed-point solution in Thm. 2. Hence,

$$
H\left(\sum_{q} \pi_{q} \psi_{q}\right)=H\left(\psi_{0}\left(1-\sigma^{b+1}\right)+\psi_{b+1} \sigma^{b+1}\right)
$$

Now, as $\mathbb{P}\left(Z_{i}=1 \mid q\right) \leq 0.5$, by monotonicity of binary entropy over $[0,0.5]$, it follows that the above expression is maximized (minimized) when $\sum_{q \geq b+1} \pi_{q}$ is maximized (minimized), which in turn happens when $\sigma$ is maximized (minimized).

The remainder of the argument follows as in the proof of Prop. 2 and 4, because for G/geo/1, deterministic arrival minimizes $\sigma$, while geometric arrival maximizes among the class of sum-of-geometric random variables.

Proposition 10. Suppose $\mathbb{F}=\{0,1\}, \mathbb{P}\left(Z_{i}=1 \mid q\right) \leq 0.5$ for all $q$ and $H\left(\psi_{0}\right)=\cdots=$ $H\left(\psi_{b}\right)<H\left(\psi_{b+1}\right)=\cdots$ for some $b \in\{0,1, \ldots\}$. Then, for a geo $/ \mathrm{G} / 1$ system with no timestamps, the queue-channel capacity is maximized by a deterministic service time and (for $\frac{1}{\lambda} \in \mathbb{Z}_{+}$) and is minimized by geometric service time among the class of sum-of-geometric random variables.

Proof. By the same argument as in proof of Prop. 9, the maximum is achieved when $\pi_{0}+\pi_{1}$ is maximized. The remaining argument follows the proof of Prop. 5.

### 2.6 Chapter Summary

In this chapter, we consider a queue-length-dependent channel, where service quality depends on the queue-length of jobs. We define the capacity of such queuing systems to be
the maximum rate at which jobs can be processed with arbitrarily small error probability, and characterize it in terms of queuing parameters. It has several engineering applications including crowdsourcing, multimedia communication.

We study Type I and Type II arrivals separately for analytic tractability. In Type I arrivals, for a G/geo/1 queue with a step-increasing noise, jobs arriving deterministically maximize capacity while bursty arrivals minimize capacity. Similarly, for a geo/G/1 queue with a step-increasing noise, deterministic service maximizes capacity, but bursty service minimizes capacity. Type II arrivals give similar results except that Bernoulli arrivals maximize capacity for the G/geo/1 queue.

## Chapter 3

## On Multiuser Systems with Queue-Length-Dependent Service Quality

In the previous chapter, we studied the capacity of single-user queue-length-dependent quality in discrete time and further optimized the server of a geo/ $\mathrm{GI} / 1$ queue or the dispatcher of a $\mathrm{GI} / \mathrm{geo} / 1$ queue, under given reliability assumptions.

Beyond the formulation in the previous chapter, there are often multiple input streams in the motivating applications rather than just one, e.g., due to multihoming, so here we consider a scenario where multiple transmitter-destination pairs want to send information reliably and therefore dispatch coded symbols on arrival processes. A particular motivational setting is driver-assisted autonomous trucks [74], where a human driver remotely monitors multiple semi-autonomous trucks and steps in (i.e., processes information) only when the autonomous algorithm cannot handle the task.

Fig. 3.1 presents such a multiple-access setting, where before entering a single central processor, the multiple arrival processes are superposed. Once coded symbols arrive at the central queue processor, they are served in a first-in first-out (FIFO) manner, and returned to the intended receiver. Note that if there is a single central receiver, the topology reduces to a multiple-access channel. As before, a distinguishing aspect of this chapter is that reliability of the central server depends on queue-length arising from the superposed arrival process.

Here, we consider the superposition of multiple arrival processes in a continuous-time


Figure 3.1: Block diagram of the system: only two out of $K$ point processes are illustrated for brevity. We use $\Sigma$ to denote superposition operation.
setting. Before proceeding, we first study the capacity of the continuous-time single-user case, and also specify the best and worst dispatch processes for a $\mathrm{GI} / \mathrm{M} / 1$ queue, and service processes for a $\mathrm{M} / \mathrm{GI} / 1$ queue with additional conditions. Then, the capacity expression of the multiple-access setting is given in terms of the stationary distribution of queue-length seen by each user's departures. Surprisingly, our results show there is no loss in capacity due to multiple-access interference.

As superposition of non-Poisson arrivals is in general intractable, we also consider the large-user asymptotic by introducing a random marked point process (RMPP, or simply PP) approach $[75,76]$ and apply the superposition convergence to a Poisson point process [77]. The latter states the superposition of a large number of sparse arrivals is approximately Poisson. Building on this result, we prove that the capacity for $\sum_{k} \mathrm{Gl}_{k} / \mathrm{GI} / 1$ queues, where $\Sigma_{k}$ stands for the superposition, converges to that for single-user $\mathrm{M} / \mathrm{GI} / 1$ queues. In other words, even though individuals are non-Poisson arrivals, sending information as if a singleuser $\mathrm{M} / \mathrm{GI} / 1$ queue is asymptotically optimal. It also implies the best and worst services obtained for a single-user $\mathrm{M} / \mathrm{GI} / 1$ queue are preserved.

### 3.1 Preliminaries and System Model

### 3.1.1 Point Process

We use a PP approach to queueing systems, enabling us to derive analytical properties. Let us define an RMPP $\Phi=\Phi(t)$ as follows.

Definition 4. Let $\mathfrak{B}$ be the Borel $\sigma$-algebra of $\mathbb{R}$. Given a mark space $\mathcal{M}$ and its sigmaalgebra $\sigma(\mathcal{M})$, consider a marked counting measure $N(B \times M)$ where $B \in \mathfrak{B}$ and $M \in$ $\sigma(\mathcal{M})$ such that $N(B \times \mathcal{M})<\infty$ for any bounded $B$. Let $\mathcal{N}, \sigma(\mathcal{N})$ be the set of all such counting measures and its smallest $\sigma$-algebra, respectively. Then, a random marked point process (RMPP, or simply a point process (PP)), $\Phi(t)$ is a random element from $(\Omega, \mathcal{F}, P)$ to $(\mathcal{N}, \sigma(\mathcal{N}))$.

For queueing applications, the mark usually denotes a random service time at the server or the time required to finish each job. Hence, $\mathcal{M}=\mathbb{R}_{+}$and since only the $\cdot / \mathrm{GI} / 1$ queue is considered in this work, each mark is i.i.d. from some distribution $P^{S}$. Since all randomness from arrival and service times is captured in the RMPP, any queue response such as queuelength or waiting time is a deterministic function of the RMPP.

Two equivalent representations of a PP are especially useful in this chapter. Suppose the mark space is empty, i.e., $\mathcal{M}=\emptyset$ for illustration. However, the following representations can be easily extended to RMPPs with a non-empty mark space. The first representation is to use an inter-arrival time representation, induced by Dirac delta functions.

Letting $\left\{T_{i} \in \mathbb{R}_{+}\right\}_{i \in \mathbb{Z}}$ be a non-decreasing random sequence,

$$
\Phi(t) \Leftrightarrow \sum_{i=-\infty}^{\infty} \delta_{T_{i}} \Leftrightarrow\left(\ldots, A_{-1}, A_{0}, A_{1}, \ldots,\right)
$$

where $A_{i}:=T_{i}-T_{i-1} \geq 0$. So $T_{i}$ indicates the time epoch when the $i$ th arrival comes. The case for i.i.d. $A_{i}$ is called a renewal process, which arises in Sec. 3.2.

The other representation is by a random counting measure, which is useful especially in Sec. 3.3. Note that

$$
N(B)=\int \sum_{i=-\infty}^{\infty} \mathbf{1}_{B} \delta_{T_{i}} d t
$$

that is, the number of arrivals in $B$, for any bounded $B \in \mathfrak{B}$, uniquely determines $\Phi(t)$. Here $\mathbf{1}_{B}=\mathbf{1}_{B}(t)$ is the indicator function with criterion $\{t \in B\}$ and we write $\mathbf{1}_{B} \Phi$ to stand for the restricted RMPP on $B$.

A time shift operation is denoted by $T_{\tau} \Phi(t)=\Phi(t+\tau)$, enabling definitions of stationarity and ergodicity.

Definition 5 (Stationarity, Def. 1.2.1 [75]). An RMPP $\Phi$ is stationary if the probability measure $P$ is invariant with respect to the time shift $T_{\tau}$, i.e., for any set $Z \in \sigma(\mathcal{N})$,

$$
P\left(T_{\tau} Z\right)=P(Z) \text { for all } \tau \in \mathbb{R}
$$

Definition 6 (Ergodicity, Def. 1.2.5 [75]). A stationary RMPP $\Phi$ (or its probability measure $P)$ is ergodic if any set $Z \in \sigma(\mathcal{N})$ satisfying $T_{\tau} Z=Z$ for all $\tau \in \mathbb{R}$ implies either $P(Z)=0$ or 1 .

### 3.1.2 System Model

Multiple users intend to send messages to respective targeted receivers. To do that, the $k$ th user picks an encoded sequence of symbols ${ }^{1} X_{(k)}^{n}$ - each symbol is drawn from finite space $\mathcal{X}$-and dispatches it over an independent stationary renewal arrival process with interarrival time distribution $P_{k}^{A}(t)$. Those arrivals are superposed just before entering a $\cdot / \mathrm{GI} / 1$ queue. The server follows FCFS service discipline with i.i.d. service time according to $P^{S}$. Assume that the waiting room is unlimited.

Since the server is unreliable, the symbol is corrupted to $Y_{(k)}^{n} \in \mathcal{Y}^{n}$ randomly, where $\mathcal{Y}$ is also finite. The transition probability, denoted by $W=W_{Q}$, is dependent on $Q$, the queue-length at the moment just before the symbol's departure, excluding the job being serviced. That is, the channel at time $t$ is $W_{Q}:=P_{Y \mid X, Q}$, where $Q$ is the queue-length seen by departure. In this sense we say the system is queue-length-dependent. Departing symbols are labeled and delivered to the intended receiver. Since symbols are encoded against channel noise, receivers can decode the sequence to recover the original information. We assume there is a central coordination mechanism that reveals each transmitter's dispatching process to all other transmitters, but not realizations.

We use $\sum(\cdot)$ to denote superposition, so the queue of interest is written as $\sum_{k} \mathrm{GI}_{k} / \mathrm{GI} / 1$. The queues are assumed always stable, i.e., superposed arrival rate $\lambda$ and service rate $\mu$ satisfy traffic intensity $\rho:=\frac{\lambda}{\mu}<1$. Also we suppose some technical assumptions on arrivals and service: 1) arrivals and service processes are simple, i.e., $P_{k}^{A}(0)=0$ for all $k, P^{S}(0)=0$; 2) at least one of $\left\{P_{k}^{A}(t)\right\}_{k=1}^{K}$ and $P^{S}(t)$ is continuous and strictly positive on $\mathbb{R}$.

We assume causal knowledge of arrival and departure realizations, i.e., the encoders do not know them, but the decoders do. Also all $P_{k}^{A}$ are available to transmitters, but not their realizations.

### 3.2 Continuous-time Single-user Queue-channel

This section investigates the capacity of single-user queue-length-dependent channels like [78], but in continuous-time.

[^2]
### 3.2.1 Coding Theorem for $\mathrm{GI} / \mathrm{GI} / 1$ Queues

Consider a simple renewal arrival process $\Phi(t)$ with arrival rate $\lambda$, i.e., the $i$ th inter-arrival time $A_{i} \sim P^{A}$ i.i.d. with $\lambda=1 / \mathbb{E}\left[A_{1}\right]$. Recall that the service quality (channel) of the $i$ th job depends only on the queue-length seen by the $i$ th departure (i.e., just before $i$ th departure), denoted $Q_{i}$. We first express capacity using the information spectrum [68, 69]; see $[68,69]$ for notation of various information functionals.

Proposition 11. For a simple renewal $P P \Phi(t)$ with rate $\lambda=1 / \mathbb{E}\left[A_{1}\right]$,

$$
\begin{align*}
C(\Phi) & =\sup _{P(\mathbf{X})} \mathbf{I}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q}) \quad[\text { bits } / \text { sym }]  \tag{3.1}\\
& =\sup _{P(\mathbf{X})} \lambda \mathbf{I}(\mathbf{X} ; \mathbf{Y} \mid \mathbf{Q}) \quad[\text { bits } / \text { time }] .
\end{align*}
$$

Proof. See [78, Prop. 1].
Lemma 3. For each simple renewal $P P \Phi$, there exists a unique stationary distribution $\pi$ such that if $Q_{1} \sim \pi$, then any $Q_{i} \sim \pi$. Furthermore, for any measurable $f: \mathbb{Z}_{+} \mapsto \mathbb{R}_{+}$, $\frac{1}{n} \sum_{i=1}^{n} f\left(Q_{i}\right) \rightarrow \mathbb{E}_{\pi}[f(Q)]$ as $n \rightarrow \infty$ almost surely.

Proof. Consider an arrival time instance when the system is empty, i.e., no job in the queue, no job in the server at the instance of an arrival. At this instance, a new cycle of queueing begins from the empty state. So let us consider the queue-length process seen by arrivals, $\left\{\widehat{Q}_{i}\right\}_{i \in \mathbb{Z}}$. In $\mathrm{Gl} / \mathrm{GI} / 1$ queues, the cycles are i.i.d. and so are called regenerative cycles [79, Chap. VI], denoted by $\left\{R_{i} \in \mathbb{Z}_{+}\right\}_{i \in \mathbb{Z}}$. Also, $\rho<1$ implies $\mathbb{E}[R]<\infty$ and these cycles are repeated infinitely many times. We know the limiting distribution of $\widehat{Q}$, say $\widehat{\pi}$, exists and is ergodic so for any measurable nonnegative function $f$,

$$
\mathbb{E}_{\widehat{\pi}}[f(\widehat{Q})]=\frac{1}{\mathbb{E}[R]} \mathbb{E}\left[\sum_{i: \text { inside of } R} f\left(\widehat{Q}_{i}\right)\right]=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} f\left(\widehat{Q}_{i}\right) .
$$

Next, suppose the queue is in steady-state. Since the beginning and end of cycles are empty-state, whenever there is an arrival, there is a corresponding departure in the cycle.

Thus, $\widehat{Q} \stackrel{d}{=} Q$, i.e., $\widehat{\pi}=\pi$. Therefore, for any measurable nonnegative function $f$,

$$
\begin{aligned}
\mathbb{E}_{\widehat{\pi}}[f(\widehat{Q})] & =\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} f\left(\widehat{Q}_{i}\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} f\left(Q_{i}\right)=\mathbb{E}_{\pi}[f(Q)] .
\end{aligned}
$$

This completes the proof.
Combining Prop. 11 and Lem. 3, we have a simpler capacity expression in terms of expectation over $Q$, or equivalently in terms of stationary distribution $\pi(Q)$.

Theorem 6. For $\mathrm{GI} / \mathrm{GI} / 1$ queues, the capacity formula (3.1) can be further simplified to

$$
\begin{equation*}
C(\Phi)=\sup _{P_{X}} \mathbb{E}\left[I\left(P_{X}, W_{Q}\right)\right]=\sup _{P_{X}} \sum_{q=0}^{\infty} \pi(q) I\left(P_{X}, W_{q}\right) \tag{3.2}
\end{equation*}
$$

in bits per job, and

$$
\begin{equation*}
C(\Phi)=\lambda \sup _{P_{X}} \mathbb{E}\left[I\left(P_{X}, W_{Q}\right)\right]=\sup _{P_{X}} \lambda \sum_{q=0}^{\infty} \pi(q) I\left(P_{X}, W_{q}\right) \tag{3.3}
\end{equation*}
$$

in bits per time. Therefore, it is easy to see that the capacity over all renewal PPs with stable arrival rate $\lambda<\mu$ is

$$
\left.C=\sup _{\lambda \in(0, \mu)} \sup _{P^{A}} \sup _{P_{X}} \lambda \mathbb{E}\left[I\left(P_{X}, W_{Q}\right)\right] \quad \text { [bits/time }\right]
$$

Proof. See [78, Thm. 1] with generalization to general discrete channels.
Remark 1. In this work, we assume a simple transmitter that does not know arrival and departure realizations, which implies channel state information is unavailable. If the channel state information is available without delay, the capacity formula follows immediately as

$$
\begin{equation*}
C(\Phi)=\lambda \mathbb{E}\left[\sup _{P_{X}} I\left(P_{X}, W_{Q}\right)\right] \quad[\text { bits } / \text { time }] \tag{3.4}
\end{equation*}
$$

Thus, we can see that when the capacity-achieving distributions are all identical with some $P_{X}^{*}$, such as binary symmetric channels or binary erasure channels, the transmitter simply picks $P_{X}^{*}$ even without the channel state information and achieves (3.4) by the codebook
identical with no channel state information. Channel state feedback even without delay does not improve capacity in this case.

A closed-form expression of $\pi(Q)$ is unknown in general, but is known for some special types of queues. Let us rewrite (3.2) for two special types of queues $\mathrm{GI} / \mathrm{M} / 1$ and $\mathrm{M} / \mathrm{GI} / 1$, and consider per symbol capacity since per time capacity follows by multiplying by $\lambda$.

Theorem 7 (GI/M/1 queues). Let $A^{*}(\cdot)$ be the Laplace-Stieltjes transform of $P^{A}(t)$ and define $\sigma^{*}$ as the unique solution of $\sigma=A^{*}(\mu(1-\sigma))$ in $(0,1)$. Then, the capacity of $\mathrm{GI} / \mathrm{M} / 1$ queues is given by

$$
C(\Phi)=\sup _{P_{X}} \mathbb{E}\left[I\left(P_{X}, W_{Q}\right)\right] \quad[\text { bits } / \text { sym }]
$$

where $\pi(q)=\left(1-\sigma^{*}\right)\left(\sigma^{*}\right)^{q}$.
Proof. See Appendix B.1.
Theorem $8(\mathrm{M} / \mathrm{GI} / 1$ queues). The capacity of $\mathrm{M} / \mathrm{GI} / 1$ queues is given by

$$
C(\Phi)=\sup _{P_{X}} \mathbb{E}\left[I\left(P_{X}, W_{Q}\right)\right] \quad[\text { bits } / \text { sym }]
$$

where $\pi(q)$ is obtained from the inverse of probability generating function

$$
\Pi(z)=\frac{(1-\rho)(1-z) K(z)}{K(z)-z}
$$

and $K(z)$ is the probability generating function of $k_{q}$ with

$$
k_{q}=\int_{0}^{\infty} P^{S}(t) \frac{e^{-\lambda t}(\lambda t)^{q}}{q!} d t
$$

Proof. See Appendix B.2.
Example: Consider an $\mathrm{M} / \mathrm{M} / 1$ queue and a binary symmetric channel (corresponding to binary classification) with queue-length-dependent transition probability $\epsilon_{q}$. Then, we know that $\pi(q)=(1-\rho) \rho^{q}$ and Thm. 7 shows that

$$
C=\lambda \sum_{q=0}^{\infty} \pi(q)\left(1-H_{2}\left(\epsilon_{q}\right)\right) \quad[\text { bits } / \mathrm{time}]
$$



Figure 3.2: Capacity of $M / M / 1$ queue (for different service rates) with binary symmetric channel is plotted. $\mathbb{P}[X \neq Y]=0.1$ for $q=0, \mathbb{P}[X \neq Y]=0.4$ otherwise. It shows that setting a proper workload maximizes per time capacity.
where $H_{2}(\cdot)$ is the binary entropy function. Fig. 3.2 shows the capacity curves for different rates.

### 3.2.2 Optimization of Capacity

This subsection considers optimization of the capacities for $\mathrm{GI} / \mathrm{M} / 1$ and $\mathrm{M} / \mathrm{GI} / 1$ queues given in Thms. 7 and 8. To do so, we impose two conditions such that

1. $P_{X}^{*}$ achieves the capacity for all $W_{q}$.
2. At such $P_{X}^{*}$, the system becomes more unreliable as $q$ increases in a step-down manner, i.e., for some $b \in \mathbb{Z}_{+}$,

$$
I\left(P_{X}^{*}, W_{0}\right)=\cdots=I\left(P_{X}^{*}, W_{b}\right)>I\left(P_{X}^{*}, W_{b+1}\right)=\cdots
$$

Note that condition 1 covers $|\mathbb{F}|$-ary symmetric or $|\mathbb{F}|$-ary erasure channels since $P_{X}^{*}$ is uniform. Such channels model multi-label classification via crowdsourcing platform [12] in that events $\{X \neq Y\}$ in a symmetric channel and $\{Y=$ erasure $\}$ in an erasure channel model
'misclassification' and 'I don't know' answers of a crowdworker, respectively. In particular, introducing the step change in noise allows us to find the best and worst server behaviors explicitly. It is natural in applications (including non-human applications) for the server to be more unreliable as the queue gets longer; see [78] for modeling details.

Corollary 4 (GI/M/1 queue). Fix arrival rate $\lambda$. For $\mathrm{GI} / \mathrm{M} / 1$ queues, the best inter-arrival distribution is deterministic, i.e., $P^{A}(t)$ only has a unit point mass at $t=\lambda^{-1}$.

Proof. For the sake of brevity, let $c_{b}:=I\left(P_{X}^{*}, W_{b}\right)$ and $c_{b+1}:=I\left(P_{X}^{*}, W_{b+1}\right)$. Then, the capacity is written as

$$
\begin{aligned}
C(\Phi) & =\sum_{q=0}^{\infty} \pi(q) I\left(P_{X}^{*}, W_{q}\right) \\
& =\sum_{q=0}^{\infty}\left(1-\sigma^{*}\right)\left(\sigma^{*}\right)^{q} I\left(P_{X}^{*}, W_{q}\right) \\
& =\sum_{q=0}^{b}\left(1-\sigma^{*}\right)\left(\sigma^{*}\right)^{q} c_{b}+\sum_{q=b+1}^{\infty}\left(1-\sigma^{*}\right)\left(\sigma^{*}\right)^{q} c_{b+1} \\
& =c_{b}\left(1-\left(\sigma^{*}\right)^{b+1}\right)+c_{b+1}\left(\sigma^{*}\right)^{b+1} \\
& =c_{b}-\left(\sigma^{*}\right)^{b+1}\left(c_{b}-c_{b+1}\right) .
\end{aligned}
$$

As $c_{b}>c_{b+1}$, maximizing $C(\Phi)$ with given $\lambda$ is equivalent to minimizing $\sigma^{*}$. Note that $\sigma^{*}$ is the unique fixed point of $\sigma=A^{*}(\mu(1-\sigma))$ and at $\sigma=0$ and 1 ,

$$
\begin{aligned}
\left.\int_{0}^{\infty} P^{A}(t) e^{-\mu t(1-\sigma)} d t\right|_{\sigma=0} & =\int_{0}^{\infty} P^{A}(t) e^{-\mu t} d t>0 \\
\left.\int_{0}^{\infty} P^{A}(t) e^{-\mu t(1-\sigma)} d t\right|_{\sigma=1} ^{\infty} & =\int_{0}^{\infty} P^{A}(t) d t=1
\end{aligned}
$$

Furthermore, $A^{*}(\mu(1-\sigma))$ is strictly convex in $\sigma$ since

$$
\frac{\partial}{\partial \sigma} A^{*}(\mu(1-\sigma))>0, \quad \frac{\partial^{2}}{\partial^{2} \sigma} A^{*}(\mu(1-\sigma))>0
$$

Due to Jensen's inequality, we obtain

$$
\begin{align*}
A^{*}(\mu(1-\sigma)) & =\int_{0}^{\infty} P^{A}(t) e^{-\mu t(1-\sigma)} d t  \tag{3.5}\\
& \geq e^{-\mu \mathbb{E}[A](1-\sigma)}=e^{-\frac{\mu}{\lambda}(1-\sigma)},
\end{align*}
$$

where the equality is attained only when $A=\lambda^{-1}$ almost surely. It means that when $P^{A}$ is deterministic, the curve $A^{*}(\mu(1-\sigma))=e^{-\frac{\mu}{\lambda}(1-\sigma)}$ lower bounds all other curves so that achieves the smallest fixed point. Therefore, the deterministic inter-arrival distribution achieves the greatest capacity.

Corollary 5 (GI/M/1 queue). Fix arrival rate $\lambda$. For $\mathrm{GI} / \mathrm{M} / 1$ queues, cramming interarrivals asymptotically minimize the capacity, i.e., $P^{A}(t ; \epsilon, \delta)$ asymptotically achieves the smallest capacity as $\epsilon, \delta \rightarrow 0$, where

$$
P^{A}(t ; \epsilon, \delta)= \begin{cases}1-\epsilon & \text { if } t=\delta \\ \epsilon & \text { if } t=\frac{\frac{1}{\lambda}-\delta(1-\epsilon)}{\epsilon} \\ 0 & \text { otherwise. }\end{cases}
$$

Proof. Similar to the proof of Cor. 4, it is sufficient to show that $\sigma^{*}$ is maximized, i.e., when $P^{A}$ is cramming $A^{*}(\mu(1-\sigma))$ upper bounds all other curves. We know that for any $P^{A}$,

$$
\begin{align*}
A^{*}(\mu(1-\sigma)) & =\int_{0}^{\infty} P^{A}(t) e^{-\mu t(1-\sigma)} d t \\
& \leq \int_{0}^{\infty} P^{A}(t) d t=1 \tag{3.6}
\end{align*}
$$

On the other hand, note that the cramming inter-arrival distribution asymptotically achieves the upper bound as $\epsilon, \delta \rightarrow 0$ so that it maximizes the fixed point solution $\sigma^{*}$. Also notice that the location of $\epsilon$ point mass is determined to satisfy mean constraint $\mathbb{E}[A]=\lambda^{-1}$.

Corollary 6 (M/GI/1 queue). Fix service rate $\mu$. For M/GI/1 queues with service quality stepping down at $b=0$, i.e.,

$$
I\left(P_{X}^{*}, W_{0}\right)>I\left(P_{X}^{*}, W_{1}\right)=I\left(P_{X}^{*}, W_{2}\right)=\cdots
$$

the capacity is constant among all service distributions.
Proof. When the threshold $b=0$, let $c_{0}:=I\left(P_{X}^{*}, W_{0}\right)$ and $c_{1}:=I\left(P_{X}^{*}, W_{1}\right)$. Since the capacity is given by

$$
C(\Phi)=\pi(0) c_{0}+(1-\pi(0)) c_{1}=c_{1}+\pi(0)\left(c_{0}-c_{1}\right)
$$

so $\pi(0)$ completely determines the capacity. On the other hand, by the inverse $Z$-transform
relation,

$$
\pi(0)=\Pi(0)=1-\rho
$$

Thus, the capacity is constant over all $P^{S}$ of service rate $\mu$.
Corollary 7 (M/GI/1 queue). Fix service rate $\mu$. For M/GI/1 queues with service quality stepping down at $b=1$, i.e.,

$$
I\left(P_{X}^{*}, W_{0}\right)=I\left(P_{X}^{*}, W_{1}\right)>I\left(P_{X}^{*}, W_{2}\right)=\cdots,
$$

the capacity is maximized when the service is deterministic. On the other hand, the capacity is asymptotically minimized by cramming service, i.e., $P^{S}(t ; \epsilon, \delta)$ asymptotically minimizes the capacity as $\epsilon, \delta \rightarrow 0$, where

$$
P^{S}(t ; \epsilon, \delta)= \begin{cases}1-\epsilon & \text { if } t=\delta \\ \epsilon & \text { if } t=\frac{\frac{1}{\mu}-(1-\epsilon) \delta}{\epsilon} \\ 0 & \text { otherwise. }\end{cases}
$$

Proof. Let $c_{0}:=I\left(P_{X}^{*}, W_{0}\right), c_{2}:=I\left(P_{X}^{*}, W_{2}\right)$ for simplicity. Then the capacity is given by

$$
C=(\pi(0)+\pi(1)) c_{0}+(1-\pi(0)-\pi(1)) c_{2}
$$

Since $c_{0}>c_{2}$, it is apparent that the capacity is maximized (resp. minimized) when $\pi(0)+$ $\pi(1)$ is maximized (resp. minimized). Also note that

$$
\begin{aligned}
\pi(0) & =1-\rho=1-\frac{\lambda}{\mu} \\
\pi(1) & =\left.\frac{\Pi(z)-\pi(0)}{z}\right|_{z=0}=\left.\frac{\frac{(1-\rho)(1-z) K(z)}{K(z)-z}-\pi(0)}{z}\right|_{z=0} \\
& =\left.\frac{\frac{(1-\rho)(1-z) K(z)}{K(z)-z}-(1-\rho)}{z}\right|_{z=0} \\
& =\left.\frac{(1-\rho)(1-K(z))}{K(z)-z}\right|_{z=0}=\frac{(1-\rho)(1-K(0))}{K(0)} .
\end{aligned}
$$

Since $\pi(0)+\pi(1)=\frac{1-\rho}{K(0)}$, the best (resp. the worst) service distribution should minimize
(resp. maximize) $K(0)=k_{0}$. Recall the expression of $k_{0}$,

$$
k_{0}=\int_{0}^{\infty} P^{S}(t) e^{-\lambda t} d t
$$

The same arguments of (3.5) and (3.6) imply that the deterministic service distribution $P^{S}(t)=\delta_{\mu^{-1}}$ maximizes the capacity, and

$$
P^{S}(t ; \epsilon, \delta)= \begin{cases}1-\epsilon & \text { if } t=\delta \\ \epsilon & \text { if } t=\frac{\frac{1}{\mu}-(1-\epsilon) \delta}{\epsilon} \\ 0 & \text { otherwise }\end{cases}
$$

asymptotically minimizes the capacity as $\epsilon, \delta \rightarrow 0$.
Cor. 7 is also of interest when the number of users is large and each arrival process is sparse, see Sec. 3.3.

### 3.3 Multiuser Input: $\sum_{k} \mathrm{GI}_{k} / \mathrm{GI} / 1$ Queues

Recall the system model in Sec. 3.1.2. Since $K$ users simultaneously dispatch encoded symbols, each user sees a different queue-length distribution from that for single-user systems; thus, capacity changes. We characterize the individual and sum capacities for the $K$-user scenario in terms of $\pi_{K k}(Q)$, the stationary queue-length distribution seen by user $k$ 's departures. Note that $K, k$ denote total number of users and a specific $k$ th user, respectively. Since the superposition process is in general intractable, we obtain asymptotics of capacity using Poisson approximation when component PPs are independent and sparse.

For a common setup, consider a triangular array of independent, stationary, and renewal (thus, ergodic) PPs $\Phi_{K k}, K \in \mathbb{Z}_{+}, k \in[1: K]$. Also suppose each PP has an inter-arrival distribution $P_{K k}^{A}$ with arrival rate $\lambda_{K k}$, not necessarily identical. Let us also assume secondmoment finiteness of inter-arrival times, which is necessary to prove Lem. 6:

$$
\begin{equation*}
\mathbb{E}_{P_{K k}^{A}}\left[A^{2}\right]<\infty \text { for all } k \in[1: K] . \tag{3.7}
\end{equation*}
$$

### 3.3.1 Coding Theorem for $K$-user Channels

Let $\Phi_{K}$ be the superposition arrival process of $K$ th-row components, i.e, $\Phi_{K}:=\sum_{k=1}^{K} \Phi_{K k}$. Note that the component PPs are stationary and ergodic.

The next lemma proves the superposition process is stationary and ergodic as well.
Lemma 4. Suppose each $\Phi_{K k}, k \in[1: K]$ is independent, stationary, and ergodic. Then, $\Phi_{K}$ is also stationary and ergodic.

Proof. First prove the stationarity. Take an arbitrary bounded Borel set $B$ and let $B^{\prime}=T_{\tau} B$ be the time-shifted set by $\tau \in \mathbb{R}$. Consider the counting measure representation; then due to independence, $N_{K}(B)=\sum_{k} N_{K k}(B)$ and

$$
N_{K}(B)=\sum_{k} N_{K k}(B) \stackrel{(a)}{=} \sum_{k} N_{K k}\left(B^{\prime}\right) \stackrel{(b)}{=} N_{K}\left(B^{\prime}\right),
$$

where (a) is due to the stationarity of individual PPs and (b) is due to independence of individual PPs. As $\tau \in \mathbb{R}$ is arbitrary, stationarity is shown.

Next show the ergodicity. Suppose $\Phi_{K}$ is not ergodic: then, by Def. 6, there exists a $Z \in \sigma(\mathcal{N})$ such that for any $\phi_{K} \in Z$ and $\tau \in \mathbb{R}$, it holds that $T_{\tau} \phi_{K} \in Z$, however, $0<P_{K}[Z]<1$. As $Z$ is closed under any time-shift operation, we can write for $\phi_{K} \in Z$,

$$
\begin{align*}
& \phi_{K}=\left(\sum_{k} \phi_{K k}\right) \in Z \Leftrightarrow \\
& \phi_{K}^{\prime}:=T_{\tau} \phi_{K}=T_{\tau} \sum_{k} \phi_{K k}=\left(\sum_{k} T_{\tau} \phi_{K k}\right) \in Z \forall \tau \in \mathbb{R} . \tag{3.8}
\end{align*}
$$

Now consider $P_{K}[Z]$. Let $Z_{k}$ be the collection of $\phi_{K k}$ consisting some $\phi \in Z$. As $\phi_{K k}$ is a component of $\phi_{K}, T_{\tau} \phi_{K k}$ is also a component of $\phi_{K}^{\prime}$ by (3.8) so that $Z_{k}$ is also closed. Since each $\Phi_{K k}$ is stationary and ergodic, $P_{K k}\left[Z_{k}\right]$ is either 0 or 1 . However, because $0<P_{K}[Z]=$ $\prod_{k} P_{K k}\left[Z_{k}\right]<1$ by independence, there is a contradiction. Therefore, $\Phi_{K}$ is ergodic.

Let $Q_{i}^{(K)}$ be the queue-length process seen by the superposed departures. The next lemma further guarantees that the stationary distribution $\pi_{K}$ exists and $Q_{i}^{(K)}$ is ergodic since $\Phi_{K}$ is stationary and ergodic from Lem. 4.

Lemma 5 (Sec. 2.2 [75]). If the input PP $\Phi$ of the queue $\cdot / \mathrm{GI} / 1$ with traffic intensity $\rho<1$ is stationary and ergodic, then the queue-length distribution seen by departures is also stationary and ergodic. Furthermore, the stationary distribution is independent of the initial state.

Now let us consider individual 'seen by departures' processes. Let $Q_{i}^{(K k)}, \pi_{K k}$ be the queuelength process seen by user $k$ 's departures and its stationary distribution. The following lemma proves the existence of $\pi_{K k}$ and its ergodicity.

Lemma 6. Suppose (3.7) holds. Then, for each $k \in[1: K]$, the stationary distribution $\pi_{K k}$ exists. Furthermore, for any measurable $f: \mathbb{Z}_{+} \mapsto \mathbb{R}_{+}, \frac{1}{n} \sum_{i=1}^{n} f\left(Q_{i}^{(K k)}\right) \rightarrow \mathbb{E}_{\pi_{K k}}[f(Q)]$ as $n \rightarrow \infty$ almost surely.

Proof. See Appendix B.3.
As before, Lem. 6 allows a simpler capacity expression. Let $C_{\text {ind }}\left(\Phi_{K k}\right), C_{\text {sum }}\left(\Phi_{K}\right)$ be the $k$ th user's individual capacity and their sum capacity. The following theorem only describes per job capacity, but per time capacity is immediate by multiplying by individual and sum arrival rates, respectively.

## Theorem 9.

$$
\begin{aligned}
& C_{\text {ind }}\left(\Phi_{K k}\right)=\mathbb{E}_{\pi_{K k}}\left[I\left(P_{X}, W_{Q}\right)\right] \quad[\text { bits/sym }], \\
& C_{\text {sum }}\left(\Phi_{K}\right)=\mathbb{E}_{\pi_{K}}\left[I\left(P_{X}, W_{Q}\right)\right]=\sum_{k=1}^{K} w_{k} C_{\text {ind }}\left(\Phi_{K k}\right) \quad[\text { bits/sym }],
\end{aligned}
$$

where $w_{k}:=\lambda_{K k} / \sum_{j} \lambda_{K j}$.
Proof. Since individual $\left\{\pi_{K k}\right\}$ are stationary and ergodic, the first statement follows.
To show the second statement, notice that

$$
C_{\text {sum }}\left(\Phi_{K}\right) \leq \mathbb{E}_{\pi_{K}}\left[I\left(P_{X}, W_{Q}\right)\right]
$$

holds. In addition, since $\pi_{K}$ is the weighted average of $\pi_{K k}$, i.e., $\pi_{K}(q)=\sum_{k} w_{k} \pi_{K k}(q)$, the equality holds.

Unlike typical multiple-access settings, it is interesting to note that the per time sum capacity is simply a sum of per time individual capacities, which means that greedy individuals do not degrade optimality in sum information rate. This follows since once arrival processes are fixed, symbol noise levels are also fixed by queue-length. The server processes one symbol at a time; therefore, adding more (or reducing) information in a user's codeword does not increase (or decrease) interference levels.

### 3.4 Poisson Approximation

In the previous subsection, we obtained the multiple-access capacity formula for general $\sum_{k} \mathrm{GI} / \mathrm{Gl} / 1$ queues. However, a more explicit expression is unavailable even for an $|\mathbb{F}|$-ary symmetric channel or an erasure channel, unless the queue is $\sum_{k} \mathrm{M} / \mathrm{GI} / 1$. This is because the superposition of $K$ independent renewal PPs is not necessarily renewal and is renewal if and only if individual PPs are Poisson [80] (thus, the superposition process is also Poisson). So the tractability of the superposition process is limited. Although it is intractable, when $K$ is large and individual PPs are sparse (formally defined in Def. 7 below) we can approximate the superposition process by a Poisson PP.

Consider a triangular array of i.i.d., stationary, ergodic, and renewal PPs, $\left\{\Phi_{K k}\right\}$, where $K \in \mathbb{Z}_{+}$and $k \in[1: K]$. Individual processes are assumed to be sparse as given below. The superposition process of row PPs is denoted by $\Phi_{K}:=\sum_{k} \Phi_{K k}$ with corresponding probability measure $P_{K}$. Let $N_{K k}(B)$ be the counting measure corresponding to $\Phi_{K k}$, i.e., the number of events of $\Phi_{K k}(t)$ in $B \in \mathfrak{B}$. Also let $N_{K}(B)$ be the number of events of $\Phi_{K}$ in $B$, so $N_{K}(B)=\sum_{k} N_{K k}(B)$. Then we can derive that $N_{K}(B)$ converges to the Poisson distribution of intensity measure $\lambda|B|$ where $|\cdot|$ is the Lebesgue measure, or equivalently, $\Phi_{K}(t)$ converges to the Poisson process, say $\Phi^{*}(t)$, with probability measure $P^{*}$, under the sparsity condition. Let $N^{*}$ be the counting measure for the Poisson PP, i.e., for any bounded $B \in \mathfrak{B}$,

$$
\mathbb{P}\left[N^{*}(B)=j\right]=\frac{1}{j!}(\lambda|B|)^{j} e^{-\lambda|B|}
$$

Definition 7. For a given bounded $B \in \mathfrak{B}$, the triangular processes are said to be sparse with sum rate $\lambda_{K}:=\sum_{k} \lambda_{K k}+\frac{g_{1}(K, B)}{|B|}$ if

$$
\begin{align*}
\lambda_{K k} & :=\frac{\mathbb{P}\left[N_{K k}(B)=1\right]}{|B|},  \tag{3.9}\\
g_{1}(K, B) & :=\sum_{k=1}^{K} \sum_{j=2}^{\infty} j \mathbb{P}\left[N_{K k}(B)=j\right] \rightarrow 0 \text { as } K \rightarrow \infty, \\
g_{2}(K) & :=\max _{k \in[1: K]} \lambda_{K k} \rightarrow 0 \text { as } K \rightarrow \infty .
\end{align*}
$$

The next lemma shows that $\Phi_{K}$ locally converges to $\Phi^{*}$ on $B$ in total variation sense. The lemma holds for any bounded $B \in \mathfrak{B}$, but we focus on a bounded interval $B=[a, b]$. Proof is based on so called Poisson approximation and available in various forms, e.g., [77], but we
give a more detailed proof with explicit convergence speed. Let $\lambda_{K}^{*}:=\sum_{k} \lambda_{K k}$.
Lemma 7. Fix a bounded $B \in \mathfrak{B}$ of interest and let $\Phi_{K}^{*}$ be Poisson PP with intensity $\lambda_{K}^{*}|B|$. Suppose individual PPs of the triangular array are sparse with sum rate $\lambda_{K}$. Then, $N_{K}(B) \rightarrow N_{K}^{*}(B)$ in total variation. Furthermore, the speed of convergence is $O(g(K, B))$, where $g(K, B):=\max \left\{g_{1}(K, B),|B|^{2} g_{2}(K)\right\}$.

Proof. See Appendix B.4.
The next corollary is especially useful in the next subsection, where each user sends symbols on i.i.d. renewal arrivals.

Corollary 8. Further, suppose component PPs in a row of the triangular array are identically distributed, and $\lambda_{K}^{*}=\lambda$ for all K, i.e., Poisson PPs corresponding to each row are identical. Then, $d_{T V}\left(N_{K}(B), N^{*}(B)\right) \rightarrow 0$ as $K \rightarrow \infty$ with speed $\left.O\left(g_{1}(K, B),|B|^{2} K^{-1}\right\}\right)$, where $N^{*}$ is the counting measure for the Poisson PP with intensity $\lambda$.

### 3.4.1 Capacity Approximation

We reformulate input processes of the queue as two-sided RMPPs to streamline proofs and arguments. Recall that the mark space $\mathcal{M}=\mathbb{R}_{+}$and service times are drawn i.i.d. from $P^{S}$. Suppose that the RMPPs begin at $t=-T$ for large $T>0$ and the queue is initially empty. Since all randomness of queueing is captured by the RMPP, any queue-state process is a deterministic function of $\Phi(t)$ and initial queue state $\theta_{-T}$. For example, discrete-time queue state processes, such as queue-length seen by arrivals or departures, can be expressed as $z\left(i, \Phi, \theta_{-T}\right)$ for some deterministic function $z$.

As we have seen previously, the process of queue-length seen by departures $\left\{Q_{i}\right\}_{i \in \mathbb{Z}}$ is of interest. Note that

$$
Q_{i}(\Phi)=h\left(i, \Phi, \theta_{-T}\right) \text { for some deterministic function } h .
$$

Consider the case of Cor. 8, where users' individual arrivals are i.i.d. and corresponding Poisson sum rate is identically $\lambda_{K}^{*}=\lambda$ for all $K$. As corresponding Poisson PPs are identically distributed regardless of row $K$, row index $K$ for Poisson related quantities is dropped. Let $Q_{i}^{(K)}$ be the queue-length process seen by $i$ th departure of the $K$-user superposition process. Similarly let $Q_{i}^{*}$ be the corresponding process for the Poisson PP $\Phi^{*}\left(=\Phi_{K}^{*}\right.$ for all $\left.K\right)$. Then, the continuity theorem holds due to the local convergence property above. Here, $\xrightarrow{\text { TV }}$
denotes local convergence of PP on $B \in \mathfrak{B}$ in total variation. For random variables, $\xrightarrow{\text { TV }}$ is the usual total variational convergence.

Lemma 8. For any $\epsilon>0$, we can take a large interval $B=B(\epsilon) \in \mathfrak{B}$ that yields

$$
d_{T V}\left(Q_{k}^{(K)}, Q_{i}^{*}\right) \leq 2 \epsilon+O(g(K, B))
$$

where $g(K, B)=\max \left\{g_{1}(K, B),|B|^{2} g_{2}(K)\right\}$. In other words, $Q_{k}^{(K)} \xrightarrow{T V} Q_{i}^{*}$.
Proof. See Appendix B.5.
Recall notations that $\pi_{K k}, \pi_{K}$ denote the stationary queue-length distributions seen by individual user's and superposed departures, respectively. As individual users are symmetric, $\pi_{K k}$ are identical and in addition $\pi_{K k}=\pi_{K}$ for all $k$.

Since each arrival has only a few arrivals on $B$ (with high probability), we implicitly suppose the transmission is repeated many times to achieve block code performance.

Let $c_{\text {max }}:=\sup _{q} \max _{P_{X}} I\left(P_{X}, W_{q}\right)$, which is $c_{\max } \leq \log |\mathcal{X}|$ clearly. The final approximation follows.

Theorem 10. Let $C\left(\Phi^{*}\right)$ be the single-user capacity of $\mathrm{M} / \mathrm{GI} / 1$ queue with arrival rate $\lambda$, derived in Thm. 8. Consider $K$ users with sparse individual PPs $\Phi_{K k}$. Then, under superposition, the sum capacity $C_{\text {sum }}\left(\Phi_{K}\right)$ at arrival rate $\lambda$ is approximated by the single-user capacity $C\left(\Phi^{*}\right)$ as

$$
\begin{aligned}
& \left|C_{\text {sum }}\left(\Phi_{K}\right)-C\left(\Phi^{*}\right)\right| \leq c_{\max }(4 \epsilon+O(g(K, B))) \quad \text { [bits/sym] } \\
& \left|C_{\text {sum }}\left(\Phi_{K}\right)-C\left(\Phi^{*}\right)\right| \leq \frac{g_{1}(K, B)}{|B|} c_{\max }+\lambda c_{\max }(4 \epsilon+O(g(K, B))) \quad[\text { bits/time }]
\end{aligned}
$$

Proof. As $\pi_{K}=\pi_{K k}$ for all $k$, individuals can send information at rate

$$
C\left(\Phi_{K k}\right)=\sum_{q} \pi_{K k}(q) I\left(P_{X}, W_{q}\right) \quad[\mathrm{bits} / \mathrm{sym}]
$$

the sum rate is also $C\left(\Phi_{K k}\right)$ in bits per symbol sense. On the other hand, the stationary distribution $\pi_{K}$ differs from the stationary distribution for Poisson, say $\pi^{*}$, at most $2 \epsilon+$
$O(g(K, B))$ in total variation. This implies

$$
\begin{aligned}
& \left|C_{\text {sum }}\left(\Phi_{K}\right)-C\left(\Phi^{*}\right)\right|=\left|\sum_{q=0}^{\infty}\left(\pi^{*}(q)-\pi_{K}(q)\right) I\left(P_{X}, W_{q}\right)\right| \\
\leq & c_{\max }\left|\sum_{q=0}^{\infty}\left(\pi^{*}(q)-\pi_{K}(q)\right)\right| \\
\leq & c_{\max } \sum_{q=0}^{\infty}\left|\pi^{*}(q)-\pi_{K}(q)\right|=c_{\max } \cdot 2 d_{\mathrm{TV}}\left(Q_{k}^{(K)}, Q_{i}^{*}\right) \\
\leq & c_{\max }(4 \epsilon+O(g(K, B))) .
\end{aligned}
$$

To obtain the second bound, recall that actual sum arrival rate of the superposition process deviates from $\lambda$ by $\frac{g_{1}(k, B)}{|B|}$. Therefore,

$$
\begin{aligned}
& \left|C_{\text {sum }}\left(\Phi_{K}\right)-C\left(\Phi^{*}\right)\right| \\
= & \left|\left(\lambda+\frac{g_{1}(K, B)}{|B|}\right) \sum_{q} \pi_{K}(q) I\left(P_{X}, W_{q}\right)-\lambda \sum_{q} \pi^{*}(q) I\left(P_{X}, W_{q}\right)\right| \\
\leq & \frac{g_{1}(K, B)}{|B|} c_{\max }+\lambda c_{\max } \cdot 2 d_{\mathrm{TV}}\left(Q_{k}^{(K)}, Q_{i}^{*}\right) \\
\leq & \frac{g_{1}(K, B)}{|B|} c_{\max }+\lambda c_{\max }(4 \epsilon+O(g(K, B))) \quad[\mathrm{bits} / \text { time }]
\end{aligned}
$$

Thm. 10 only considers the sum capacity; however, it is clear from the proof that individual per symbol capacity remains unchanged, and per time capacity is properly scaled, i.e.,

$$
\left|C_{\text {ind }}\left(\Phi_{K k}\right)-\frac{C\left(\Phi^{*}\right)}{K}\right| \leq \frac{g_{1}(K, B)}{K|B|} c_{\max }+\frac{\lambda}{K} c_{\max }(4 \epsilon+O(g(K, B))) \quad[\text { bits } / \text { time }] .
$$

Therefore, the best and worst server results in Cor. 7 also apply to the superposition arrivals asymptotically as $K \rightarrow \infty$.

Corollary 9. Suppose the conditions in Sec. 3.2.2 hold. Then, for the $K$-user setting with sparse individuals, the results in Cor. 7 still hold asymptotically; that is, when the service quality steps down at $b=1$, the sum and individual capacities are maximized when the service is deterministic. On the other hand, the sum and individual capacities are asymptotically minimized by cramming service.

### 3.5 Chapter Summary

In this chapter, we extend the single-user results in Chap. 2 to a multiaccess setting. We first obtain the single-user capacity for continuous-time queues in a single letter form. Also similarly to the single-user case, stationarity and ergodicity of queueing process provide the multiuser capacity expression. Unlike usual multiuser or multiaccess problems, information rate in codewords does not change others' performance. This is because others' jobs affect channels only through arrival processes, but not through information symbols on them. Furthermore, when the number of users is large and each is sparse, the individual and sum capacities are asymptotically close to the single-user capacity of $\mathrm{M} / \mathrm{GI} / 1$ queues, and thus the best (resp. the worst) service in the single-user setup is also the best (resp. the worst) in multiuser setup.

## Chapter 4

## Beliefs in Decision-Making Cascades

Team decision-making typically involves individual decisions that are influenced by private observations and the opinions of the rest of the team. The social learning setting is one such context where decisions of individual agents are influenced by preceding agents in the team $[26,27]$. We consider the setting in which individual agents are selfish and aim to minimize their perceived Bayes risk, according to their beliefs as reinforced by the decisions of preceding agents.

### 4.1 Problem Description

Consider an N -agent cascading decision-making problem, as illustrated in Fig. 4.1. The underlying hypothesis, $H \in\{0,1\}$, is a binary signal with prior $\mathbb{P}[H=0]=p_{0}$ and $\mathbb{P}[H=1]=$ $1-p_{0}$. There are $N$ agents that sequentially detect the state in a predetermined order. The $n$th agent has a private signal $Y_{n}$ generated according to the likelihood $f_{Y_{n} \mid H}$, which is not necessarily identical for all $n$. Let the decision made by the $n$th agent be $\widehat{H}_{n}$. In addition to the private signal, the $n$th agent also observes the decisions made by preceding agents, $\left\{\widehat{H}_{1}, \ldots, \widehat{H}_{n-1}\right\}$, to make a decision $\widehat{H}_{n}$.

However, the $n$th agent believes the prior probability of the null hypothesis is $q_{n} \in(0,1)$ as against the true prior probability $p_{0}$. We call this the belief of the agent in order to distinguish it from the prior. Agent $n$ is also aware of her own likelihood $f_{Y_{n} \mid H}$ that defines her private signal. However, she also perceives the likelihoods and beliefs of the other agents to be the same as hers, i.e., she thinks $f_{Y_{j} \mid H}=f_{Y_{n} \mid H}, q_{j}=q_{n}$ for all $j \neq n$, even though they could be different and unknown to her. We assume that the likelihood ratio of each agent is


Figure 4.1: A cascading decision-making model with $N$ agents.
an increasing function in $y,{ }^{1}$ i.e., for all agents

$$
\mathcal{L}_{n}(y):=\frac{f_{Y_{n} \mid H}(y \mid 1)}{f_{Y_{n} \mid H}(y \mid 0)}
$$

is an increasing function of $y$.
Several numerical examples are given for private signals defined with independent additive Gaussian noise. The desired monotonicity also holds for many non-additive models, such as exponential distribution with mean $H^{-1}, H \in \mathbb{R}_{+}$, binomial distribution with success probability $H \in[0,1]$, and Poisson distribution with rate $H \in \mathbb{R}_{+}$are members of such family, where $H$ could take two values.

Our performance analysis focuses on the last agent ( $N$ th agent, Norah) and her decision $\widehat{H}_{N}$. Upon observing her private signal $Y_{N}$ and the $(N-1)$ preceding decisions, she determines her decision rule. The relative importance of correct decisions and errors can be abstracted as a cost function. For simplicity, we assume correct decisions have zero cost and use the shorthand notations $c_{10}=c(1,0)$ as the cost for false alarm or Type I error (choosing $\widehat{H}=1$ when $H=0$ ), and $c_{01}=c(0,1)$ as the cost for missed detection or Type II error (choosing $\widehat{H}=0$ when $H=1$ ). In addition, we assume that agents have the same costs; they are a team in the sense of Radner [81]. Then the Bayes risk is

$$
\begin{equation*}
R_{N}=c_{10} p_{0} p_{\widehat{H}_{N} \mid H}(1 \mid 0)+c_{01}\left(1-p_{0}\right) p_{\widehat{H}_{N} \mid H}(0 \mid 1) . \tag{4.1}
\end{equation*}
$$

As $\widehat{H}_{n}$ depends on the previous decisions, the computation of (4.1) also depends on

[^3]( $\left.\widehat{H}_{1}, \ldots, \widehat{H}_{N-1}\right)$, and the Bayes risk can be expanded as
\[

$$
\begin{align*}
R_{N} & =\sum_{\widehat{h}_{1}, \ldots, \widehat{h}_{N-1}} c_{10} p_{0} p_{\widehat{H}_{N}, \widehat{H}_{N-1}, \ldots, \widehat{H}_{1} \mid H}\left(1, \widehat{h}_{N-1}, \ldots, \widehat{h}_{1} \mid 0\right) \\
& +c_{01}\left(1-p_{0}\right) p_{\widehat{H}_{N}, \widehat{H}_{N-1}, \ldots, \widehat{H}_{1} \mid H}\left(0, \widehat{h}_{N-1}, \ldots, \widehat{h}_{1} \mid 1\right) . \tag{4.2}
\end{align*}
$$
\]

We determine the optimal set of beliefs of the agents $\left\{q_{n}^{*}\right\}_{n=1}^{N}$ that minimize (4.2).
In our model, the $n$th agent minimizes her perceived Bayes risk, which is the Bayes risk with prior probability $p_{0}$ replaced by her belief $q_{n}$. In other words, for all $n=1, \ldots, N$, the $n$th agent adopts the decision rule that minimizes her perceived Bayes risk $R_{n}$, and her decision is revealed to other agents as a public signal. The decisions $\left\{\widehat{H}_{1}, \ldots, \widehat{H}_{n-1}\right\}$ of the earlier-acting agents reveal information about $H$ and thus should be incorporated into the decision-making process by agent $n$. As mentioned earlier, since she believes $q_{n}$ is the true prior, she aggregates information under the assumption that $q_{1}=q_{2}=\cdots=q_{n}$.

It is important to note that every agent is selfish and rational; the agents do not adjust their decision rules for Norah's sake. The novelty in the model (and hence in the conclusions) comes from agent $n$ having the limitation of using a private initial belief $q_{n}$ in place of the true prior probability $p_{0}$.

### 4.1.1 Prospect Theory

Let us also formally introduce the Prelec reweighting function from cumulative prospecttheoretic models of human behavior. It spans a family of open- and closed-minded beliefs (will be clarified later), and thus the optimal beliefs that emerge in the following sections could be approximated by a function in the Prelec family.

Definition 8 ([55]). For $\alpha, \beta>0$, the Prelec reweighting function $w:[0,1] \mapsto[0,1]$ is

$$
w(p ; \alpha, \beta)=\exp \left(-\beta(-\log p)^{\alpha}\right)
$$

The function $w(p ; \alpha, \beta)$ is:

1. strictly increasing,
2. has a unique fixed point $w(p ; \alpha, \beta)=p$ at $p^{*}=\exp (-\exp (\log \beta /(1-\alpha)))$, and
3. spans a class of open-minded beliefs when $\alpha<1$, i.e., overweights (underweights) small (high) probability, and vice versa when $\alpha>1$.

A more generic form, termed composite Prelec weighting function, has been defined in [82].

### 4.1.2 Notations

Throughout the chapter, we use $f$ for continuous probability density functions and $p$ for discrete probability mass functions. All logarithms are natural logarithms. We use $\mathcal{N}\left(\mu, \sigma^{2}\right)$ to denote a Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$, and $\phi\left(x ; \mu, \sigma^{2}\right)$ to denote its density function, i.e.,

$$
\phi\left(x ; \mu, \sigma^{2}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}} .
$$

Also in the case of the standard Gaussian, $\phi(x):=\phi(x ; 0,1)$ for simplicity. $Q(x)$ is defined as the complementary cumulative distribution function of the standard Gaussian,

$$
Q(x)=\int_{x}^{\infty} \phi(t) d t
$$

### 4.2 Belief Update and Sequential Decision-Making

Our model assumes unbounded private signals. Thus, unlike in $[28,29]$, it is always possible that a subsequent agent may not follow previous decisions; that is, herding happens with arbitrarily low probability. We now discuss using both a decision history and private signals for Bayesian binary hypothesis testing. The decision rule can be interpreted as each agent updating her posterior belief based on the decision history and then applying a likelihood ratio test to her private signal.

### 4.2.1 Alexis, the First Agent

Since Alexis has no prior decision history, she follows usual binary hypothesis testing. She uses the following likelihood ratio test with her initial belief $q_{1}$, with ties broken arbitrarily:

$$
\begin{equation*}
\mathcal{L}_{1}\left(y_{1}\right)=\frac{f_{Y_{1} \mid H}\left(y_{1} \mid 1\right)}{f_{Y_{1} \mid H}\left(y_{1} \mid 0\right)} \stackrel{\widehat{H}_{1}=1}{\gtrless} \frac{c_{10} q_{1}}{c_{01}\left(1-q_{1}\right)} . \tag{4.3}
\end{equation*}
$$

Since we assume the likelihood ratio is increasing in $y_{1}$, the rule simplifies to comparing the private signal with an appropriate decision threshold:

$$
\begin{equation*}
y_{1} \stackrel{\widehat{H}_{1}=1}{\gtrless} \lambda_{1}\left(q_{1}\right), \tag{4.4}
\end{equation*}
$$

where $\lambda_{i}(q)$ denotes the decision threshold $\lambda$ that satisfies

$$
\begin{equation*}
\mathcal{L}_{i}(\lambda)=\frac{f_{Y_{i} \mid H}(\lambda \mid 1)}{f_{Y_{i} \mid H}(\lambda \mid 0)}=\frac{c_{10} q}{c_{01}(1-q)} \tag{4.5}
\end{equation*}
$$

### 4.2.2 Blake, the Second Agent

Blake observes Alexis's decision $\widehat{H}_{1}=\widehat{h}_{1}$ and evaluates the likelihood ratio for $\left(\widehat{H}_{1}, Y_{2}\right)$, using his initial belief $q_{2}$ as

$$
\begin{equation*}
\frac{f_{Y_{2}, \widehat{H}_{1} \mid H}\left(y_{2}, \widehat{h}_{1} \mid 1\right)}{f_{Y_{2}, \widehat{H}_{1} \mid H}\left(y_{2}, \widehat{h}_{1} \mid 0\right)} \stackrel{\widehat{H}_{2}=1}{\gtrless} \frac{c_{10} q_{2}}{c_{01}\left(1-q_{2}\right)} . \tag{4.6}
\end{equation*}
$$

The private signals $Y_{1}$ and $Y_{2}$ are independently conditioned on $H$, so $\widehat{H}_{1}$ and $Y_{2}$ are also independently conditioned on $H$. Hence, the left side of (4.6) is

$$
f_{Y_{2}, \widehat{H}_{1} \mid H}\left(y_{2}, \widehat{h}_{1} \mid h\right)=f_{Y_{2} \mid H}\left(y_{2} \mid h\right) p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right) .
$$

So we can rewrite (4.6) as $^{2}$

$$
\begin{equation*}
\frac{f_{Y_{2} \mid H}\left(y_{2} \mid 1\right)}{f_{Y_{2} \mid H}\left(y_{2} \mid 0\right)} \stackrel{\widehat{H}_{2}=1}{\gtrless} \frac{c_{10} q_{2}}{{ }_{H_{2}=0}} \frac{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right)_{[2]}}{c_{01}\left(1-q_{2}\right)} . \tag{4.7}
\end{equation*}
$$

The likelihood ratio test (4.7) can be interpreted as Blake updating his initial belief upon observing Alexis's decision $\widehat{H}_{1}$. Combined with $q_{2}$, his initial belief is updated according to

[^4]$p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)_{[2]}$, from $q_{2}$ to $q_{2}^{\widehat{h}_{1}}:$
\[

$$
\begin{equation*}
\frac{q_{2}^{\widehat{h}_{1}}}{1-q_{2}^{\widehat{h}_{1}}}=\frac{q_{2}}{1-q_{2}} \frac{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right)_{[2]}}{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 1\right)_{[2]}} . \tag{4.8}
\end{equation*}
$$

\]

The posterior belief is

$$
\begin{align*}
q_{2}^{\widehat{h}_{1}} & =\frac{q_{2} p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right)_{[2]}}{q_{2} p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right)_{[2]}+\left(1-q_{2}\right) p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 1\right)_{[2]}} \\
& =\frac{p_{\widehat{H}_{1}, H}\left(\widehat{h}_{1}, 0\right)_{[2]}}{p_{\widehat{H}_{1}, H}\left(\widehat{h}_{1}, 0\right)_{[2]}+p_{\widehat{H}_{1}, H}\left(\widehat{h}_{1}, 1\right)_{[2]}}  \tag{4.9}\\
& =p_{H \mid \widehat{H}_{1}}\left(0 \mid \widehat{h}_{1}\right)_{[2]} .
\end{align*}
$$

It should be noted that the true $p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)$ is given by

$$
\begin{aligned}
p_{\widehat{H}_{1} \mid H}(0 \mid h) & =p_{\widehat{H}_{1} \mid H}(0 \mid h)_{[1]}=\mathbb{P}\left[Y_{1} \leq \lambda_{1}\left(q_{1}\right) \mid H=h\right] \\
& =\int_{-\infty}^{\lambda_{1}\left(q_{1}\right)} f_{Y_{1} \mid H}(y \mid h) d y \\
p_{\widehat{H}_{1} \mid H}(1 \mid h) & =\int_{\lambda_{1}\left(q_{1}\right)}^{\infty} f_{Y_{1} \mid H}(y \mid h) d y
\end{aligned}
$$

But Blake evaluates Alexis's decision $\widehat{H}_{1}$ as if it were made based on $q_{2}$ and the likelihood $f_{Y_{2} \mid H}(\cdot)$, as against $q_{1}, f_{Y_{1} \mid H}(\cdot)$ respectively. Thus the probability $p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)$ is computed based on $\lambda_{2}\left(q_{2}\right)$, instead of $\lambda_{1}\left(q_{2}\right)$ :

$$
\begin{align*}
& p_{\widehat{H}_{1} \mid H}(0 \mid h)_{[2]}=\int_{-\infty}^{\lambda_{2}\left(q_{2}\right)} f_{Y_{2} \mid H}(y \mid h) d y,  \tag{4.10a}\\
& p_{\widehat{H}_{1} \mid H}(1 \mid h)_{[2]}=\int_{\lambda_{2}\left(q_{2}\right)}^{\infty} f_{Y_{2} \mid H}(y \mid h) d y . \tag{4.10b}
\end{align*}
$$

An interesting observation is that Alexis's belief $q_{1}$ does not affect Blake's belief update as observed in (4.9) and (4.10). That is, for any belief $q_{1}$ that Alexis might hold, Blake, who does not know this belief, presumes that the conditional probabilities are computed according to (4.10) and updates his belief as in (4.9) which depends only on Blake's initial belief and Alexis's decision.

However, Alexis's initial belief implicitly affects Blake's performance since her biased belief
changes the resulting decisions whose probabilities are embedded in the probability of Blake's decision:

$$
\begin{aligned}
p_{\widehat{H}_{2} \mid H}\left(\widehat{h}_{2} \mid h\right)= & \sum_{\widehat{h}_{1} \in\{0,1\}} p_{\widehat{H}_{2}, \widehat{H}_{1} \mid H}\left(\widehat{h}_{2}, \widehat{h}_{1} \mid h\right) \\
= & p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(\widehat{h}_{2} \mid 0, h\right)_{[2]} \times p_{\widehat{H}_{1} \mid H}(0 \mid h)_{[1]} \\
& +p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(\widehat{h}_{2} \mid 1, h\right)_{[2]} \times p_{\widehat{H}_{1} \mid H}(1 \mid h)_{[1]} .
\end{aligned}
$$

Thus, Alexis's biased belief changes the probability of not only her decision but also of Blake's decision.

### 4.2.3 Chuck, the Third Agent

Chuck's detection process is similar to Blake's. He observes both Alexis's and Blake's decisions and also updates his initial belief $q_{3}$ like in (4.8):

$$
\begin{align*}
\frac{q_{3}^{\widehat{h}_{1}, \widehat{h}_{2}}}{1-q_{3}^{h_{1}}, \widehat{h}_{2}} & =\frac{q_{3}}{1-q_{3}} \frac{p_{\widehat{H}_{2}, \widehat{H}_{1} \mid H}\left(\widehat{h}_{2}, \widehat{h}_{1} \mid 0\right)_{[3]}}{\widehat{\widehat{H}}_{2}, \widehat{H}_{1} \mid H}\left(\widehat{h}_{2}, \widehat{h}_{1} \mid 1\right)_{[3]} \\
& =\left(\frac{q_{3}}{1-q_{3}} \frac{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right)_{[3]}}{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 1\right)_{[3]}}\right) \frac{p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(\widehat{h}_{2} \mid \widehat{h}_{1}, 0\right)_{[3]}}{p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(\widehat{h}_{2} \mid \widehat{h}_{1}, 1\right)_{[3]}} . \tag{4.11}
\end{align*}
$$

Note that $\widehat{H}_{1}$ and $\widehat{H}_{2}$ are not conditionally independent given $H$ as Blake's decision $\widehat{H}_{2}$ depends on Alexis's decision $\widehat{H}_{1}$.

Chuck's belief update can be understood as a two-step process. The first step is to update his belief according to Alexis's decision:

$$
\begin{equation*}
\frac{q_{3}^{\widehat{h}_{1}}}{1-q_{3}^{\widehat{h}_{1}}}=\frac{q_{3}}{1-q_{3}} \frac{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right)_{[3]}}{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 1\right)_{[3]}} . \tag{4.12}
\end{equation*}
$$

The second step is to update it from $q_{3}^{\widehat{h}_{1}}$ based on Blake's decision:

$$
\begin{equation*}
\frac{q_{3}^{\widehat{h}_{1}, \widehat{h}_{2}}}{1-q_{3}^{\hat{h}_{1}, \widehat{h}_{2}}}=\frac{q_{3}^{\widehat{h}_{1}}}{1-q_{3}^{\hat{h}_{1}}} \frac{p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(\widehat{h}_{2} \mid \widehat{h}_{1}, 0\right)_{[3]}}{p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(\widehat{h}_{2} \mid \widehat{h}_{1}, 1\right)_{[3]}} \tag{4.13}
\end{equation*}
$$

Again, Chuck is aware of neither Alexis's nor Blake's initial beliefs or likelihoods. Thus,

Chuck computes all probabilities based on his own belief $q_{3}$ and likelihood $f_{Y_{3} \mid H}$, which is indicated by the subscript [3] in (4.12) and (4.13).

Details of computations of (4.12) and (4.13) are as follows:

$$
\begin{aligned}
& p_{\widehat{H}_{1} \mid H}(0 \mid h)_{[3]}=\int_{-\infty}^{\lambda_{3}\left(q_{3}\right)} f_{Y_{3} \mid H}(y \mid h) d y, \\
& p_{\widehat{H}_{1} \mid H}(1 \mid h)_{[3]}=\int_{\lambda_{3}\left(q_{3}\right)}^{\infty} f_{Y_{3} \mid H}(y \mid h) d y .
\end{aligned}
$$

Similar to Blake (4.8), Chuck computes $q_{3}^{\widehat{h}_{1}}$ for $\widehat{H}_{1}=0$ and $\widehat{H}_{1}=1$ respectively as:

$$
\begin{align*}
& q_{3}^{0}=\frac{q_{3}}{q_{3}+\left(1-q_{3}\right) \frac{\int_{-\infty}^{\lambda_{3}\left(q_{3}\right)} f_{Y_{3} \mid H}(y \mid 1) d y}{\int_{-\infty}^{\lambda_{3}\left(q_{3}\right)} f_{Y_{3} \mid H}(y \mid 0) d y}},  \tag{4.14a}\\
& q_{3}^{1}=\frac{q_{3}}{q_{3}+\left(1-q_{3}\right) \frac{\int_{\lambda_{3}\left(q_{3}\right)}^{\infty} f_{Y_{3} \mid H}(y|1|) d y}{\int_{\lambda_{3}\left(q_{3}\right)} f_{Y_{3} \mid H}(y \mid 0) d y}} . \tag{4.14b}
\end{align*}
$$

Then,

$$
\begin{align*}
p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(0 \mid \widehat{h}_{1}, h\right)_{[3]} & =\int_{-\infty}^{\lambda_{3}\left(q_{3}^{\hat{h}_{1}}\right)} f_{Y_{3} \mid H}(y \mid h) d y  \tag{4.15a}\\
p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(1 \mid \widehat{h}_{1}, h\right)_{[3]} & =\int_{\lambda_{3}\left(q_{3}^{\hat{h}_{1}}\right)}^{\infty} f_{Y_{3} \mid H}(y \mid h) d y \tag{4.15b}
\end{align*}
$$

Even though the value of $\widehat{h}_{1}$ does not appear in (4.15), it is implicit in ${q_{3}}_{3}$ and affects the computation results. Chuck's posterior belief $q_{3}^{\widehat{h}_{1}, \widehat{h}_{2}}$ is obtained by substituting (4.14) and (4.15) in (4.13).

### 4.2.4 Norah, the $N$ th Agent

Norah, the $N$ th agent, observes $Y_{N}$ and $\left\{\widehat{H}_{1}, \ldots, \widehat{H}_{N-1}\right\}$. Paralleling the arguments in the preceding subsections, her initial belief update is a function of $q_{N}$ as well as $\left\{\widehat{H}_{1}, \ldots, \widehat{H}_{N-1}\right\}$,
but not of $\left\{q_{1}, \ldots, q_{N-1}\right\}$. Generalizing (4.11), we have

$$
\begin{align*}
\frac{q_{N}^{\widehat{h}_{1}, \ldots \widehat{h}_{N-1}}}{1-{q_{N}}_{N}, \ldots \widehat{h}_{N-1}} & =\frac{q_{N}}{1-q_{N}} \frac{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right)_{[N]}}{p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 1\right)_{[N]}} \times  \tag{4.16}\\
& \prod_{n=2}^{N-1} \frac{p_{\widehat{H}_{n} \mid \widehat{H}_{n-1}, \ldots, \widehat{H}_{1}, H}\left(\widehat{h}_{n} \mid \widehat{h}_{n-1}, \ldots, \widehat{h}_{1}, 0\right)_{[N]}}{p_{\widehat{H}_{n} \mid \widehat{H}_{n-1}, \ldots, \widehat{H}_{1}, H}\left(\widehat{h}_{n} \mid \widehat{h}_{n-1}, \ldots, \widehat{h}_{1}, 1\right)_{[N]}} .
\end{align*}
$$

Combining all observations, we obtain the following theorem. Define the initial belief update function for $N$ th agent, $U_{N}$ as

$$
q_{N}^{\widehat{h}_{1} \ldots \widehat{h}_{N-1}}=U_{N}\left(q_{N}, \widehat{h}_{1}, \widehat{h}_{2}, \ldots, \widehat{h}_{N-1} ; N\right)
$$

Theorem 11. The function $U_{n}, n \leq N$ yielding the posterior belief of $N$ th agent has the following recurrence relation:

- For $n=1, U_{1}(q ; N)=q$.
- For $n>1$,

$$
\begin{align*}
& U_{n}\left(q, \widehat{h}_{1}, \ldots, \widehat{h}_{n-2}, 0 ; N\right) \\
& \quad=\frac{\tilde{q}}{\tilde{q}+(1-\tilde{q}) \frac{\int_{-\infty}^{\lambda_{N}(\tilde{q})} f_{Y_{N} \mid H}(y \mid 1) d y}{\int_{-\infty}^{\lambda_{N}(\tilde{q})} f_{Y_{N} \mid H}(y \mid 0) d y}},  \tag{4.17a}\\
& U_{n}\left(q, N, \widehat{h}_{1}, \ldots, \widehat{h}_{n-2}, 1 ; N\right) \\
& \quad=\frac{\tilde{q}}{\tilde{q}+(1-\tilde{q}) \frac{\int_{\lambda_{N(\tilde{q}}}^{\infty} f_{Y_{N} \mid H}(y \mid 1) d y}{\int_{\lambda_{N}(\tilde{q})}^{\infty} f_{Y_{N} \mid H}(y \mid 0) d y}}, \tag{4.17b}
\end{align*}
$$

where $\tilde{q}=U_{n-1}\left(q, \widehat{h}_{1}, \ldots, \widehat{h}_{n-2} ; N\right)$.
Note that capital $N$ in (17a) and (17b) indicate the recursive updates are computed from the value that the $N$ th agent thinks.

Fig. 4.2 depicts the function $U_{4}\left(q_{4}, \widehat{h}_{1}, \widehat{h}_{2}, \widehat{h}_{3} ; 4\right)$ for $N=4$ for eight possible combinations of Alexis's, Blake's, and Chuck's decisions $\left(\widehat{h}_{1}, \widehat{h}_{2}, \widehat{h}_{3}\right)$. An interesting property of $U_{N}$ is that the posterior belief is much more dependent on the most recent decision $\widehat{h}_{N-1}$ than on the earlier decisions $\left(\widehat{h}_{1}, \ldots, \widehat{h}_{N-2}\right)$. In this sense, we can interpret that recent decisions give more information than earlier decisions. This is especially the case when the $(N-1)$ th agent has not followed precedent. This is because the $N$ th agent rationally concludes that the


Figure 4.2: The function $U_{4}\left(q_{4}, \widehat{h}_{1}, \widehat{h}_{2}, \widehat{h}_{3} ; 4\right)$ —posterior belief of the fourth agent $\left(q_{4}^{\widehat{h}_{1}, \widehat{h}_{2}, \widehat{h}_{3}}\right)$-for each possible combination of Alexis's, Blake's, and Chuck's decisions $\left[\widehat{h}_{1}, \widehat{h}_{2}, \widehat{h}_{3}\right]$ when $c_{10}=c_{01}=1$ and private signals are distorted by additive Gaussian noise with two noise levels. The posterior belief is mostly dependent on Chuck's decision; the top four curves are for $\widehat{h}_{3}=0$ and the bottom four curves are for $\widehat{h}_{3}=1$.
$(N-1)$ th agent observed strong evidence to justify a deviation from precedent. For example, if the decision history of the first five agents is $(0,0,0,0,1)$ then the sixth agent takes the last decision 1 seriously even though the first four agents chose 0 . A reversal of an arbitrarily long precedent sequence may occur because we assume unbounded private signals; if private signals are bounded [28,29], then the influence of the precedent can reach a point where agents cannot receive a signal strong enough to justify a decision running counter to precedent. Another interesting point is that smaller noise variance changes beliefs more. It is clear from (4.17), but also from common sense, that when the variance is smaller, the $N$ th agent trusts and is more inclined towards previous decisions. Note that even though the prior updates of Norah in Fig. 4.2 do not depend on $\left\{q_{1}, \ldots, q_{N-1}\right\}$ and their corresponding likelihoods, the probability of prior decisions depends on them and, implicitly, so does Norah's decision.

As we can see in Fig. 4.2, the dominant previous decision for agent $N$ is the decision of agent $(N-1)$. We can prove that observing the $(N-1)$ th agent's decision 0 (or decision 1 ), the $N$ th agent's posterior belief becomes larger (or smaller), which in turn implies that the decision threshold of $N$ th agent becomes larger (or smaller) so that she is more likely to declare decision 0 (or 1) as well.

Theorem 12. Suppose that noises are independent and additive, and have continuous densities. Fix some prior decisions $\left\{\widehat{h}_{1}, \ldots, \widehat{h}_{N-2}\right\}$ and let $\tilde{q}_{N}, \tilde{q}_{N}^{0}, \tilde{q}_{N}^{1}$ denote the posterior beliefs of the $N$ th agent given the $(N-2)$ decisions only, the $(N-2)$ decisions with $\widehat{h}_{N-1}=0$, and the $(N-2)$ decisions with $\widehat{h}_{N-1}=1$. Then,

$$
\tilde{q}_{N}^{1}<\tilde{q}_{N}<\tilde{q}_{N}^{0} .
$$

Proof. We know that $\tilde{q}_{N}, \tilde{q}_{N}^{0}, \tilde{q}_{N}^{1}$ differ only by the last multiplicative term of (4.16). Since $\frac{q}{1-q}$ is monotone increasing, the statement is equivalent to showing:

$$
\frac{\int_{\lambda_{N}\left(\tilde{q}_{N}\right)}^{\infty} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{\lambda_{N}\left(\tilde{q}_{N}\right)}^{\infty} f_{Y_{N} \mid H}(y \mid 1) d y}<1<\frac{\int_{-\infty}^{\lambda_{N}\left(\tilde{q}_{N}\right)} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{-\infty}^{\lambda_{N}\left(\tilde{q}_{N}\right)} f_{Y_{N} \mid H}(y \mid 1) d y}
$$

Since the noise is independent and additive, $f_{Y_{N} \mid H}(y \mid 1)=f_{Y_{N} \mid H}(y-1 \mid 0)$ so the term on the
left side

$$
\begin{aligned}
& \frac{\int_{\lambda_{N}\left(\tilde{q}_{N}\right)}^{\infty} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{\lambda_{N}\left(\tilde{q}_{N}\right)} f_{Y_{N} \mid H}(y|1| 1) d y}=\frac{\int_{\lambda_{n}\left(\tilde{q}_{N}\right)}^{\infty} f_{Y_{Y_{N} \mid H}}(y \mid 0) d y}{\int_{\lambda_{N}\left(\tilde{q}_{N}\right)-1}^{\infty} f_{Y_{N} \mid H}(y \mid 0) d y} \\
& =\frac{\int_{\lambda_{N}\left(\tilde{q}_{N}\right)}^{\infty} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{\lambda_{N}\left(\tilde{q}_{N}\right)-1}^{\lambda_{( }\left(\tilde{a}_{1}\right)} f_{Y_{N} \mid H}(y \mid 0) d y+\int_{\lambda_{N}\left(\tilde{q}_{N}\right)}^{\infty} f_{Y_{N} \mid H}(y \mid 0) d y}<1 .
\end{aligned}
$$

The right inequality can be shown similarly.
Considering the complicated relationships that individual decisions have on the evolution of initial beliefs, it is also important to verify if the belief evolution preserves the ordering, given the same set of subsequent decisions. That is, given two beliefs $q_{L}<q_{R}$ at some point of the recursive update and the same sequence of following $d$ decisions, then it is important to characterize the likelihoods for which the the ordering is preserved in the resulting posterior beliefs, given the sequence of decisions, which is described in the following theorem.

Theorem 13. Suppose that noise is independent and additive, and has a continuous density. Consider two beliefs $q_{L}<q_{R}$. Then, for any given later-acting decisions d, the posterior belief satisfies $q_{L}^{d}<q_{R}^{d}$ if and only if

$$
\begin{align*}
& g_{1}(q):=\frac{q}{1-q} \frac{\int_{-\infty}^{\lambda_{N}(q)} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{-\infty}^{\lambda_{N}(q)} f_{Y_{N} \mid H}(y \mid 1) d y},  \tag{4.18}\\
& g_{2}(q):=\frac{q}{1-q} \frac{\int_{\lambda_{N}(q)}^{\infty} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{\lambda_{N}(q)}^{\infty} f_{Y_{N} \mid H}(y \mid 1) d y} \tag{4.19}
\end{align*}
$$

are both increasing in $q$.
Proof. Note that once observing decision 0, beliefs are updated as

$$
\begin{aligned}
& \frac{q_{L}^{0}}{1-q_{L}^{0}}=\frac{q_{L}}{1-q_{L}} \frac{\int_{-\infty}^{\lambda_{N}\left(q_{L}\right)} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{-\infty}^{\lambda_{N}\left(q_{L}\right)} f_{Y_{N} \mid H}(y \mid 1) d y} \\
& \frac{q_{R}^{0}}{1-q_{R}^{0}}=\frac{q_{R}}{1-q_{R}} \frac{\int_{-\infty}^{\lambda_{N}\left(q_{R}\right)} f_{Y_{N} \mid H}(y \mid 0) d y}{\int_{-\infty}^{\lambda_{N}\left(q_{R}\right)} f_{Y_{N} \mid H}(y \mid 1) d y}
\end{aligned}
$$

and so if (4.18) holds, $q_{L}^{0}<q_{R}^{0}$. Similarly, (4.19) can be shown by updating after decision 1.

Let us state some properties of Mills ratio [83, 84], which is about Gaussian distribution, and we will see that $g_{1}(q), g_{2}(q)$ are both increasing if likelihood is Gaussian.

Lemma 9 ( [84]). Define $\eta(x):=\phi(x) / Q(x)$, the inverse of Mills ratio. Then, for any $x \in \mathbb{R}$, it is true that $0<\eta^{\prime}(x)<1$ and $\eta^{\prime \prime}(x)>0$.

Corollary 10. Consider a Gaussian likelihood, i.e., $Y_{N}=H+Z_{N}$, where $Z_{N}$ are independent and identically drawn from $\mathcal{N}\left(0, \sigma^{2}\right)$, for some $\sigma^{2}>0$. Then $g_{1}(q), g_{2}(q)$ are both increasing in $q$.

Proof. Let us consider $g_{2}(q)$ first. For the binary hypothesis test with Gaussian noise, we know that the decision threshold for the likelihood ratio test is given by

$$
\lambda_{N}(q)=\frac{1}{2}+\sigma^{2} \log \left(\frac{c_{10} q}{c_{01}(1-q)}\right) .
$$

Then, we have

$$
g_{2}(q)=\frac{q}{1-q} \frac{Q\left(\frac{\lambda_{N}(q)}{\sigma}\right)}{Q\left(\frac{\lambda_{N}(q)-1}{\sigma}\right)} .
$$

Letting $x:=\log \frac{c_{10} q}{c_{01}(1-q)}$, it is sufficient to show that

$$
\begin{aligned}
\tilde{g}(x) & :=\log \left(\frac{c_{10}}{c_{01}} g_{2}(q)\right) \\
& =x+\log \left(Q\left(\sigma x+\frac{1}{2 \sigma}\right)\right)-\log \left(Q\left(\sigma x-\frac{1}{2 \sigma}\right)\right),
\end{aligned}
$$

is increasing in $x$ since $c_{10}, c_{01}$ are positive constants, $\log (\cdot)$ is a monotonically increasing function, and $x$ is a strictly increasing function of $q$.

The first derivative of $\tilde{g}$ is given by

$$
\begin{equation*}
\tilde{g}^{\prime}(x)=1-\sigma \eta\left(\sigma x+\frac{1}{2 \sigma}\right)+\sigma \eta\left(\sigma x-\frac{1}{2 \sigma}\right) . \tag{4.20}
\end{equation*}
$$

Since $\eta(\cdot)$ is a continuous function, using the mean value theorem, there exists $y$ in $\left(\sigma x-\frac{1}{2 \sigma}, \sigma x+\frac{1}{2 \sigma}\right)$, such that

$$
\begin{equation*}
\sigma \eta\left(\sigma x+\frac{1}{2 \sigma}\right)-\sigma \eta\left(\sigma x-\frac{1}{2 \sigma}\right)=\sigma \eta^{\prime}(y) \frac{1}{\sigma}=\eta^{\prime}(y) \tag{4.21}
\end{equation*}
$$

From the first property of Lem. $9,0<\eta^{\prime}(y)<1$, we have

$$
\eta\left(\sigma x+\frac{1}{2 \sigma}\right)-\eta\left(\sigma x-\frac{1}{2 \sigma}\right)<1 .
$$

Thus, from (4.20), it follows that $\tilde{g}^{\prime}(x)>0$ for all $x$, indicating that $\tilde{g}(\cdot)$ is an increasing function of $x$. This in turn implies that $g_{2}(\cdot)$ is also an increasing function.

To prove the result for $g_{1}$, it is sufficient to observe that by the symmetry of error probabilities:

$$
g_{1}(q)=\frac{1}{g_{2}(1-q)} .
$$

### 4.3 Optimal Belief

We described the initial belief evolution and decision-making model in Sec. 4.2. In this section, we investigate the set of initial beliefs that minimize the Bayes risk. We consider the case of two agents for analytical tractability although the broad nature of the arguments extends to multi-agent systems. Note that the Bayes risk of the system with $N=2$ is the same as Blake's Bayes risk because his decision is adopted as the final decision.

Let us recapitulate the computation of Blake's Bayes risk. Alexis chooses her decision threshold as $\lambda_{1}:=\lambda_{1}\left(q_{1}\right)$. Her probabilities of error are given by

$$
\begin{aligned}
& P_{e, 1}^{\mathrm{I}}=p_{\widehat{H}_{1} \mid H}(1 \mid 0)=\int_{\lambda_{1}}^{\infty} f_{Y_{1} \mid H}(y \mid 0) d y, \\
& P_{e, 1}^{\mathrm{II}}=p_{\widehat{H}_{1} \mid H}(0 \mid 1)=\int_{-\infty}^{\lambda_{1}} f_{Y_{1} \mid H}(y \mid 1) d y .
\end{aligned}
$$

Blake however presumes Alexis uses the decision threshold $\lambda_{1,[2]}:=\lambda_{2}\left(q_{2}\right)$ and computes her probabilities of error accordingly ${ }^{3}$ :

$$
\begin{aligned}
& P_{e, 1,[2]}^{\mathrm{I}}=p_{\widehat{H}_{1} \mid H}(1 \mid 0)_{[2]}=\int_{\lambda_{1,[2]}}^{\infty} f_{Y_{2} \mid H}(y \mid 0) d y, \\
& P_{e, 1,[2]}^{\mathrm{II}}=p_{\widehat{H}_{1} \mid H}(0 \mid 1)_{[2]}=\int_{-\infty}^{\lambda_{1,[2]}} f_{Y_{2} \mid H}(y \mid 1) d y .
\end{aligned}
$$

[^5]When Alexis decides $\widehat{H}_{1}=0$, Blake updates his belief $q_{2}$ to the posterior $q_{2}^{0}$ :

$$
\begin{align*}
\frac{q_{2}^{0}}{1-q_{2}^{0}} & =\frac{q_{2}}{1-q_{2}} \frac{1-P_{e, 1,[2]}^{\mathrm{I}}}{P_{e, 1,[2]}^{\mathrm{II}}} \\
\Longrightarrow q_{2}^{0} & =\frac{q_{2}\left(1-P_{e, 1,[2]}^{\mathrm{I}}\right)}{q_{2}\left(1-P_{e, 1,[2]}^{\mathrm{I}}\right)+\left(1-q_{2}\right) P_{e, 1,[2]}^{\mathrm{II}}} \tag{4.22}
\end{align*}
$$

his decision threshold is $\lambda_{2}^{0}:=\lambda_{2}\left(q_{2}^{0}\right)$, and the probabilities of error are

$$
\begin{aligned}
& P_{e, 2}^{\mathrm{I}_{0}}=p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}(1 \mid 0,0)=\int_{\lambda_{2}^{0}}^{\infty} f_{Y_{2} \mid H}(y \mid 0) d y \\
& P_{e, 2}^{\mathrm{II} 0}=p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}(0 \mid 0,1)=\int_{-\infty}^{\lambda_{2}^{0}} f_{Y_{2} \mid H}(y \mid 1) d y
\end{aligned}
$$

Likewise, when Alexis decides $\widehat{H}_{1}=1$, Blake updates his belief $q_{2}$ to the posterior $q_{2}^{1}$ :

$$
\begin{align*}
\frac{q_{2}^{1}}{1-q_{2}^{1}} & =\frac{q_{2}}{1-q_{2}} \frac{P_{e, 1,[2]}^{\mathrm{I}}}{1-P_{e, 1,[2]}^{\mathrm{II}}}  \tag{4.23}\\
\Longrightarrow q_{2}^{1} & =\frac{q_{2} P_{e, 1,[2]}^{\mathrm{I}}}{q_{2} P_{e, 1,[2]}^{\mathrm{I}}+\left(1-q_{2}\right)\left(1-P_{e, 1,[2]}^{\mathrm{II}}\right)}
\end{align*}
$$

his decision threshold is $\lambda_{2}^{1}:=\lambda_{2}\left(q_{2}^{1}\right)$, and the probabilities of error are

$$
\begin{aligned}
& P_{e, 2}^{\mathrm{I}_{1}}=p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}(1 \mid 1,0)=\int_{\lambda_{2}^{1}}^{\infty} f_{Y_{2} \mid H}(y \mid 0) d y \\
& P_{e, 2}^{\mathrm{II}_{1}}=p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}(0 \mid 1,1)=\int_{-\infty}^{\lambda_{2}^{1}} f_{Y_{2} \mid H}(y \mid 1) d y
\end{aligned}
$$

Now we compute the system's Bayes risk (or Blake's Bayes risk) $R_{2}$ :

$$
\begin{align*}
R_{2}= & c_{10} p_{\widehat{H}_{2}, H}(1,0)+c_{01} p_{\widehat{H}_{2}, H}(0,1) \\
= & c_{10} \sum_{\widehat{h}_{1} \in\{0,1\}} p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(1 \mid \widehat{h}_{1}, 0\right) p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 0\right) p_{H}(0) \\
& +c_{01} \sum_{\widehat{h}_{1} \in\{0,1\}} p_{\widehat{H}_{2} \mid \widehat{H}_{1}, H}\left(0 \mid \widehat{h}_{1}, 1\right) p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid 1\right) p_{H}(1) \\
= & c_{10}\left[P_{e, 2}^{\mathrm{I}_{0}}\left(1-P_{e, 1}^{\mathrm{I}}\right)+P_{e, 2}^{\mathrm{I}_{1}} P_{e, 1}^{\mathrm{I}}\right] p_{0} \\
& +c_{01}\left[P_{e, 2}^{\mathrm{II} 0} P_{e, 1}^{\mathrm{II}}+P_{e, 2}^{\mathrm{II}}\left(1-P_{e, 1}^{\mathrm{II}}\right)\right]\left(1-p_{0}\right) . \tag{4.24}
\end{align*}
$$

Note that the Bayes risk $R_{2}$ in (4.24) is a function of $q_{1}$ and $q_{2}$. One might think that $R_{2}$ is minimum at $q_{1}=q_{2}=p_{0}$ as Alexis makes the best decision for the true prior and Blake does not misunderstand her decision. Surprisingly, however, this turns out to be untrue. We prove this by studying Alexis's optimal belief $q_{1}^{*}$ that minimizes $R_{2}$.

Theorem 14. Alexis's and Blake's optimal beliefs $q_{1}^{*}, q_{2}^{*}$ that minimize $R_{2}$ satisfy

$$
\begin{equation*}
\frac{q_{1}^{*}}{1-q_{1}^{*}}=\frac{p_{0}\left(P_{e, 2}^{I_{1}}-P_{e, 2}^{I_{0}}\right)}{\left(1-p_{0}\right)\left(P_{e, 2}^{I I_{0}}-P_{e, 2}^{I I_{1}}\right)} \tag{4.25}
\end{equation*}
$$

Before proceeding to the proof, note that error probability terms in the right-side are dependent on $q_{2}$, but not on $q_{1}$. Furthermore, the value of $\left(P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{I}_{0}}\right) /\left(P_{e, 2}^{\mathrm{II}}-P_{e, 2}^{\mathrm{II}_{1}}\right)$ is generally not 1 , i.e., in general $q_{1}=q_{2}=p_{0}$ is not the optimal belief. For example, for the additive Gaussian noise model considered in the next section, the ratio is not equal to 1 except when $p_{0}=c_{01} /\left(c_{10}+c_{01}\right)$.

Proof of Thm. 14. Let us consider the first derivative of (4.24) with respect to $q_{1}$ :

$$
\begin{aligned}
\frac{\partial R_{2}}{\partial q_{1}}= & c_{10} p_{0}\left(P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{I}_{0}}\right) \frac{\partial P_{e, 1}^{\mathrm{I}}}{\partial q_{1}} \\
& +c_{01}\left(1-p_{0}\right)\left(P_{e, 2}^{\mathrm{II}_{0}}-P_{e, 2}^{\mathrm{II}_{1}}\right) \frac{\partial P_{e, 1}^{\mathrm{II}}}{\partial q_{1}}
\end{aligned}
$$

We want to find $q_{1}$ that minimizes $R_{2}$, i.e., $q_{1}$ makes the first derivative zero. Using

$$
\begin{aligned}
\frac{d P_{e, 1}^{\mathrm{I}}}{d q_{1}} & =\frac{d P_{e, 1}^{\mathrm{I}}}{d \lambda_{1}} \frac{d \lambda_{1}}{d q_{1}}=-f_{Y_{1} \mid H}\left(\lambda_{1} \mid 0\right) \frac{d \lambda_{1}}{d q_{1}} \\
\frac{d P_{e, 1}^{\mathrm{II}}}{d q_{1}} & =\frac{d P_{e, 1}^{\mathrm{I}}}{d \lambda_{1}} \frac{d \lambda_{1}}{d q_{1}}=f_{Y_{1} \mid H}\left(\lambda_{1} \mid 1\right) \frac{d \lambda_{1}}{d q_{1}}
\end{aligned}
$$

this occurs when

$$
\begin{align*}
& c_{10} p_{0}\left(P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{I}_{0}}\right) f_{Y_{1} \mid H}\left(\lambda_{1} \mid 0\right) \\
& =c_{01}\left(1-p_{0}\right)\left(P_{e, 2}^{\mathrm{II}_{0}}-P_{e, 2}^{\mathrm{II}}\right) f_{Y_{1} \mid H}\left(\lambda_{1} \mid 1\right) \\
& \Leftrightarrow \frac{f_{Y_{1} \mid H}\left(\lambda_{1} \mid 1\right)}{f_{Y_{1} \mid H}\left(\lambda_{1} \mid 0\right)}=\frac{c_{10} p_{0}\left(P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{I}_{0}}\right)}{c_{01}\left(1-p_{0}\right)\left(P_{e, 2}^{\mathrm{II}_{0}}-P_{e, 2}^{\mathrm{II}_{1}}\right)} . \tag{4.26}
\end{align*}
$$



Figure 4.3: The Bayes risk for $q_{1}, q_{2} \in(0,1)$ with $p_{0}=0.3, c_{10}=c_{01}=1$, and additive standard Gaussian noise. The pair of optimal beliefs $(\mathbf{\Delta})$ yields $R_{2}=0.2186$, while the true prior ( $\bullet$ ) yields $R_{2}=0.2214$.

Note that $\lambda_{1}=\lambda_{1}\left(q_{1}\right)$ is the solution to (4.4),

$$
\begin{equation*}
\frac{f_{Y_{1} \mid H}\left(\lambda_{1} \mid 1\right)}{f_{Y_{1} \mid H}\left(\lambda_{1} \mid 0\right)}=\frac{c_{10} q_{1}}{c_{01}\left(1-q_{1}\right)} . \tag{4.27}
\end{equation*}
$$

Equating (4.26) and (4.27) completes the proof.
The theorem considers general continuous likelihoods $\left\{f_{Y_{n} \mid H}\right\}$ with the monotonicity assumption on $\lambda(q)$. It is interesting to evaluate the optimal beliefs in the case of Gaussian likelihoods (i.e., additive Gaussian noise) and obtain insights into optimality in the sequential decision-making problem.

### 4.4 Gaussian Likelihoods

We now focus on Gaussian likelihoods and study their optimal beliefs in this section. Suppose the $n$th agent receives the signal $Y_{n}=H+Z_{n}$, where $Z_{n}$ is an independent additive Gaussian noise with zero mean and variance $\sigma_{n}^{2}>0$. Thus, the received signal probability densities
for $H=h$ are

$$
f_{Y_{n} \mid H}\left(y_{n} \mid h\right)=\phi\left(y_{n} ; h, \sigma_{n}^{2}\right) .
$$

For a belief $q_{n}$, the decision threshold is then determined by the likelihood ratio test,

$$
\mathcal{L}_{n}\left(y_{n}\right)=\frac{f_{Y_{n} \mid H}\left(y_{n} \mid 1\right)}{f_{Y_{n} \mid H}\left(y_{n} \mid 0\right)} \stackrel{\widehat{H}_{1}=1}{\gtrless} \frac{c_{10} q_{n}}{c_{01}\left(1-q_{n}\right)},
$$

that simplifies to the following simple threshold condition for Gaussian likelihoods:

$$
\begin{equation*}
y_{n} \stackrel{\widehat{H}_{1}=1}{\gtrless} \lambda_{n}\left(q_{n}\right)=\frac{1}{2}+\sigma_{n}^{2} \log \left(\frac{c_{10} q_{n}}{c_{01}\left(1-q_{n}\right)}\right) . \tag{4.28}
\end{equation*}
$$

Here the index $n$ represents the $n$th agent in the system, as the belief and variance of the agent varies along the chain.

Using the recursive update in Sec. 4.2 and decision threshold (4.28), it is possible to obtain the Bayes risk of Blake (i.e., $N=2$ ) for given beliefs $q_{1}, q_{2}$. Fig. 4.3 depicts Blake's Bayes risk for $q_{1}, q_{2} \in(0,1)$, and explicitly shows that knowing true prior probability is not optimal. The social learning problem with Bayes costs $c_{10}=c_{01}=1$, prior $p_{0}=0.3$, and additive Gaussian noise with zero mean and unit variance results in a Bayes risk that is minimum when Alexis's belief is 0.38 and Blake's belief is 0.23 (triangle), as shown in the figure where it is also compared to the true prior (circle).

Figs. 4.4 and 4.5 show the trend of optimal belief pair that minimizes the last agent's Bayes risk, when all agents have the same noise levels for the case of two and three agents respectively. We can observe several common characteristics. First, the non-terminal agents (i.e., Alexis for $N=2$ and Alexis and Blake for $N=3$ ) overweight their beliefs if $p_{0}$ is small and underweight it if $p_{0}$ is large. We call this open-minded behavior as it enhances less likely events. Second, the last agent (i.e., Blake for $N=2$ and Chuck for $N=3$ ) underweights the belief if $p_{0}$ is small and overweights it if $p_{0}$ is large, implicitly compensating for the biases of the preceding agents. Such behavior is referred to as being closed-minded as it represents a cautious outlook to the decision-making problem. Lastly, there is a unique, non-trivial prior, $p_{0} \in(0,1)$, where all agents' optimal beliefs are identical to the true prior.

However, the case of nonidentical noise variances of agents results in a very different behavior of optimal beliefs, especially when the last agent has smaller noise. The optimal beliefs for $N=2$ and the case of the preceding agent having smaller noise, and that of


Figure 4.4: The trend of the optimal beliefs for $N=2$ (Alexis, Blake). $Z_{1}, Z_{2}$ are standard Gaussian. Top panel: $c_{10}=c_{01}=1$. Bottom panel: $c_{10}=1, c_{10}=3$.


Figure 4.5: The trend of the optimal beliefs for $N=3$ (Alexis, Blake, and Chuck). $Z_{1}, Z_{2}, Z_{3}$ are standard Gaussian. Top panel: $c_{10}=c_{01}=1$. Bottom panel: $c_{10}=1, c_{10}=3$.


Figure 4.6: Optimal beliefs when the preceding agent has smaller noise, where $\sigma_{1}^{2}=0.8$ and $\sigma_{2}^{2}=1$.


Figure 4.7: Optimal beliefs when the later-acting agent has smaller noise, where $\sigma_{1}^{2}=1$ and $\sigma_{2}^{2}=0.25$.
the last agent having smaller noise are shown in Figs. 4.6 and 4.7, respectively. As can be observed, the optimal belief curves are markedly different when the last agent has smaller noise, and we now derive some analytical properties of $q_{1}^{*}, q_{2}^{*}$.

Theorem 15. For any $\sigma_{1}^{2}$ and $\sigma_{2}^{2}, q_{1}^{*}$ and $q_{2}^{*}$ satisfy:

1. for $p_{0} \in(0,1), q_{1}^{*} \leq p_{0}$ if and only if $q_{2}^{*} \geq \frac{c_{01}}{c_{01}+c_{10}}$, with equality for $q_{2}^{*}=\frac{c_{01}}{c_{01}+c_{10}}$.
2. $p_{0}=q_{1}^{*}=q_{2}^{*}$ if and only if $p_{0} \in\left\{0, \frac{c_{01}}{c_{01}+c_{10}}, 1\right\}$.

Proof. Given in App. C.1.
Thm. 15 highlights the fact that if the last agent believes the null hypothesis is more likely, then the ideal predecessor underweights the prior, and vice versa. Additionally, for $p_{0}$ near zero (near one) the optimal predecessor overweights (underweights) the prior.

In particular, let us consider two cases separately. First, let the predecessor have smaller noise. Then the curves for optimal beliefs and the corresponding Bayes risk are as shown in Fig. 4.6. The behavior here is similar to the case with equal noise, indicating that the reducing noise of the predecessor does not alter the overall behaviors of beliefs, as the last agent is unaware of this improved signal quality.

On the other hand, when the last agent has smaller noise, we notice that the nature of curves changes, as shown in Fig. 4.7. The behavior of the ideal agents indicates that when the predecessor has significantly larger noise than the last agent, the last agent stays open-minded. In addition, $q_{1}^{*}$ has multiple crossings with $p_{0}$, but $q_{2}^{*}$ has a single crossing at $q_{2}^{*}=c_{01} /\left(c_{01}+c_{10}\right)$.

As expected, the ideal predecessor is open-minded for near-deterministic priors ( $p_{0}$ close to zero or one). However, when the prior uncertainty in the hypotheses is high ( $p_{0}$ near $1 / 2$ ), we note that the ideal last agent with less noise favors the less likely hypothesis. This can be attributed to the fact that the last agent stays open-minded to the less likely hypothesis when the predecessor with larger noise is more likely to make errors. To further understand the nature of such a predecessor, we characterize the crossings of the optimal belief curve with the prior $q_{1}^{*}=p_{0}$.

Theorem 16. The set of all $p_{0}$ such that $q_{1}^{*}=p_{0}, q_{2}^{*}=\frac{c_{01}}{c_{01}+c_{10}}$ is given by the solutions to

$$
\begin{equation*}
e^{x}=\frac{1-\beta Q\left(-\alpha+\sigma_{1} x\right)}{1-\beta Q\left(-\alpha-\sigma_{1} x\right)} \tag{4.29}
\end{equation*}
$$

where

$$
x=\log \left(\frac{c_{10} p_{0}}{c_{01}\left(1-p_{0}\right)}\right), \alpha=\frac{1}{2 \sigma_{1}}, \beta=1-\frac{Q\left(1 / 2 \sigma_{2}\right)}{Q\left(-1 / 2 \sigma_{2}\right)} .
$$

Proof. Given in App. C.2.
We note that $p^{*}=\frac{c_{01}}{c_{01}+c_{10}}$ is always a solution to (4.29). The case of multiple solutions to (4.29) is of particular interest and a sufficient condition is given in the following corollary.

Corollary 11. If

$$
\begin{equation*}
\frac{2 \beta \sigma_{1} \phi(\alpha)}{1-\beta Q(-\alpha)}>1 \tag{4.30}
\end{equation*}
$$

then (4.29) has at least 3 solutions in ( 0,1 ).
Proof. Since $x$ is a monotonic function of $p_{0}$, it is sufficient to show that (4.29) has at least 3 solutions in $x$. From the symmetry in (4.29), since $x=0$ is always a root, it suffices to show the existence of at least one more root in $x>0$. First note the ranges of variables, $x \in(-\infty, \infty), \alpha \in(0, \infty), \beta \in(0,1)$.

Letting $r(x)$ be the right side of (4.29), since $0 \leq Q(\cdot) \leq 1$, we have

$$
1-\beta \leq r(x):=\frac{1-\beta Q\left(-\alpha+\sigma_{1} x\right)}{1-\beta Q\left(-\alpha-\sigma_{1} x\right)} \leq \frac{1}{1-\beta}
$$

indicating that $r(x) \in\left[1-\beta, \frac{1}{1-\beta}\right]$. However, note that $e^{x}$ monotonically increases in $(1, \infty)$ for $x>0$. Since $e^{x}, r(x)$ coincide at $x=0$, it follows that they cross at least once on $(0, \infty)$ and also on $(-\infty, 0)$, if $r^{\prime}(x)>\frac{d}{d x} e^{x}$ at $x=0$ by the intermediate value theorem. Thus, the sufficient condition follows:

$$
r^{\prime}(0)=\frac{2 \sigma_{1} \beta \phi(\alpha ; 0,1)}{1-\beta Q(-\alpha)}>1=\left.\frac{d}{d x} e^{x}\right|_{x=0}
$$

Cor. 11 provides a sufficient condition on the noise level of agents under which there exist multiple crossings of the curves $q_{1}^{*}\left(p_{0}\right)$ and $p_{0}$. The range of standard deviations of the additive Gaussian noise of the preceding and last agents that satisfy the sufficient condition of Cor. 11 is shown in Fig. 4.8. Note from the figure that the area below the red dotted contour in Fig. 4.8 has multiple solutions to $q_{1}^{*}=p_{0}$, i.e., when the last agent has comparatively smaller than the preceding agent.


Figure 4.8: Contour plot of (4.30) with values for various $\sigma_{1}, \sigma_{2}$. The red dotted contour shows the contour that results in 1 so that the area below it satisfies (4.30) and therefore has multiple solutions to (4.29).

This is important as the crossings indicate a change in the perceived bias of the predecessor and also indicate the regions in which the last agent overweights the unlikely hypothesis as in Fig. 4.7.

### 4.5 Team Construction Criterion

Having studied the mathematical conditions for optimal reweighting of initial beliefs, we now investigate team selection for social learning. Naturally, a social planner who is aware of the context $p_{0}$ can pick the optimal agent pairs to minimize Bayes risk. However, it is not clear if agents are capable of organizing themselves into ideal teams in the absence of contextual knowledge. Thus, we now identify the criterion for the last agent to identify the optimal predecessors among a set of given predecessors.

Theorem 17. Consider two predecessors with $q_{1}<q_{1^{\prime}}$. Let $\lambda_{1}, \lambda_{1^{\prime}}$ be the decision thresholds of the respective predecessors. Then, the predecessor with belief $q_{1}$ is the optimal choice if
and only if

$$
\begin{equation*}
\frac{\mathbb{P}_{1}\left[Y_{1} \in\left[\lambda_{1}, \lambda_{1^{\prime}}\right], Y_{2} \in\left[\lambda_{2}^{1}, \lambda_{2}^{0}\right]\right]}{\mathbb{P}_{0}\left[Y_{1} \in\left[\lambda_{1}, \lambda_{1^{\prime}}\right], Y_{2} \in\left[\lambda_{2}^{1}, \lambda_{2}^{0}\right]\right]} \geq \frac{c_{10} p_{0}}{c_{01}\left(1-p_{0}\right)} \tag{4.31}
\end{equation*}
$$

Proof. Given in App. C.3.
In other words, by rewriting (4.31) in a likelihood ratio form, we observe that the criterion for picking the predecessor with a smaller belief is given by the likelihood ratio test

$$
\mathcal{L}\left[\widehat{H}_{1}=\widehat{H}_{2}=1, \widehat{H}_{1^{\prime}}=\widehat{H}_{2^{\prime}}=0\right] \geq \frac{c_{10} p_{0}}{c_{01}\left(1-p_{0}\right)},
$$

where $\widehat{H}_{2^{\prime}}$ is the decision made by the last agent following the decision of the predecessor with belief $q_{1^{\prime}}$.

Thus selecting an ideal predecessor requires a social planner who is aware of the context $p_{0}$. Without this, the last agent selects a predecessor according to his personal belief $q_{2}$. That is, the last agent verifies condition (4.31) by replacing $p_{0}$ by $q_{2}$. Such a choice of predecessor might not always conform to the optimal choice when the belief of the last agent deviates significantly from the prior. To illustrate, we consider the problem of choosing between two predecessors with beliefs $q_{1}\left(p_{0}\right)=q_{1}^{*}\left(p_{0}\right)$ and $q_{1^{\prime}}\left(p_{0}\right)=p_{0}$. Let $q\left(p_{0}, q_{2}\right)$ be the belief of the optimal predecessor choice for a given pair $\left(p_{0}, q_{2}\right)$. We identify the region of correct selection by shading, $\mathcal{S}=\left\{\left(p_{0}, q_{2}\right): q\left(p_{0}, q_{2}\right)=q\left(q_{2}, q_{2}\right)\right\}$.

First, when noise levels are equal, the region in which the last agent picks the correct preceding agent is shown in Fig. 4.9a. We note that the correct region is relatively small and does not include $q_{2}^{*}$. In particular, the last agent with optimal belief chooses the wrong predecessor always, whereas a suboptimal last agent with beliefs in the shaded region picks the correct one.

On the other hand, when the last agent has smaller noise than the predecessor, the corresponding region is as shown in Fig. 4.9b. Here we note that the last agent with optimal belief picks the correct preceding agent always.

Thus, we note that knowledge of the mathematically optimal beliefs does not guarantee selection of the right preceding agent. Further, we also observe that the diversity of noise levels may increase the feasibility of selecting the right preceding agent when the last agent has optimal belief.

We also explore the optimal choice of predecessor for the given optimal last agent in the absence of knowledge of the prior probability. From (4.25), the belief of the optimal preceding

(a) Predecessor selection under equal noise. The optimal later-acting agent fails to recognize the optimal predecessor and makes mistakes often. The trend is similar in cases with smaller noise predecessor.

(b) Predecessor selection under noise diversity. The optimal later-acting agent selects the optimal predecessor in this case.

(c) Context-unaware predecessor selection. The last agent chooses predecessor using (4.32) without $p_{0}$ and the Bayes risk increases as a result.

Figure 4.9: Context-unaware team selection.
agent, $\tilde{q}_{1}$ chosen by a last agent, in the absence of context (prior probability $p_{0}$ ) satisfies

$$
\begin{equation*}
\frac{\tilde{q}_{1}}{1-\tilde{q}_{1}}=\frac{p_{0}}{1-p_{0}} \frac{P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{I}_{0}}}{P_{e, 2}^{\mathrm{II}}-P_{e, 2}^{\mathrm{I}_{1}}} . \tag{4.32}
\end{equation*}
$$

The last agent's behavior with belief $q_{2}^{*}$ is as shown in Fig. 4.9c. We note that the preceding agent chosen by the last agent differs from the optimal choice. Further, it is also evident that this choice consequently results in an increased Bayes risk. Such behavior in team selection highlights the significance of context, and thus of a social planner, for identifying the right team.

### 4.6 Human-AI Collaboration Systems

In this section, we use mathematical results from previous sections to study the engineering design problem of constructing human-AI collaborative systems. To do so, we make the following assumptions from the behavioral sciences: Human agents perform Bayesian decision-making [85-88] and their perceptions follow the Prelec reweighting function [55]. In addition, agents experience varying observational noise which is additive and Gaussian (as it is a common model in human signal perception [89,90]). As usual in sequential social learning setup, all agents make selfish decisions $[29,33]$.

### 4.6.1 Approximation by Prelec Family

To design human-AI collaborative systems, we first determine whether optimal belief functions from previous sections are close to human behavior as modeled by cumulative prospect theory $[52,55] .{ }^{4}$

We approximate the optimal belief curves $q_{n}^{*}$ by the Prelec function and study the resulting increase in the Bayes risk. We restrict to the Prelec family whose fixed point is identical

[^6]to $p^{*}=\frac{c_{10}}{c_{01}+c_{10}}$, and then find best parameters $\left(\alpha_{n}, \beta_{n}\right)$ in the minimax absolute error sense, i.e.,
$$
\left(\alpha_{n}, \beta_{n}\right)=\underset{\alpha, \beta: w\left(p^{*} ; \alpha, \beta\right)=p^{*}}{\arg \min }\left\|q_{n}^{*}(\cdot)-w(\cdot ; \alpha, \beta)\right\|_{\infty}
$$

Let the Prelec function approximations be ( $q_{1, \text { Pre }}, q_{2, \text { Pre }}$ ).
The Prelec approximations for the two-agent case are shown in dotted curves in Fig. 4.10. When the preceding agent has smaller noise as in the top panel of Fig. 4.10, the Prelec function approximates the optimal beliefs well and the Bayes risk does not increase by much. To evaluate the loss from the approximation, consider the set of correct beliefs $q_{1}=q_{2}=p_{0}$, that result in a Bayes risk of $R_{2, \text { corr }}$. The maximal loss in terms of Bayes risk from using the correct beliefs is $\max _{p_{0}}\left(R_{2, \text { corr }}-R_{2, \min }\right) \approx 0.0039$. On the other hand, the maximal loss from the best Prelec approximation is $\approx 0.0009$. This indicates that the natural cognitive biases of humans (i.e., Prelec reweighting) are effective for social learning when the preceding agent has smaller noise.

On the other hand, when the last agent has smaller noise as in the bottom panel of Fig. 4.10, the Prelec approximation does not accurately mimic the optimal behavior of agents. Recall that the Prelec function is always increasing and has only one crossing with unit slope line in $(0,1)$. Therefore, the Prelec function fails to account for all the variations in the optimal belief. Moreover, while the additional loss of Bayes risk by the Prelec fitting is $\approx 0.0187$, the loss from using the correct beliefs, $p_{0}=q_{1}=q_{2}$, is $\approx 0.0060$. This indicates that even though the Prelec weighting functions serve as good approximations with predecessors having less noisy observations, they do not model the optimal behavior in the case of predecessors having noisier observations. These results suggest that human agents following cumulative prospect theory models [52] yield small Bayes risk when predecessors have smaller noise.

### 4.6.2 Human-AI Teams

The previous subsection informs the design of AI-human collaboration structures [56]. In many human-AI joint teams, a human agent makes the final decision based on the advice of an AI component as depicted in Fig. 4.11a, but the opposite structure of Fig. 4.11b is also possible. It is thus important to identify the best team configuration [91]. Indeed, D. Kahneman recently stated that "You can combine humans and machines, provided the


Figure 4.10: Optimal beliefs as compared to Prelec-weighted beliefs. Top panel: When the preceding agent has smaller noise. Bottom panel: When the later-acting agent has smaller noise.


Figure 4.11: Models of AI-human collaboration, where a machine provides input for human judgement or vice versa.
machine has the last word" [92].
Our results indicate that an AI assistant with smaller noise could be an effective predecessor to the human decision-maker. In particular, an open-minded AI predecessor and a closed-minded human final decision-maker with appropriate Prelec reweighted beliefs work well together, as in Fig. 4.6. However, an AI component with greater noise might not be a good predecessor to the human last agent who does not have beliefs that mimic the optimal behavior in Fig. 4.7 and so, perhaps counterintuitively, the architecture of Fig. 4.11b should be adopted, with the AI agent having larger noise making the global decision.

Additionally, these results along with those of Sec. 4.5 provide some insight into humanAI teams when the human agent picks an AI predecessor, given a choice among different agents. In particular, consider the AI-human team where the human, who has a Prelecweighted belief, chooses one of two possible AI predecessors - one that has the optimal belief $q_{1}^{*}$ and the other that is aware of the true prior $p_{0}$. In case the human agent has larger noise, and a closed-minded Prelec belief as in Fig. 4.9a, she unfortunately picks the AI predecessor with $q_{1}=p_{0}$ and the team becomes suboptimal. However, if the human agent has smaller noise, and an open-minded Prelec belief, she picks the optimal AI component $q_{1}=q_{1}^{*}$ and therefore can make the optimal decision as in Fig. 4.9b. Thus it is evident that optimal team organization is feasible when the human has smaller noise and the appropriate open-minded belief.

### 4.7 Chapter Summary

We discuss the sequential social learning problem with individual biased beliefs. Unlike previous works on herding, we focus on the Bayes risk of the last-acting agent. We first derive the optimal belief update rule for general likelihoods and evaluated for Gaussian likelihoods. Counterintuitively, optimal beliefs that yield minimum Bayes risk are in general different from the true prior. Under equal expertise levels, we observe that optimal advisors have open-minded beliefs, that is, they overweight small priors and underweight large priors, while the optimal advisee has closed-minded belief. However, the trend may change depending on varying expertise levels such that, especially when the advisee has much more expertise, optimal belief of the advisee is inverted as she becomes open-minded.

We also show that the Prelec reweighting function from cumulative prospect theory approximates the behavior of the optimal beliefs under specific levels of expertise; however, when the advisee has much more expertise, it fails to capture all the behavioral traits of the optimal beliefs.

Finally, we consider the ability of agents to organize themselves into optimal teams and show that in the absence of a social planner, the advisee can get paired with the wrong advisor when the individual belief deviates significantly from the underlying prior value. The setup arises from the consideration of AI and it tells us that, without knowing the true prior, our human-machine team construction could be misorganized.

## Chapter 5

## The CEO Problem with $r$ th Power of Difference and Logarithmic Distortions

In this chapter, we explore two CEO problems that differ from the prior works listed in Sec. 1.1 in that the models not only have a non-Gaussian source-observation pair, but also have general $r$ th power difference distortion $d(x, \hat{x})=|x-\hat{x}|^{r}$ or logarithmic distortion. The models and our contributions are briefly summarized here.

- (Sec. 5.2, regular model) Continuous source and observation supported on $\mathbb{R}$ satisfying some regularity conditions, including the jointly Gaussian CEO problem [57, 58, 60], but with $|x-\hat{x}|^{r}$ distortion: The distortion scales as $R_{\text {sum }}^{-r / 2}$. Achievability is by the Berger-Tung scheme [93] and median estimator and converse is by the Shannon lower bound [94].
- (Sec. 5.3, non-regular model) Bounded source and observation such that estimationtheoretic regularity conditions do not hold, including copula [63] or additive uniform noise model with $|x-\hat{x}|^{r}$ distortion: The distortion scales as $R_{\text {sum }}^{-r}$. Achievability is by the Berger-Tung scheme and midrange estimator [95] and converse is by the Chazan-Ziv-Zakai bound [96, 97].
- (Sec. 5.4, equivalence) The regular model as in Sec. 5.2: If test channels satisfy some conditions, quadratic (i.e, $r=2$ ) and logarithmic distortions are asymptotically equivalent as $L \rightarrow \infty$, bridged by entropy power relation $D_{\mathrm{Q}}=\frac{1}{2 \pi e} 2^{D_{\log }}$, where $D_{\mathrm{Q}}, D_{\mathrm{Log}}$ are quadratic and logarithmic distortions, respectively. It also implies logarithmic distortion decays as $-\log R_{\text {sum }}$.

With the results of $[57,58,60,61]$, our results suggest that the Berger-Tung achievable scheme might be asymptotically optimal even for various types of models, not listed here. Furthermore, noting that the jointly Gaussian model, a special case of regular models, is the worst model among additive noises [65], we can conclude that other regular models are not much easier to estimate since they all have $R_{\text {sum }}^{-r / 2}$ asymptotics. It is possible to further argue that regular models are essentially the worst model among all variance-bounded additive


Figure 5.1: The CEO problem model with $L$ agents.
noise models (not necessarily regular) in the sense of sum rate asymptotics by the argument of [65]. In contrast, non-regular models that have $R_{\text {sum }}^{-r}$ are easier to estimate than regular models. The equivalence of the two distortions is interesting since we already know the entropy power inequality $\operatorname{Var}(X \mid Z) \geq \frac{1}{2 \pi e} e^{h(X \mid Z)}$ [70], where the left and right sides are interpreted as quadratic and logarithmic distortions respectively, but the equivalence shows asymptotically equality.

### 5.1 CEO Problem Formulation

We consider the CEO problem as in [39], but with real-valued alphabets, i.e., $\mathcal{X}, \mathcal{Y} \subset \mathbb{R}$. The source $\{X(t)\}_{i=1}^{\infty}$ that the CEO is interested in is independent and identically distributed (i.i.d.) from a density function $f_{X}(x)$. There are $L$ agents who collect the source information, but the $i$ th agent is only given a noisy version $\left\{Y_{i}(t)\right\}_{t=1}^{\infty}$, i.i.d. drawn from a common observation distribution $f_{Y \mid X}$. The agents encode observations separately into messages of rate $\left\{R_{i}\right\}_{i=1}^{L}$; more precisely, the $i$ th agent encodes a length $n$ block of observations into a codeword $C_{i}$ from codebook $\mathcal{C}_{i}$ of rate $R_{i}$ and proceeds to send the codeword index. Sum rate of the link to the CEO is limited to $R_{\text {sum }}=\sum_{i=1}^{L} R_{i}$. Upon receiving codewords from agents, the CEO wishes to estimate $\{\hat{X}(t)\}_{t=1}^{n}$ that minimizes the expected distortion of length $n$,

$$
D^{n}\left(X^{n}, \hat{X}^{n}\right):=\frac{1}{n} \mathbb{E}\left[\sum_{t=1}^{n}|X(t)-\hat{X}(t)|^{r}\right]=\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[|X(t)-\hat{X}(t)|^{r}\right]
$$

where $\hat{X} \in \mathcal{X}$, if the distortion is $r$ th power of difference distortion.
The other distortion measure in this chapter is logarithmic distortion, which commonly arises in machine learning literature and also recently in information theory [61],

$$
D^{n}\left(X^{n}, \hat{X}^{n}\right):=\frac{1}{n} \mathbb{E}\left[\sum_{t=1}^{n}-\log \hat{X}(X ; t)\right]=\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[-\log \hat{X}(X ; t)]
$$

where $\hat{X}$ is a probability distribution over $\mathcal{X}$, i.e., $\hat{X} \in \mathcal{P}(\mathcal{X})$, where $\mathcal{P}(\mathcal{X})$ denotes the probability distribution space over $\mathcal{X}$. The problem model is illustrated in Fig. 5.1.

In this work, we are interested in the asymptotic tradeoff between $R_{\text {sum }}$ and $D^{n}\left(X^{n}, \hat{X}^{n}\right)$. To see this, define

$$
\begin{aligned}
D^{n}\left(L, R_{\text {sum }}\right) & :=\min _{\left\{\mathcal{C}_{i}\right\}_{i=1}^{L}: \sum_{i=1}^{L} R_{i} \leq R_{\text {sum }}} D^{n}\left(X^{n}, \hat{X}^{n}\right), \\
D\left(L, R_{\text {sum }}\right) & :=\lim _{n \rightarrow \infty} D^{n}\left(L, R_{\text {sum }}\right) .
\end{aligned}
$$

As we will see, $D\left(L, R_{\text {sum }}\right)$ asymptotically vanishes as $L, R_{\text {sum }}$ grow without bound, but keeping the average individual rate $R_{\text {sum }} / L$ unchanged. So we investigate the following quantities:

$$
\begin{aligned}
& \beta_{\text {reg }}:=\lim _{L, R_{\text {sum }} \rightarrow \infty} R_{\text {sum }}^{r / 2} D\left(L, R_{\text {sum }}\right) \quad \text { in Sec. 5.2, } \\
& \beta_{\mathrm{n}-\mathrm{reg}}:=\lim _{L, R_{\text {sum }} \rightarrow \infty} R_{\text {sum }}^{r} D\left(L, R_{\text {sum }}\right) \quad \text { in Sec. 5.3. }
\end{aligned}
$$

Hence, if $\beta_{\text {reg }}$ and $\beta_{\text {n-reg }}$ are constant, it tells us that the speeds of distortion decay are $R_{\text {sum }}^{-r / 2}$ and $R_{\text {sum }}^{-r}$ for regular and non-regular models, respectively.

Before proceeding with formal definitions of regular and non-regular models in the following sections, recall one of the regularity conditions of the Fisher information (and thus the Cramer-Rao lower bound) [98, Sec. 2.5]:

The support of $f_{Y \mid X}$ is common for all $x$, i.e., the set $\left\{y: f_{Y \mid X}(y \mid x)>0\right\}$ is independent of $x$.

In this context, a model is called regular if it satisfies the above condition as well as other conditions in Sec. 5.2, whereas it is non-regular if the above does not hold, but conditions in Sec. 5.3 hold. Note that these two definitions do not form a disjoint partition, and there are examples that are neither regular nor non-regular

In the sequel, $f, p$ denote continuous and discrete probability densities, respectively. We will use the natural logarithm so that the unit of information rate is nats. Hat notation $\hat{V}$ is for estimated values and tilde notation $\widetilde{V}$ is for quantized values. The function $q(\cdot)$ also stands for the quantization function so $q(V)$ and $\widetilde{V}$ are interchangeable. The round bracket subscript $V_{(i)}$ denotes $i$ th order statistics, that is, reordered sequence from $\left\{V_{i}\right\}_{i=1}^{L}$ in increasing order $V_{(1)} \leq V_{(2)} \leq \cdots \leq V_{(L)}$. When $L=2 m+1, m \in \mathbb{Z}_{+}, V_{(m+1)}$ is the sample median and it is often denoted by $\operatorname{med}\left(\left\{V_{i}\right\}_{i=1}^{L}\right)$. Also the true median of $f_{V}$ is denoted by $\operatorname{med}(V)$ with abuse of notation.

### 5.2 Regular CEO Problem

### 5.2.1 Model and Result

We consider unbounded source and observation alphabets $\mathcal{X}=\mathcal{Y}=\mathbb{R}$ and impose regularity conditions on probability distributions that enable us to characterize $\beta_{\text {reg }}$ explicitly. Let us first state source and observation conditions (A1)-(A4).
(A1) The source has a finite absolute moment of order $r$.
(A2) The density $f_{X}$ is continuous and positive almost everywhere in $\mathbb{R}$ and the density $f_{Y \mid X}$ is twice continuously differentiable with respect to $x$ for almost every $x \in \mathbb{R}$ and almost every $y \in \mathbb{R}$.
(A3) For almost every $x \in \mathbb{R}$,

$$
\mathbb{E}_{Y \mid x}\left[\left|\frac{\partial}{\partial x} \log f_{Y \mid X}(Y \mid x)\right|^{2}\right]<\infty \text { and } \mathbb{E}_{Y \mid x}\left[\left|\frac{\partial^{2}}{\partial x^{2}} \log f_{Y \mid X}(Y \mid x)\right|^{2}\right]<\infty
$$

and the Fisher information $I_{Y}(x):=\mathbb{E}_{Y \mid x}\left[\left(\frac{\partial}{\partial x} \log f_{Y \mid X}(Y \mid x)\right)^{2}\right]$ is well-defined, finite, and positive for almost every $x \in \mathbb{R}$.
(A4) The posterior distribution of $x$ given $Y^{n}$ asymptotically concentrates on the true value sufficiently fast for every $x \in \mathbb{R}$. Formally speaking, for any $\delta>0, x \in \mathbb{R}$

$$
\mathbb{P}\left[f_{X \mid Y^{n}}\left[N_{x}^{c}\right]>\delta\right]=o(1 / \log n)
$$

for every open set $N_{x}$ containing the true $x$.

Condition (A1) is necessary not only for technical evaluation, but also for the rate-distortion formulation as in [99]. Conditions (A2)-(A4) are smoothness conditions that enable us to characterize asymptotics explicitly, especially (A4) leads to a simple expression of Lem. 14.

Next we impose some conditions for the existence of an auxiliary random variable $U$ that satisfies some properties. Recall that $\operatorname{med}(U \mid x)$ is the median of $f_{U \mid X=x}$, i.e.,

$$
\int_{-\infty}^{\operatorname{med}(U \mid x)} f_{U \mid X}(u \mid x) d u=\frac{1}{2}
$$

(A5) The Markov chain $X-Y-U$ holds and $U$ has a finite absolute moments of order $r$.
(A6) Medians of $f_{U \mid x_{0}}, f_{U \mid x_{1}}$ are distinct when $x_{0} \neq x_{1}$. In addition, the function $u=\ell(x):=$ $\operatorname{med}(U \mid x)$ that maps $x$ to the median of $f_{U \mid x}$ is bi-Lipschitz continuous, i.e., $\ell(\cdot)$ and $\ell^{-1}(\cdot)$ are both Lipschitz. Suppose $\ell^{-1}$ has a Lipschitz constant $K>0$.
(A7) For some positive constant $c$, it holds that $\alpha:=\inf _{x \in \mathbb{R}} f_{U \mid x}(\operatorname{med}(U \mid x) \mid x)>c$.
Define $\mathcal{S}_{\text {reg }}$ to be the set of $U$ s that satisfy (A5)-(A7). Condition (A5) enables forward test channels in compression step. Also since we will use median estimation, conditions (A6) and (A7) are technically required because upon obtaining the exact median of $U$ conditioned on $x$, one should be able to recover $x$ from it. The Lipschitz property also guarantees that when error in estimating the median of $U$ is small, error in $X$ is small as well up to the Lipschitz constant factor. If one adopts another estimation scheme such as mean estimation or maximum likelihood estimation, different conditions will be required. It is however remarkable that (A1)-(A7) all hold for the Gaussian CEO problem with additive Gaussian test channel as in [57], where sample mean is used.

As mentioned, the distortion measure we will consider is the $r$ th power of difference, i.e.,

$$
d(x, \hat{x})=|x-\hat{x}|^{r}
$$

under which our main result of this section is the following.
Theorem 18 (Regular CEO problem). Suppose conditions (A1)-(A4) hold for source and observation model and suppose there exists $U$ such that (A5)-(A7) hold. Then, for distortion measure $d(x, \hat{x})=|x-\hat{x}|^{r}$,

$$
C_{1}\left(\min _{U: X-Y-U} I(Y ; U \mid X)\right)^{r / 2} \leq \beta_{\text {reg }} \leq C_{2}\left(\min _{U \in S_{\text {reg }}} I(Y ; U \mid X)\right)^{r / 2},
$$

where

$$
\begin{aligned}
& C_{1}=\frac{1}{r e}\left(V_{1} \Gamma\left(1+\frac{1}{r}\right) \frac{e^{-\frac{1}{2} \mathbb{E}\left[\log \operatorname{det} I_{Y}(X)\right]}}{\sqrt{2 \pi e}}\right)^{-r} \\
& C_{2}=\left(\frac{K}{2 \alpha}\right)^{r} 2^{3 r / 2} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}
\end{aligned}
$$

and the minimum of the lower bound is taken over non-trivial random variables to ensure that the mutual information is non-zero.

### 5.2.2 Direct Coding Theorem

We will make use of standard achievable scheme in [57]. That is, first finely quantize continuous alphabets and apply Berger-Tung encoding and decoding over incurred discrete alphabets, and then, estimate the source. Our estimation is based on sample median estimator, which is the best for absolute distortion, i.e., $|x-\hat{x}|$. Suppose the number of agents is odd, i.e., $L=2 m+1, m \in \mathbb{Z}_{+}$to simplify notation. Before proceeding, note that random variables $\left\{U_{i}\right\}_{i=1}^{L}$ are all generated through an identical test channel $f_{U \mid Y}$ that satisfies (A5)-(A7). This assumption does not lose optimality. ${ }^{1}$

## Quantization

Quantizing the real line enables agents to use subsequent codes and Slepian-Wolf compression in discrete domain. Let $\widetilde{X}, \widetilde{Y}, \widetilde{U}$ denote the quantized versions of $X, Y, U$. We suppose our fine quantization ensures that the loss due to quantization is negligible. Formally, we take a quantization scheme that satisfies the following conditions: for some small $\delta_{i}>0, i \in$ $\{0,1,2\}$,

$$
\begin{align*}
\mathbb{E}\left[\left|U_{(m+1)}-q\left(U_{(m+1)}\right)\right|^{r}\right] \leq & \delta_{0} \text { and } \mathbb{E}\left[\left|q\left(U_{(m+1)}\right)-\operatorname{med}\left(\left\{q\left(U_{i}\right)\right\}_{i=1}^{L}\right)\right|^{r}\right] \leq \delta_{0}  \tag{5.1}\\
& |I(Y ; U)-I(\widetilde{Y} ; \widetilde{U})| \leq \delta_{1}  \tag{5.2}\\
& |I(X ; U)-I(\widetilde{X} ; \widetilde{U})| \leq \delta_{2} . \tag{5.3}
\end{align*}
$$

[^7]It is easy to see that there exists a quantization scheme with finite cardinality that satisfies (5.1) from the finite moment condition, as well as (5.2) and (5.3) from the definition of mutual information for arbitrary ensembles [100]; hence, a common refinement of quantization schemes satisfies all three conditions. This quantization also induces discrete probability distributions for $\widetilde{X}, \widetilde{Y}, \widetilde{U}$ :

$$
\begin{aligned}
& p_{\widetilde{Y}, \widetilde{U}}(\widetilde{y}, \widetilde{u})=\int_{\{(y, u): q(y)=\widetilde{y}, q(u)=\widetilde{u}\}} f_{Y, U}(y, u) d y d u \\
& p_{\widetilde{X}, \widetilde{U}}(\widetilde{x}, \widetilde{u})=\int_{\{(x, u): q(x)=\widetilde{x}, q(u)=\widetilde{u}\}} f_{X, U}(x, u) d x d u \\
& p_{\tilde{Y} \mid X}(\widetilde{y} \mid x)=\int_{\{y: q(y)=\widetilde{y}\}} f_{Y \mid X}(y \mid x) d y \\
& p_{\widetilde{U} \mid \widetilde{Y}}(\widetilde{u} \mid \widetilde{y})=\frac{p_{\widetilde{Y}, \widetilde{U}}(\widetilde{y}, \widetilde{u})}{p_{\widetilde{Y}}(\widetilde{y})}
\end{aligned}
$$

Spaces of $\widetilde{X}, \widetilde{Y}, \widetilde{U}$ are denoted by $\widetilde{\mathcal{X}}, \widetilde{\mathcal{Y}}, \widetilde{\mathcal{U}}$.

## Codes Approximating Test Channel

Each agent takes block length $n_{0}$ and encodes quantized observation $\widetilde{Y}^{n_{0}}$ into a codeword, instead of $Y^{n_{0}}$. Let $\varphi: \widetilde{\mathcal{Y}}^{n_{0}} \mapsto \widetilde{\mathcal{U}}^{n_{0}}$ be the (possibly stochastic) block code encoder, common for all agents. This mapping induces the following empirical distributions:

$$
\begin{aligned}
\hat{p}_{\widetilde{Y}^{n_{0}}, \widetilde{U}^{n_{0}}}\left(\widetilde{y}^{n_{0}}, \widetilde{u}^{n_{0}}\right) & =p_{\widetilde{Y}^{n_{0}}}\left(\widetilde{y}^{n_{0}}\right) \mathbb{1}_{\left\{\varphi\left(\widetilde{y}^{n_{0}}\right)=\widetilde{u}^{n_{0}}\right\}}, \\
\hat{p}_{\widetilde{Y}, \widetilde{U}}(\widetilde{Y}(t)=\widetilde{y}, \widetilde{U}=\widetilde{u}) & =\mathbb{E}_{p_{\tilde{Y} n}}\left[\mathbb{1}_{\{\widetilde{U}(t)=\widetilde{u}, \widetilde{Y}(t)=\widetilde{y}\}}\right], \\
\hat{p}_{\widetilde{U} \mid \widetilde{Y}}(\widetilde{U}(t)=\widetilde{u} \mid \widetilde{Y}(t)=\widetilde{y}) & =\frac{\hat{p}_{\widetilde{Y}, \widetilde{U}}(\widetilde{Y}(t)=\widetilde{y}, \widetilde{U}(t)=\widetilde{u})}{p_{\widetilde{Y}}(\widetilde{Y}(t)=y)},
\end{aligned}
$$

where $\mathbb{1}_{\{.\}}$is the indicator function. Then the existence of a block code that approximates the true test channel $f_{U \mid Y}$ follows from [57, Prop. 3.1].

Proposition 12 ([57]). For every $\epsilon, \delta>0$, there exists a deterministic mapping $\varphi: \widetilde{Y}^{n_{0}} \mapsto$ $\widetilde{U}^{n_{0}}$ with the range cardinality $M$ such that

$$
\frac{1}{n_{0}} \log M \leq I(Y ; U)+\epsilon
$$

and

$$
\sum_{\widetilde{u} \in \tilde{\mathcal{U}}}\left|\hat{p}_{\widetilde{U} \mid X}(\widetilde{U}(t)=\widetilde{u} \mid x)-p_{\widetilde{U} \mid X}(\widetilde{U}(t)=\widetilde{u} \mid x)\right| \leq \frac{\epsilon}{|\widetilde{\mathcal{X}}|}
$$

for all $t \in\left[1: n_{0}\right]$ and all $x \in \mathbb{R}$.

## Encoding and Decoding

The overall encoding scheme is two-step as [39,57]: in the first stage, each agent encodes $\widetilde{Y}_{i}^{n_{0}}$ into $\widetilde{U}_{i}^{n_{0}}$ by common $\varphi(\cdot)$. Note that $\left\{\widetilde{U}_{i}^{n_{0}}\right\}_{i=1}^{L}$ are correlated; the second stage performs Slepian-Wolf (or SW, for short) encoding to remove the correlation. Let $W_{i} \in \mathcal{W}$ be the index of the codeword $\widetilde{U}_{i}^{n_{0}}$. Formally speaking, the SW encoder at the $i$ th agent is the mapping $\xi_{i}: \mathcal{W}^{n} \rightarrow\left\{0,1, \ldots, N_{i}-1\right\}$. Individual and sum rates are therefore defined to be

$$
\begin{aligned}
R_{i} & =\frac{1}{n n_{0}} \log N_{i}, \\
R_{\text {sum }} & =\sum_{i=1}^{L} R_{i}=\frac{1}{n n_{0}} \sum_{i=1}^{L} \log N_{i} .
\end{aligned}
$$

The complete encoder of $i$ th agent is given by

$$
Z_{i}:=\xi_{i} \circ \varphi^{n_{0}}\left(\widetilde{y}^{n n_{0}}\right) \in\left\{0,1, \ldots, N_{i}-1\right\} .
$$

The CEO performs decoding in reverse: it recovers $\left\{\hat{U}_{i}^{n n_{0}}\right\}_{i=1}^{L}$ from $\left\{Z_{i}\right\}_{i=1}^{L}$, and then estimates $X$ from $\left\{\hat{U}_{i}^{n n_{0}}\right\}_{i=1}^{L}$.

The next proposition ([57, Prop. 3.2 and Sec. III.D]) specifies the average individual rate upper bound in multi- and single-letter mutual information forms, and its error probability.

Proposition 13 ( [57]). For every $\epsilon, \lambda>0$ and $\epsilon^{\prime}>\epsilon$, there exists sufficiently large $L, n$ and index encoders $\left\{\xi_{i}\right\}_{i=1}^{L}$ such that

$$
\begin{aligned}
\frac{R_{\text {sum }}}{L} & \leq \frac{1}{n_{0}} H\left(\widetilde{U}^{n_{0}} \mid \widetilde{X}^{n_{0}}\right)+\epsilon \leq I(Y ; U \mid X)+\epsilon^{\prime} \\
\mathbb{P}[\mathcal{B}] & \leq \lambda
\end{aligned}
$$

where $\mathcal{B}:=\left\{\left(\hat{U}_{1}^{n_{0}}, \ldots, \hat{U}_{L}^{n_{0}}\right) \neq\left(\widetilde{U}_{1}^{n_{0}}, \ldots, \widetilde{U}_{L}^{n_{0}}\right)\right\}$ is the error event.

## Estimation Upper Bound

If the CEO has the true $U_{(m+1)}=\operatorname{med}\left(\left\{U_{i}\right\}_{i=1}^{L}\right)$, the median of $\left\{U_{1}, \ldots, U_{L}\right\}$, then she can uniquely determine $X$ by mapping $\ell^{-1}$. Therefore our goal is to estimate $U_{(m+1)}$ as accurately as possible from decoded $\left\{\hat{U}_{i}\right\}_{i=1}^{L}$. Note that for a given $X=x$, the true median of $U$ is $\operatorname{med}(U \mid x)=\ell(x)$.

Lemma 10 (Median Estimator [101]). Let $F, f$ be the cumulative distribution and density function of $V$. Then, the sample median of $L=2 m+1$ samples follows the density function

$$
\mathbb{P}\left[V_{(m+1)}=v\right]=\frac{(2 m+1)!}{m!m!}(F(v))^{m}(1-F(v))^{m} f(v)=\frac{(F(v))^{m}(1-F(v))^{m}}{B(m+1, m+1)} d F(v),
$$

where $B(\cdot, \cdot)$ is the Beta function, so it is the $\operatorname{Beta}(m+1, m+1)$ distribution scaled by $F(v)$. Furthermore, $V_{(m+1)}$ is approximately Gaussian $\mathcal{N}\left(\operatorname{med}(V), \frac{1}{4 L f^{2}(\operatorname{med}(V))}\right)$ provided that $L$ is large.

Lemma 11. Under the notations of Lem. 10, the following holds when $L$ is large:

$$
\mathbb{E}\left[\left|V_{(m+1)}-\operatorname{med}(V)\right|^{r}\right] \leq\left(\frac{2}{L f^{2}(\operatorname{med}(V))}\right)^{r / 2} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}+\epsilon
$$

Proof. See App. D.1.
Now we can derive the distortion asymptotics in terms of $R_{\text {sum }}$.
Theorem 19 (Achievability of Regular CEO Problem).

$$
\beta_{r e g} \leq 2^{3 r / 2}\left(\frac{K}{\alpha}\right)^{r} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}\left(\min _{U \in \mathcal{S}_{r e g}} I(Y ; U \mid X)\right)^{r / 2}
$$

Proof. Given $t$, instantaneous error is bounded as follows. Since $\ell(\cdot)$ is the function that maps $x$ to $\operatorname{med}(U \mid x) \in \mathcal{U}$ and $X=\ell^{-1}(\operatorname{med}(U \mid X))$, our estimation is $\hat{X}=\ell^{-1}\left(\hat{U}_{(m+1)}(t)\right)$.

$$
\begin{aligned}
& \mathbb{E}\left[|X(t)-\hat{X}(t)|^{r}\right]=\mathbb{E}\left[\left|X(t)-\ell^{-1}\left(\hat{U}_{(m+1)}(t)\right)\right|^{r}\right] \\
& \stackrel{(a)}{\leq} K^{r} \mathbb{E}\left[\left|\operatorname{med}(U \mid X)-\hat{U}_{(m+1)}(t)\right|^{r}\right] \\
& =K^{r} \mathbb{E}\left[\left|\operatorname{med}(U \mid X)-U_{(m+1)}(t)+U_{(m+1)}(t)-\hat{U}_{(m+1)}(t)\right|^{r}\right] \\
& \stackrel{(b)}{\leq}(2 K)^{r} \mathbb{E}\left[\left|\operatorname{med}(U \mid X)-U_{(m+1)}(t)\right|^{r} \mid\right]+(2 K)^{r} \mathbb{E}\left[\left|U_{(m+1)}(t)-\hat{U}_{(m+1)}(t)\right|^{j}\right] \\
& \stackrel{(c)}{\leq}(2 K)^{r} \mathbb{E}\left[\left|\operatorname{med}(U \mid X)-U_{(m+1)}(t)\right|^{r}\right]+\epsilon_{1},
\end{aligned}
$$

where (a) follows from the Lipschitz property of $\ell^{-1}$; (b) follows from the triangle inequality and Prop. 18 in App. D.4; and (c) is proven as Prop. 15 in App. D.2.

Regarding the first term, since the median estimator is approximately Gaussian $\mathcal{N}\left(\operatorname{med}(U \mid X), \frac{1}{4 L f^{2}(\operatorname{med}(U \mid X))}\right)$ distributed,

$$
\begin{aligned}
& (2 K)^{r} \mathbb{E}\left[\left|\operatorname{med}(U \mid X)-U_{(m+1)}(t)\right|^{r}\right] \\
& =(2 K)^{r} \mathbb{E}_{X} \mathbb{E}_{U \mid X}\left[\left|\operatorname{med}(U \mid X)-U_{(m+1)}(t)\right|^{r} \mid X\right] \\
& \leq(2 K)^{r} \mathbb{E}_{X}\left[\left.\left(\frac{2}{L f^{2}(\operatorname{med}(U \mid X))}\right)^{r / 2} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}+\epsilon_{2} \right\rvert\, X\right] \\
& =2^{3 r / 2}\left(\frac{K}{\alpha}\right)^{r} \frac{1}{L^{r / 2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}+\epsilon_{2},
\end{aligned}
$$

where the inequality follows from Lem. 11.
Summing over all $t \in[1: n]$, we have

$$
\begin{aligned}
D^{n}\left(X^{n}, \hat{X}^{n}\right) & =\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[|X(t)-\hat{X}(t)|^{r}\right] \leq 2^{3 r / 2}\left(\frac{K}{\alpha}\right)^{r} \frac{1}{L^{r / 2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}+\epsilon \\
\Longrightarrow D\left(L, R_{\text {sum }}\right) & \leq 2^{3 r / 2}\left(\frac{K}{\alpha}\right)^{r} \frac{1}{L^{r / 2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}}+\epsilon_{2} .
\end{aligned}
$$

From Prop. 13, we have $\frac{R_{\text {sum }}}{L} \leq I(Y ; U \mid X)$, therefore,

$$
\begin{aligned}
\beta_{\text {reg }} & =\lim _{L, R_{\text {sum }} \rightarrow \infty} R_{\text {sum }}^{r / 2} D\left(L, R_{\text {sum }}\right) \\
& \leq 2^{3 r / 2}\left(\frac{K}{\alpha}\right)^{r} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}} I(Y ; U \mid X)^{r / 2} .
\end{aligned}
$$

Taking infimum over $\mathcal{S}_{\text {reg }}$ completes the proof.

### 5.2.3 Converse Coding Theorem

A key feature of the converse is the Shannon lower bound [99, 102], which for real-valued sources with difference normed distortion is given in [94]. It is one of the few tools that evaluates the rate distortion function as a closed-form expression and is known for asymptotically tightness when distortion goes to zero [103, 104]. Combining Lem. 14 stemming from $[105,106]$, we can show the matching converse. As we will see, the Shannon lower bound is essentially an uncoded lower bound, that is, the bound is for estimation from $\left\{Y_{i}\right\}_{i=1}^{L}$ rather than from received codewords. It therefore shows a lower bound only due to intrinsic observational noise, yet is sufficient to show the matching asymptotics. Converse argument regarding coding rate also follows standard argument in [57], but we state it for completeness.

## Coding Rate Lower Bound

Let us first derive coding rate lower bound.

$$
\begin{aligned}
n R_{i} & =\log \left|\mathcal{C}_{i}^{n}\right| \\
& \geq I\left(Y_{i}^{n} ; C_{i} \mid X_{n}\right)=\sum_{t=1}^{n} I\left(Y_{i}(t) ; C_{i} \mid Y_{i}^{t-1}, X_{n}\right) \\
& =\sum_{t=1}^{n}\left[h\left(Y_{i}(t) \mid Y_{i}^{t-1}, X^{n}\right)-h\left(Y_{i}(t) \mid C_{i}, Y_{i}^{t-1}, X^{n}\right)\right] \\
& =\sum_{t=1}^{n}\left[h\left(Y_{i}(t) \mid X^{n}\right)-h\left(Y_{i}(t) \mid C_{i}, Y_{i}^{t-1}, X^{n}\right)\right] \\
& \geq \sum_{t=1}^{n}\left[h\left(Y_{i}(t) \mid X^{n}\right)-h\left(Y_{i}(t) \mid C_{i}, X^{n}\right)\right] \\
& =\sum_{t=1}^{n} I\left(Y_{i}(t) ; C_{i} \mid X^{n}\right) .
\end{aligned}
$$

The sum rate lower bound is therefore given by

$$
R_{\mathrm{sum}} \geq \frac{1}{n} \sum_{t=1}^{n} \sum_{i=1}^{L} I\left(Y_{i}(t) ; C_{i} \mid X^{n}\right)
$$

Define $\breve{X}_{t}:=(X(1), \ldots, X(t-1), X(t+1), \ldots, X(n))$ and let $U_{i}\left(t, \breve{x}_{t}\right)$ be a random variable whose joint distribution with $X(t)$ and $Y_{i}(t)$ is

$$
\begin{aligned}
& \mathbb{P}\left[x \leq X(t) \leq x+d x, y \leq Y_{i}(t) \leq y+d y, U_{i}\left(t, \breve{x}_{t}\right)=c\right] \\
& =f_{X}(x) f_{Y \mid X}(y \mid x) \mathbb{P}\left[C_{i}=c \mid Y_{i}(t)=y, X(t)=x, \breve{X}_{t}=\breve{x}_{t}\right] d x d y \\
& =f_{X}(x) f_{Y \mid X}(y \mid x) \mathbb{P}\left[C_{i}=c \mid Y_{i}(t)=y, \breve{X}_{t}=\breve{x}_{t}\right] d x d y
\end{aligned}
$$

since the codeword $C_{i}$ depends on $X(t)$ only through $Y_{i}(t)$. Hence, the Markov chain $X(t)-$ $Y_{i}(t)-U_{i}\left(t, \breve{x}_{t}\right)$ holds for each $i$ and given $\breve{x}_{t}$, which gives the following lower bound in expectation form.

$$
R_{\text {sum }} \geq \frac{1}{n} \sum_{t=1}^{n} \sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right)\right]
$$

Note that $\hat{X}(t)=g\left(C_{1}, \ldots, C_{L}\right)=g^{\prime}\left(U_{1}(t), \ldots, U_{L}(t)\right)$ for some functions $g, g^{\prime}$.

## Estimation Lower Bound

An estimate of the CEO problem is $\hat{X}^{n}\left(C_{1}, C_{2}, \cdots, C_{L}\right)$; however, it is obvious that there is an estimate $\hat{X}^{\prime n}=\hat{X}^{\prime n}\left(\left\{Y_{i}^{n}\right\}_{i=1}^{L}\right)$ based on $\left\{Y_{i}^{n}\right\}_{i=1}^{L}$ yielding a better estimate than $\hat{X}^{n}$. We will derive the performance lower bound for $\hat{X}^{\prime n}$ using the Shannon lower bound and it turns out that this lower bound for $\hat{X}^{\prime n}$ is sufficient to show the asymptotics.

Lemma 12. Let $\hat{X}$ be an arbitrary estimate from $\left\{Y_{i}\right\}_{i=1}^{L}$. Then,

$$
I\left(X^{n} ; \hat{X}^{n}\right) \leq n I\left(X ;\left\{Y_{i}\right\}_{i=1}^{L}\right)
$$

Proof.

$$
\begin{aligned}
& I\left(X^{n} ; \hat{X}^{n}\right) \\
& \stackrel{(a)}{\leq} I\left(X^{n} ;\left\{Y_{i}^{n}\right\}_{i=1}^{L}\right) \\
& =h\left(\left\{Y_{i}^{n}\right\}_{i=1}^{L}\right)-h\left(\left\{Y_{i}^{n}\right\}_{i=1}^{L} \mid X^{n}\right) \\
& =\sum_{t=1}^{n} h\left(\left\{Y_{i}(t)\right\}_{i=1}^{L} \mid\left\{Y_{i}^{t-1}\right\}_{i=1}^{L}\right)-\sum_{t=1}^{n} h\left(\left\{Y_{i}^{n}(t)\right\}_{i=1}^{L} \mid X^{n},\left\{Y_{i}^{t-1}\right\}_{i=1}^{L}\right) \\
& \stackrel{(b)}{\leq} \sum_{t=1}^{n} h\left(\left\{Y_{i}(t)\right\}_{i=1}^{L}\right)-\sum_{t=1}^{n} h\left(\left\{Y_{i}(t)\right\}_{i=1}^{L} \mid X^{n},\left\{Y_{i}^{t-1}\right\}_{i=1}^{L}\right) \\
& \stackrel{(c)}{=} \sum_{t=1}^{n} h\left(\left\{Y_{i}(t)\right\}_{i=1}^{L}\right)-\sum_{t=1}^{n} h\left(\left\{Y_{i}(t)\right\}_{i=1}^{L} \mid X(t)\right) \\
& =\sum_{t=1}^{n} I\left(X(t) ;\left\{Y_{i}(t)\right\}_{i=1}^{L}\right) \\
& \stackrel{(d)}{=} n I\left(X ; Y^{L}\right)
\end{aligned}
$$

where (a) follows from the data processing inequality for $X^{n}-\left\{Y_{i}^{n}\right\}_{i=1}^{L}-\hat{X}^{n}$; (b) follows from the fact that removing conditions only increases entropy; (c) follows since $\left\{Y_{i}(t)\right\}_{i=1}^{L}$ depends only on $X(t)$; and (d) follows since $X(t),\left\{Y_{i}(t)\right\}_{i=1}^{L}$ are i.i.d. over time.

Lemma 13 (Shannon lower bound [94]). Suppose $X, \hat{X}$ are d-dimensional vectors in $\mathbb{R}^{d}$ and consider any norm $\|X-\hat{X}\|$. Define the standard rate distortion function

$$
R(D):=\inf _{P_{\hat{X} \mid X}: \mathbb{E}\left[\|X-\hat{X}\|^{r}\right] \leq D} I(X ; \hat{X}) .
$$

Then, the Shannon lower bound is given by

$$
R(D) \geq R_{S L B}(D):=h(X)-\frac{d}{r} \log \left(\frac{r D}{d}\left(V_{d} \Gamma(1+d / r)\right)^{r / d} e\right)
$$

where $V_{d}$ is the volume of d-dimensional unit ball such that $\left\{x:\|x\| \leq 1, x \in \mathbb{R}^{d}\right\}$ and $\Gamma(\cdot)$ is the Gamma function.

Lemma 14 ( $[105,106])$. Suppose $X \in \mathbb{R}^{d}$ and conditions (C2)-(C4) hold. Then,

$$
I\left(X ;\left\{Y_{i}\right\}_{i=1}^{L}\right)=\frac{d}{2} \log \frac{L}{2 \pi e}+h(X)+\frac{1}{2} \mathbb{E}\left[\log \operatorname{det} I_{Y}(X)\right]+o(1)
$$

Combining all of the above, we can prove the converse.
Theorem 20 (Converse of Regular CEO Problem).

$$
\beta_{n-r e g} \geq C_{1}\left(\min _{U: X-Y-U} I(Y ; U \mid X)\right)^{r / 2}
$$

where

$$
C_{1}=\frac{1}{r e}\left(V_{1} \Gamma\left(1+\frac{1}{r}\right) \frac{e^{-\frac{1}{2} \mathbb{E}\left[\log \operatorname{det} I_{Y}(X)\right]}}{\sqrt{2 \pi e}}\right)^{-r}
$$

Proof. In particular, suppose that $\hat{X}^{\prime}(t)$ in Lem. 12 is an estimate achieving distortion $D^{\prime}:=$ $\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[\left|X(t)-\hat{X}^{\prime}(t)\right|^{r}\right]$ from $\left\{Y_{i}^{n}\right\}_{i=1}^{L}$ with $D^{\prime} \leq D$. Then, combining all lemmas we have the following chain of inequalities:

$$
\begin{aligned}
& h(X)-\frac{d}{r} \log \left(\frac{r D^{\prime}}{d}\left(V_{d} \Gamma(1+d / r)\right)^{r / d} e\right) \\
& \stackrel{(a)}{\leq} R_{\mathrm{SLB}}\left(D^{\prime}\right) \\
& \stackrel{(b)}{\leq} \inf _{P_{\hat{X} \mid X}: \mathbb{E}[\|X-\hat{X}\| r] \leq D^{\prime}} I(X ; \hat{X}) \\
& \leq \frac{1}{n} I\left(X^{n} ; \hat{X}^{\prime n}\right) \\
& \stackrel{(c)}{\leq} I\left(X ; Y^{L}\right) \\
& \stackrel{(d)}{=} \frac{1}{2} \log \frac{L}{2 \pi e}+h(X)+\frac{1}{2} \mathbb{E}\left[\log \operatorname{det} I_{Y}(X)\right]+o(1)
\end{aligned}
$$

where (a), (b) are from the Shannon lower bound Lem. 13; (b) is from Lem. 12; and (c) is from Lem. 14.

With $d=1$, we have the following inequality:

$$
h(X)-\frac{1}{r} \log \left(r D^{\prime}\left(V_{1} \Gamma(1+1 / r)\right)^{r} e\right) \leq \frac{1}{2} \log \frac{L}{2 \pi e}+h(X)+\frac{1}{2} \mathbb{E}\left[\log \operatorname{det} I_{Y}(X)\right]+o(1)
$$

Arranging terms, we obtain

$$
D \geq D^{\prime} \geq\left(\frac{1}{\sqrt{L}}\right)^{r} \frac{1}{r e}\left(V_{1} \Gamma\left(1+\frac{1}{r}\right) \frac{e^{-\frac{1}{2} \mathbb{E}\left[\log \operatorname{det} I_{Y}(X)\right]}}{\sqrt{2 \pi e}}\right)^{-r}=: \frac{C_{1}}{L^{r / 2}}
$$

where

$$
C_{1}=\frac{1}{r e}\left(V_{1} \Gamma\left(1+\frac{1}{r}\right) \frac{e^{-\frac{1}{2} \mathbb{E}\left[\log \operatorname{det} I_{Y}(X)\right]}}{\sqrt{2 \pi e}}\right)^{-r} .
$$

It is easy to see $D\left(L, R_{\text {sum }}\right) \geq C_{1} L^{-r / 2}$.
Multiplying $D\left(L, R_{\text {sum }}\right)$ by $R_{\text {sum }}^{r / 2}$,

$$
\begin{aligned}
\beta_{\mathrm{reg}} & \geq \lim _{L \rightarrow \infty}\left(\frac{1}{n} \sum_{t=1}^{n} \sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right)\right]\right)^{r / 2} \cdot \frac{C_{1}}{L^{r / 2}} \\
& =C_{1} \lim _{L \rightarrow \infty}\left(\frac{1}{n L} \sum_{t=1}^{n} \sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right)\right]\right)^{r / 2} \\
& \geq C_{1} \lim _{L \rightarrow \infty}\left(\frac{1}{n L} \sum_{t=1}^{n} \sum_{i=1}^{L} \min _{t, i, \breve{X}_{t}} I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right)\right)^{r / 2} \\
& \geq C_{1}\left(\min _{U: X-Y-U} I(Y ; U \mid X)\right)^{r / 2} .
\end{aligned}
$$

So the lower bound has been proved.

## Discussion

It is interesting to evaluate the Shannon lower bound for jointly Gaussian CEO problem. When the model is jointly Gaussian as in [57], but with general $r$ th power of difference, it is possible to exactly evaluate the right side of the chain of inequalities without resorting to Lem. 14. Note that when $X, Y^{L}$ are jointly Gaussian, once receiving $y^{L}$ the posterior distribution $\mathbb{P}\left(X \mid Y^{L}=y^{L}\right)$ is also Gaussian. Let $X, Z \sim \mathcal{N}\left(0, \sigma_{X}^{2}\right), \mathcal{N}\left(0, \sigma_{Z}^{2}\right)$, respectively, and $Y_{i}(t)=X(t)+Z_{i}(t)$.

Letting $\bar{y}$ be the sample mean, $\bar{y}:=\frac{1}{L} \sum_{\ell=1}^{L} y_{i}$,

$$
\begin{aligned}
\mathbb{P}\left(X \mid Y^{L}=y^{L}\right) & \sim \mathcal{N}\left(\mathbb{E}\left[X \mid Y^{L}=y^{L}\right], \operatorname{Var}\left[X \mid Y^{L}=y^{L}\right]\right) \\
& =\mathcal{N}\left(\frac{\sigma_{X}^{2}}{\sigma_{X}^{2}+\frac{\sigma_{Z}^{2}}{L}} \bar{y}, \frac{\sigma_{X}^{2}}{1+\frac{\sigma_{X}^{2}}{\sigma_{Z}^{2}} L}\right) .
\end{aligned}
$$

This results in the mutual information as follows:

$$
\begin{aligned}
I\left(X ; Y^{L}\right) & =h(X)-h\left(X \mid Y^{L}\right) \\
& =\frac{1}{2} \log \left(2 \pi e \sigma_{X}^{2}\right)-h\left(X \mid Y^{L}\right) \\
& =\frac{1}{2} \log \left(2 \pi e \sigma_{X}^{2}\right)-\int p\left(y^{L}\right) h\left(X \mid Y^{L}=y^{L}\right) d y^{L} \\
& =\frac{1}{2} \log \left(2 \pi e \sigma_{X}^{2}\right)-\int p\left(y^{L}\right) \frac{1}{2} \log \left(2 \pi e \frac{\sigma_{X}^{2}}{1+\frac{\sigma_{X}^{2}}{\sigma_{Z}^{2}} L}\right) d y^{L} \\
& =\frac{1}{2} \log \left(2 \pi e \sigma_{X}^{2}\right)-\frac{1}{2} \log \left(2 \pi e \frac{\sigma_{X}^{2}}{1+\frac{\sigma_{X}^{2}}{\sigma_{Z}^{2}} L}\right) .
\end{aligned}
$$

It is immediately apparent that $R_{\mathrm{SLB}}(D) \leq I\left(X ; Y^{L}\right)$ gives the same asymptotics $R_{\text {sum }}^{-r / 2}$ (up to a different constant factor). This verifies our aforementioned conclusion that nonGaussian regular models do not perform much better than the Gaussian model in the sense of sum-rate asymptotics, although Gaussianity is the worst compressible model [65].

It should also be noted that the median estimator is neither unique nor the best, but achieves the correct sum rate asymptotics. For instance, the (scaled version of) sample mean estimator in [57] turns out to be the best estimator for the quadratic Gaussian CEO problem even in non-asymptotic regime $[58,60]$ because the minimum mean-squared error estimator (MMSE) is in fact a linear summation of codewords for the additive Gaussian test channel. To illustrate pros and cons of those estimators, consider a simple estimation problem of $X$ from observation $Y_{i}=X+Z_{i}, i \in[1: L]$, where $Y_{i}$ is given observation, $Z_{i}$ is additive and i.i.d. drawn from some $f_{Z}$ with zero mean and $\sigma_{Z}^{2}$ variance. In this case, sample mean estimator is distributed approximately $\mathcal{N}\left(0, \sigma_{Z}^{2} / L\right)$ by the central limit theorem and so yields approximately $\sigma_{Z}^{2} / L$ quadratic distortion. However, the quadratic distortion induced by the median estimator is $\left(4 L f_{Z}^{2}(0)\right)^{-1}$ according to Lem. 10. Since the performance of the median estimator is independent of variance, the median estimator is more efficient when $Z$ is sufficiently heavy-tailed. Also the Gaussianity of Lem. 10 suggests a further extension to a broader class of estimators called consistent and asymptotic normal (CAN) estimators; for example, the maximum likelihood estimator (MLE) is also CAN and furthermore asymptotically efficient [107]. The asymptotic normality of MLE by the Bernstein-von Mises theorem will be a stepping stone to the equivalence of quadratic and logarithmic distortions in Sec. 5.4.

### 5.3 Non-regular Model

### 5.3.1 Model and Result

This section considers the bounded source and observation in [63], where the source-observation model is assumed to be non-regular in the sense of regularity conditions of the Cramer-Rao lower bound $[98,108]$. A special case of such non-regular model is known as a copula ${ }^{2}$ that models dependency between two (or multiple) uniform random variables and is widely used in quantitative finance: the CEO wishes to estimate some economic event or financial risk such as bankruptcy of a firm, but only related indicators governed by the copula model are observable. The formal definition of the non-regular model is as follows.
(B1) The source and the observation are finitely supported, that is, $\mathcal{X}, \mathcal{Y} \subset \mathbb{R}$ are finite intervals of the real line. Without loss of generality, we suppose $\mathcal{X}=\mathcal{Y}=[0,1]$. In addition, $f_{Y \mid x}$ is discontinuous at both end points of support conditioned on $x$, i.e., let $\mathcal{Y}_{x}:=\left[e_{\ell}(x), e_{u}(x)\right]$ be the support of $f_{Y \mid x}$, then, $f_{Y \mid x}\left(e_{\ell}(x)\right), f_{Y \mid x}\left(e_{u}(x)\right)>0$.
(B2) There exists a random variable $U \in \mathcal{U}$ satisfying the following: 1) the Markov chain $X-$ $Y-U$ holds; 2) $f_{U \mid x}$ has bounded support $[a(x), b(x)]$ for which $(a+b)(x)$ is invertible; 3) the inverse function $\ell^{-1}=(a+b)^{-1}$ exists and is Lipschitz with constant $K>0$; and 4) $f_{U \mid x}(u \mid x)$ does not vanish at either end point $a(x), b(x)$, i.e., $f_{U \mid x}(a(x) \mid x), f_{U \mid x}(b(x) \mid x)>$ $\delta$ for some positive $\delta$ that does not depend on $x$. Without loss of generality, we assume $\mathcal{U}=[0,1]$.

As illustration, a simple example of $(X, Y)$ that satisfies (B1) is a copula [109]. Another example is a uniform source with independent additive uniform observational noise, i.e., $Y_{i}=X+Z_{i}$ where $X, Z_{i} \sim \operatorname{unif}[0,1]$. Also $X \sim$ unif $[0,1]$ with $Y \sim \operatorname{unif}[0, X]$ is an example that satisfies (B1). Verifying (B1) for the copula example is given in [63], and for the uniform examples is immediate. Also it should be noted that one of regularity conditions of the Cramer-Rao lower bound [98, Sec. 2.5], namely that the support of $f_{Y \mid X}$ is the same for all $x \in \mathcal{X}$, is violated in (B1) as well as in all examples above, so that the model is called non-regular.

Let $\mathcal{S}_{\text {n-reg }}$ be the set of $U$ s that satisfy (B2). Applying a copula test channel (e.g., Clayton copula) $f_{U \mid Y}$ to $Y$ satisfies (B2) so that $\mathcal{S}_{\mathrm{n} \text {-reg }}$ is nonempty.

[^8]Theorem 21 (Non-regular CEO problem). Suppose condition (B1) holds for source and observation model and there exists $U$ such that (B2) holds. Then, for distortion measure $d(x, \hat{x})=|x-\hat{x}|^{r}$,

$$
C_{3}\left(\min _{U: X-Y-U} I(Y ; U \mid X)\right)^{r} \leq \beta_{n-\text { reg }} \leq C_{4}\left(\min _{U \in \mathcal{S}_{n-\text { reg }}} I(Y ; U \mid X)\right)^{r}
$$

where

$$
\begin{aligned}
C_{3} & =r 2^{-r} \int_{\tilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1} f_{X}(x) e^{-\widetilde{h} g(x)} d x d \widetilde{h} \\
C_{4} & =\frac{r!2^{r+1} K^{r}}{\delta^{r}}
\end{aligned}
$$

with

$$
g(x)=\left.\frac{d}{d \Delta}\left(-\min _{s \in[0,1]} \log \left(\int f_{Y \mid X}^{s}(y \mid x) f_{Y \mid X}^{1-s}(y \mid x+\Delta) d y\right)\right)\right|_{\Delta=0}
$$

and the minimum of the lower bound is taken over non-trivial random variables to ensure that the mutual information is non-zero.

Before proceeding, it should be noted that proofs in the sequel repeat parts of standard achievability and converse proofs in Sec. 5.2.2 and Sec. 5.2.3 and so are omitted.

### 5.3.2 Direct Coding Theorem

Like Sec. 5.2.2, we repeat quantization, Berger-Tung compression-decompression, and then estimation of the source $X$. Conditions for the quantization are the following:

$$
\begin{align*}
\mathbb{E}\left[|U-\widetilde{U}|^{r}\right] & \leq \delta_{0},  \tag{5.4}\\
|I(Y ; U)-I(\widetilde{Y} ; \widetilde{U})| & \leq \delta_{1}, \\
|I(X ; U)-I(\widetilde{X} ; \widetilde{U})| & \leq \delta_{2} .
\end{align*}
$$

The remaining steps are the same as Sec. 5.2.2 except for the estimation step. Midrange estimator will be used to estimate the source since it is optimal in several cases with bounded support [95,110,111]. Furthermore, it is more efficient than sample mean in many cases such as the cosine, parabolic, rectangular, and inverted parabolic distributions [95].

Theorem 22 (Achievability of Non-regular CEO Problem).

$$
\beta_{n-r e g} \leq \frac{r!2^{r+1} K^{r}}{\delta^{r}}\left(\min _{U \in \mathcal{S}_{n-\text { reg }}} I(Y ; U \mid X)\right)^{r}
$$

where $\delta>0$ is given in the condition (B2).
Proof. As mentioned, the CEO estimates by sample midrange estimator, i.e.,

$$
\hat{X}(t)=\ell^{-1}\left(\frac{\hat{U}_{(1)}(t)+\hat{U}_{(L)}(t)}{2}\right)
$$

Then we have the following distortion upper bound:

$$
\begin{aligned}
& \mathbb{E}\left[|X(t)-\hat{X}(t)|^{r}\right]=\mathbb{E}\left[\left|X(t)-\ell^{-1}\left(\frac{\hat{U}_{(1)}(t)+\hat{U}_{(L)}(t)}{2}\right)\right|^{r}\right] \\
& =\mathbb{E}\left[\left|\ell^{-1}\left(\frac{a(X(t))+b(X(t))}{2}\right)-\ell^{-1}\left(\frac{\hat{U}_{(1)}(t)+\hat{U}_{(L)}(t)}{2}\right)\right|^{r}\right] \\
& \leq K^{r} \mathbb{E}\left[\left|\frac{a(X(t))+b(X(t))}{2}-\frac{\hat{U}_{(1)}(t)+\hat{U}_{(L)}(t)}{2}\right|^{r}\right]
\end{aligned}
$$

since $\ell^{-1}$ is Lipschitz with constant $K$. For notational simplicity, let us denote $a_{X}=$ $a(X(t)), b_{X}=b(X(t))$ and omit ' $(t)$ '.

$$
\begin{aligned}
& K^{r} \mathbb{E}\left[\left|\frac{a_{X}+b_{X}}{2}-\frac{\hat{U}_{(1)}+\hat{U}_{(L)}}{2}\right|^{r}\right] \\
& \stackrel{(a)}{\leq} K^{r} \mathbb{E}\left[\left(\left|\frac{a_{X}+b_{X}}{2}-\frac{U_{(1)}+U_{(L)}}{2}\right|^{2}+\left|\frac{U_{(1)}+U_{(L)}}{2}-\frac{\hat{U}_{(1)}+\hat{U}_{(L)}}{2}\right|\right)^{r}\right] \\
& \stackrel{(b)}{\leq}(2 K)^{r} \mathbb{E}\left[\left|\frac{a_{X}+b_{X}}{2}-\frac{U_{(1)}+U_{(L)}}{2}\right|^{r}\right]+(2 K)^{r} \mathbb{E}\left[\left|\frac{U_{(1)}+U_{(L)}}{2}-\frac{\hat{U}_{(1)}+\hat{U}_{(L)}}{2}\right|^{r}\right] \\
& =K^{r} \mathbb{E}\left[\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r}\right]+K^{r} \mathbb{E}\left[\left|U_{(1)}+U_{(L)}-\hat{U}_{(1)}-\hat{U}_{(L)}\right|^{r}\right] \\
& \stackrel{(c)}{\leq} K^{r} \mathbb{E}\left[\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r}\right]+\epsilon,
\end{aligned}
$$

where (a) follows from the triangle inequality; (b) follows from Prop. 18 in App. D.4; and (c) is proven by Lem. 16 in App. D.2.

Recall that $f_{U \mid X}$ does not vanish at either end point, $a_{X}$ and $b_{X}$. Define the set $\mathcal{I}:=$

$$
\begin{aligned}
& \left\{u_{(1)}>a_{X}+\epsilon \text { or } u_{(L)}<b_{X}-\epsilon_{1}\right\} \text { so that } \mathcal{I}^{c}=\left\{U_{(1)} \leq a_{X}+\epsilon_{1} \text { and } U_{(L)} \geq b_{X}-\epsilon_{1}\right\} . \\
& \mathbb{E}\left[\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r}\right]=\mathbb{E}_{X} \mathbb{E}_{U \mid X}\left[\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r} \mid X\right]
\end{aligned}
$$

The conditional expectation is

$$
\begin{align*}
& \mathbb{E}_{U \mid X}\left[\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r} \mid X\right] \\
& =\int_{\mathcal{I}}\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r} f_{U_{(1)}, U_{(L)} \mid X}\left(u_{(1)}, u_{(L)} \mid x\right) d u_{(1)} d u_{(L)} \\
& \quad+\int_{\mathcal{I}^{c}}\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r} f_{U_{(1)}, U_{(L)} \mid X}\left(u_{(1)}, u_{(L)} \mid x\right) d u_{(1)} d u_{(L)} \\
& \leq \text { const } \cdot \mathbb{P}[\mathcal{I} \mid X]+\int_{\mathcal{I}^{c}}\left|a_{X}+b_{X}-U_{(1)}-U_{(L)}\right|^{r} f_{U_{(1)}, U_{(L)} \mid X}\left(u_{(1)}, u_{(L)} \mid x\right) d u_{(1)} d u_{(L)} . \tag{5.5}
\end{align*}
$$

Let us separately evaluate each term. First, since $\left\{U_{i}\right\}_{i=1}^{L}$ are independent when conditioned on $X$,

$$
\begin{aligned}
\mathbb{P}[\mathcal{I} \mid X] & \leq \mathbb{P}\left[U_{(1)}>a_{X}+\epsilon_{1} \mid X\right]+\mathbb{P}\left[U_{(L)}<b_{X}-\epsilon_{1} \mid X\right] \\
& =\prod_{i=1}^{L} \mathbb{P}\left[U_{i}>a_{X}+\epsilon_{1} \mid X\right]+\prod_{i=1}^{L} \mathbb{P}\left[U_{i}<b_{X}-\epsilon_{1} \mid X\right] \\
& =\prod_{i=1}^{L}\left(1-\mathbb{P}\left[U_{i} \leq a_{X}+\epsilon_{1} \mid X\right]\right)+\prod_{i=1}^{L}\left(1-\mathbb{P}\left[U_{i} \geq b_{X}-\epsilon_{1} \mid X\right]\right) \\
& =\left(1-\mathbb{P}\left[U \leq a_{X}+\epsilon_{1} \mid X\right]\right)^{L}+\left(1-\mathbb{P}\left[U \geq b_{X}-\epsilon_{1} \mid X\right]\right)^{L}
\end{aligned}
$$

where the last equality follows since agents are i.i.d. Since $f_{U \mid X}$ is continuous and does not vanish at $a_{X}, b_{X}$ :

$$
\begin{aligned}
& \lim _{u \rightarrow a_{X} \text { or } b_{X}} f_{U \mid X}(u \mid x) \geq \delta \\
& \mathbb{P}\left[U \leq a_{X}+\epsilon_{1} \mid X\right] \geq \delta \epsilon_{1} \quad \text { and } \quad \mathbb{P}\left[U \geq b_{X}-\epsilon_{1} \mid X\right] \geq \delta \epsilon_{1} .
\end{aligned}
$$

Therefore

$$
\mathbb{P}[\mathcal{I} \mid X] \leq\left(1-\mathbb{P}\left[U \leq a_{X}+\epsilon_{1} \mid X\right]\right)^{L}+\left(1-\mathbb{P}\left[U \geq b_{X}-\epsilon_{1} \mid X\right]\right)^{L} \leq 2\left(1-\delta \epsilon_{1}\right)^{L}
$$

so the first term vanishes exponentially fast as $L$.

Let us consider the second term of (5.5). Take random variables

$$
\begin{aligned}
& \eta:=L \int_{a_{X}}^{U_{(1)}} f_{U \mid X}(u) d u \geq \delta L\left(U_{(1)}-a_{X}\right), \\
& \xi:=L \int_{U_{(L)}}^{b_{X}} f_{U \mid X}(u) d u \geq \delta L\left(b_{X}-U_{(L)}\right),
\end{aligned}
$$

where $a_{X} \leq U_{(1)} \leq a_{X}+\epsilon_{1}, b_{X}-\epsilon_{1} \leq U_{(L)} \leq b_{X}$ with marginal and joint distributions [112]

$$
\begin{aligned}
f_{\xi}(s) & =f_{\eta}(s)=\left(1-\frac{s}{L}\right)^{L-1} \text { and } \\
f_{\xi, \eta}\left(s_{1}, s_{2}\right) & =\frac{L-1}{L}\left(1-\frac{s_{1}+s_{2}}{L}\right)^{L-2}
\end{aligned}
$$

where $s_{1}, s_{2} \geq 0$ and $s_{1}+s_{2} \leq L$. Also note that as $L \rightarrow \infty, \xi$ and $\eta$ are asymptotically independent and $f_{\xi}(s), f_{\eta}(s) \rightarrow e^{-s}$. From the definition of $\xi, \eta$,

$$
\left|a_{X}+b_{X}-\left(U_{(1)}+U_{(L)}\right)\right|^{r}=\left(\left(U_{(1)}-a_{X}\right)+\left(b_{X}-U_{(L)}\right)\right)^{r} \leq \frac{2^{r}\left(\xi^{r}+\eta^{r}\right)}{(L \delta)^{r}}
$$

where the last inequality follows from Prop. 18 and the definitions of $\eta$ and $\xi$. Therefore, when $L$ is large the second term is

$$
\begin{aligned}
& \int_{\mathcal{I}^{c}}\left|a_{X}+b_{X}-U_{(1)}+U_{(L)}\right|^{r} f_{u_{(1)}, u_{(L)} \mid X}\left(u_{(1)}, u_{(L)} \mid x\right) d u_{(1)} d u_{(L)} \\
& \leq \frac{2^{r}}{(L \delta)^{r}} \int_{0}^{L\left(1-F_{U \mid X}\left(b_{X}-\epsilon_{1}\right)\right.} \int_{0}^{L F_{U \mid X}\left(a_{X}+\epsilon_{1}\right)}\left(s_{1}^{r}+s_{2}^{r}\right) f_{\xi, \eta}\left(s_{1}, s_{2}\right) d s_{1} d s_{2} .
\end{aligned}
$$

Combining all of the above,

$$
\begin{aligned}
& R_{\text {sum }}^{r} D(L, R) \\
& \leq R_{\text {sum }}^{r} K^{r} \mathbb{E}_{X}\left[\frac{2^{r}}{(L \delta)^{r}} \int_{0}^{L\left(1-F_{U \mid X}\left(b_{X}-\epsilon_{1}\right)\right.} \int_{0}^{L F_{U \mid X}\left(a_{X}+\epsilon_{1}\right)}\left(s_{1}+s_{2}\right) f_{\xi, \eta}\left(s_{1}, s_{2}\right) d s_{1} d s_{2}+\epsilon\right] .
\end{aligned}
$$

As $\int_{0}^{\infty} s^{r} e^{-s} d s=r!$,

$$
\lim _{L \rightarrow \infty} R_{\mathrm{sum}}^{r} D\left(L, R_{\mathrm{sum}}\right) \leq \frac{(2 K)^{r} I(Y ; U \mid X)^{r}}{\delta^{r}}\left(2 \int_{0}^{\infty} s^{r} e^{-s} d s\right)=\frac{r!2^{r+1} K^{r} I(Y ; U \mid X)^{r}}{\delta^{r}}
$$

Taking infimum over $\mathcal{S}_{\mathrm{n} \text {-reg }}$ gives us the achievability.

### 5.3.3 Converse Coding Theorem

To show the converse, we will use the generalized Chazan-Ziv-Zakai bound since it still holds for the non-regularity conditions (B1) and (B2) unlike the Cramer-Rao lower bound. The next lemma is a generalized version of the Chazan-Ziv-Zakai bound. Proof is an easy extension of special case $r=2[96,113]$, but for the sake of completeness we include it in App. D.3. Note that $P_{\text {min }}$ in the next theorem is a function of $f_{Y \mid X}$ so it is also an uncoded lower bound like the Shannon lower bound in Sec. 5.2.3. However, it gives a matching asymptotic lower bound up to a constant.

Lemma 15 (Chazan-Ziv-Zakai Bound for $r \in \mathbb{N}$ ). Suppose $X \in[0,1]$. Then,

$$
\mathbb{E}\left[|X-\hat{X}|^{r}\right] \geq \int_{h=0}^{1} r 2^{-r} h^{r-1} \int_{x=0}^{1-h} \frac{f_{X}(x)+f_{X}(x+h)}{2} P_{\min }[x, x+h] d x d h
$$

where $P_{\text {min }}$ is the minimum probability of error of binary hypothesis testing with $H_{0}: Y \sim f_{Y \mid x}$ and $H_{1}: Y \sim f_{Y \mid x+h}$.

Proof. See App. D.3.
Recall that the same argument in Sec. 5.2.3 gives the sum rate lower bound

$$
R_{\text {sum }} \geq \frac{1}{n} \sum_{t=1}^{n} \sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right.
$$

Theorem 23 (Converse for Non-regular CEO Problem).

$$
\beta_{n-\mathrm{reg}} \geq r 2^{-r}\left(\min _{U: X-Y-U} I(Y ; X \mid U)\right) \int_{\tilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1} f_{X}(x) e^{-\widetilde{h} g(x)} d x d \widetilde{h}
$$

where

$$
g(x)=\left.\frac{d}{d \Delta}\left(-\min _{s \in[0,1]} \log \left(\int f_{Y \mid X}^{s}(y \mid x) f_{Y \mid X}^{1-s}(y \mid x+\Delta) d y\right)\right)\right|_{\Delta=0}
$$

Proof. It is obvious that the estimate from $\left\{Y_{i}^{n}\right\}_{i=1}^{L}$ performs better than an estimate from
codewords. Let $\hat{X}^{\prime}$ be the uncoded estimate, i.e., $\hat{X}^{\prime}=\hat{X}^{\prime}\left(\left\{Y_{i}^{n}\right\}_{i=1}^{L}\right)$. Then,

$$
\begin{aligned}
& D^{n}\left(X^{n}, \hat{X}^{n}\right) \\
& \geq D^{n}\left(X^{n},\left(\hat{X}^{\prime}\right)^{n}\right) \\
& =\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[|X(t)-\hat{X}(t)|] \\
& \stackrel{(a)}{\geq} \frac{1}{n} \frac{r 2^{-r}}{2} \sum_{t=1}^{n} \int_{h=0}^{1} h^{r-1} \int_{x=0}^{1-h}\left(f_{X}(x)+f_{X}(x+h)\right) P_{\min }(x, x+h) d x d h \\
& =\frac{1}{n} \frac{r 2^{-r}}{2 L^{r}} \sum_{t=1}^{n} \int_{h=0}^{1}(L h)^{r-1} \int_{x=0}^{1-h}\left(f_{X}(x)+f_{X}(x+h)\right) P_{\min }(x, x+h) d x d(h L) \\
& \stackrel{(b)}{=} \frac{1}{n} \frac{r 2^{-r}}{2 L^{r}} \sum_{t=1}^{n} \int_{\tilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\tilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h} \\
& \stackrel{(c)}{\geq} \frac{r 2^{-r}}{2 L^{r}} \frac{\frac{1}{n}}{\sum_{t=1}^{n}\left[\int_{\tilde{h}=0}^{1} \int_{x=0}^{1-\frac{\tilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h}\right]^{-1}},
\end{aligned}
$$

where (a) follows from the Chazan-Ziv-Zakai bound in Lem. 15; (b) is obtained by letting $\widetilde{h}=h L$; and (c) follows from the arithmetic-harmonic (AM-HM) inequality. In addition,

$$
\begin{aligned}
& R_{\text {sum }}^{r} D^{n}\left(X^{n}, \hat{X}^{n}\right) \\
& \geq \frac{r 2^{-r}}{2 L^{r}} \frac{\left(\frac{1}{n} \sum_{t=1}^{n} \sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r}\right.}{\frac{1}{n} \sum_{t=1}^{n}\left[\int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\widetilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h}\right]^{-1}} \\
& \stackrel{(a)}{\geq} \frac{r 2^{-r}}{2 L^{r}} \frac{\frac{1}{n} \sum_{t=1}^{n}\left(\sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r}\right.}{\frac{1}{n} \sum_{t=1}^{n}\left[\int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\tilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h}\right]^{-1}} \\
& =\frac{r 2^{-r}}{2 L^{r}} \frac{\sum_{t=1}^{n}\left(\sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r}\right.}{\sum_{t=1}^{n}\left[\int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\widetilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h}\right]^{-1}} \\
& \begin{array}{l}
(b) \\
\geq \frac{r 2^{-r}}{2 L^{r}} \min _{t} \frac{\left(\sum_{i=1}^{L} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r}\right.}{\left[\int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\widetilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h}\right]^{-1}} \\
\geq \frac{r 2^{-r}}{2} \min _{t, i} \frac{\left(\mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r}\right.}{\left[\int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\widetilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h}\right]^{-1}} \\
=\frac{r 2^{-r}}{2} \min _{t, i}\left(\mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r}\right. \\
\quad \times \int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\widetilde{h}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right) d x d \widetilde{h},
\end{array}
\end{aligned}
$$

where (a) follows after applying the Jensen's inequality on the numerator; and (b) follows from Prop. 17 in App. D.4. Also the Chernoff-Stein lemma [70] gives

$$
P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right)=e^{-L C\left(x, x+\frac{\tilde{h}}{L}\right)}
$$

where $C\left(x, x+\frac{\widetilde{h}}{L}\right)$ is the Chernoff information between two conditional densities of $y$ given $x$ and $x+\frac{\widetilde{h}}{L}$. Since $L \rightarrow \infty$, the quantity $G_{x}\left(\frac{\widetilde{h}}{L}\right):=C\left(x, x+\frac{\widetilde{h}}{L}\right)$ can be approximated by
the Maclaurin expansion

$$
G_{x}(\Delta)=G_{x}(0)+\Delta \cdot G_{x}^{\prime}(0)+O\left(\Delta^{2}\right)
$$

As $G_{x}(0)=0$, we have

$$
P_{\min }\left(x, x+\frac{\widetilde{h}}{L}\right)=e^{-L C\left(x, x+\frac{\tilde{h}}{L}\right)}=e^{-\widetilde{h} G_{x}^{\prime}(0)+O\left(L^{-1}\right)}
$$

Therefore, for large $L$,

$$
\begin{aligned}
& R_{\text {sum }}^{r} D^{n}\left(X^{n}, \hat{X}^{n}\right) \\
& \geq \frac{r 2^{-r}}{2}\left(\min _{t, i} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r}\right. \\
& \quad \times \int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1-\frac{\tilde{L}}{L}}\left(f_{X}(x)+f_{X}\left(x+\frac{\widetilde{h}}{L}\right)\right) e^{-\widetilde{h} G_{x}^{\prime}(0)+O\left(L^{-1}\right)} d x d \widetilde{h} \\
& \stackrel{(a)}{=} \frac{r 2^{-r}}{2}\left(\min _{t, i} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r} \int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1} 2 f_{X}(x) e^{-\widetilde{h} g(x)} d x d \widetilde{h}\right. \\
& =r 2^{-r}\left(\min _{t, i} \mathbb{E}_{\breve{X}_{t}}\left[I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right]\right)^{r} \int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1} f_{X}(x) e^{-\widetilde{h} g(x)} d x d \widetilde{h}\right. \\
& \geq r 2^{-r}\left(\min _{t, i, \widetilde{X}_{t}} I\left(Y_{i}(t) ; U_{i}\left(t, \breve{X}_{t}\right) \mid X(t)\right)^{r} \int_{\widetilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1} f_{X}(x) e^{-\widetilde{h} g(x)} d x d \widetilde{h},\right.
\end{aligned}
$$

where (a) follows from the fact that $L$ is sufficiently large; and $g(x)$ is the first derivative of $G_{x}^{\prime}(0)$, i.e.,

$$
g(x)=\left.\frac{d}{d \Delta}\left(-\min _{s \in[0,1]} \log \left(\int f_{Y \mid X}^{s}(y \mid x) f_{Y \mid X}^{1-s}(y \mid x+\Delta) d y\right)\right)\right|_{\Delta=0}
$$

Taking limits concludes the proof that

$$
\begin{aligned}
\beta_{\mathrm{n} \text {-reg }} & =\lim _{L, R_{\text {sum }} \rightarrow \infty} \lim _{n \rightarrow \infty} R_{\text {sum }}^{r} D^{n}\left(X^{n}, \hat{X}^{n}\right) \\
& \geq r 2^{-r}\left(\min _{U: X-Y-U} I(Y ; U \mid X)\right)^{r} \int_{\tilde{h}=0}^{1} \widetilde{h}^{r-1} \int_{x=0}^{1} f_{X}(x) e^{-\widetilde{h} g(x)} d x d \widetilde{h} .
\end{aligned}
$$

### 5.4 Equivalence of Quadratic and Logarithmic Distortions

In this section, we will show that quadratic distortion $D_{\mathrm{Q}}$ and logarithmic distortion $D_{\text {Log }}[61]$ are in fact asymptotically equivalent under some conditions. Those two are in general related by the entropy power inequality [70], that is, when $Z$ is a set of received messages,

$$
\operatorname{Var}(X \mid Z) \geq \frac{1}{2 \pi e} e^{h(X \mid Z)} \Longrightarrow D_{\mathrm{Q}} \geq \frac{1}{2 \pi e} 2^{D_{\log }}
$$

We previously showed equality in the case of the jointly Gaussian CEO problem with finite number of agents [62] due to entropy maximization property of Gaussians. Here we extend it to our regular CEO problem and provide conditions for which $D_{\mathrm{Q}}$ and $D_{\text {Log }}$ are equivalent under the entropy power conversion $D_{\mathrm{Q}}=\frac{1}{2 \pi e} 2^{D_{\log }}$, as $L \rightarrow \infty$. Regarding such universality of logarithmic distortion, it is known that logarithmic distortion is equivalent to any distortion measure in a direct source coding problem [114], but note that it is not true for remote source coding problems.

To argue the equivalence, we state again that each agent's test channel $f_{U_{i} \mid Y_{i}}$ is identical to $f_{U \mid Y}$ as assumed in the previous sections since it does not lose optimality. ${ }^{3}$ Also beyond the regular model in Sec. 5.2, we further suppose the following conditions on test channel for logarithmic optimal codewords $[115,116]$ :
(C1) For all $x \in \mathcal{X}$, it holds that $\int_{\mathcal{U}} \frac{\partial^{2}}{\partial x^{2}} f_{U \mid X}(u \mid x) d u=0$. Also the Fisher information is finite and positive, i.e.,

$$
0<I_{U}(x):=\mathbb{E}_{U \mid x}\left[\left(\frac{\partial}{\partial x} \log f_{U \mid X}(U \mid x)\right)^{2}\right]<\infty
$$

for all $x \in \mathcal{X}$.
(C2) Let $x_{0}$ denote the true source. Then, there exists $k(u)$ such that $\left|\frac{\partial^{2}}{\partial x^{2}} f_{U \mid x}(u \mid x)\right| \leq k(u)$ on small neighborhood of $x_{0}$ and such that $\mathbb{E}_{x_{0}}[k(U)]$ is finite.

Define $\mathcal{S}_{\text {reg }}^{\prime}$ to be the set of $U$ s that satisfy ( C 1 ) and (C2) as well as (A5)-(A7). Note that although $\mathcal{S}_{\text {reg }}^{\prime} \subset \mathcal{S}_{\text {reg }}$, it only affects a constant factor in Thm. 18.

Theorem 24. Given $L, R_{\text {sum }}$, suppose optimal codebook for logarithmic distortion is gener-

[^9]ated from a member of $\mathcal{S}_{\text {reg }}^{\prime}$. Then, $D_{Q}\left(L, R_{\text {sum }}\right)$ and $D_{\text {Log }}\left(L, R_{\text {sum }}\right)$ asymptotically satisfy
$$
D_{Q}\left(L, R_{\text {sum }}\right)-\frac{1}{2} \log \left(2 \pi e D_{\log }\left(L, R_{\text {sum }}\right)\right) \rightarrow 0 \text { as } L, R_{\text {sum }} \rightarrow \infty
$$

It is easy to anticipate that the logarithmic distortion decays as $-\log L$ (so that $-\log R_{\text {sum }}$ ) since the minimum logarithmic distortion is always $h\left(X \mid U^{L}\right)$ by declaring posterior distribution [61, Lem. 1] and $h\left(X \mid U^{L}\right)$ decreases as $-\log L$ from Lem. 14. The above theorem not only validates such intuition, but also shows its asymptotic equivalence to quadratic distortion with entropy power relation. Before proceeding to the proof, let us state the Bernstein-von Mises theorem which is often referred to as asymptotic normality of posterior, without the prior having an effect.

Lemma 16 (Bernstein-von Mises [115,116]). Suppose (C1) and (C2) as well as (A1)-(A7) hold. Then, for any $x_{0} \in \mathcal{X}$,

$$
\left\|f\left(X \mid U^{L}\right)-\mathcal{N}\left(\hat{X}_{M L E},\left(L I_{U}\left(x_{0}\right)\right)^{-1}\right)\right\|_{T V} \rightarrow 0 \text { as } L \rightarrow \infty \text { with } f_{Y \mid x_{0}} \text {-probability } 1,
$$

where $\hat{X}_{\text {MLE }}$ and $\|\cdot\|_{T V}$ denote the maximum likelihood estimator and total variation distance, respectively.

Now we can prove the equivalence, which relies on the Bernstein-von Mises theorem.
Proof of Thm. 24. Let us consider the quadratic optimal codebook and fix some codewords $\left(w_{1}, w_{2}, \ldots, w_{L}\right)$. Then, incurred quadratic distortion is

$$
\begin{aligned}
& \left(D_{\mathrm{Q}}^{n}\left(L, R_{\text {sum }} \mid\left\{w_{i}\right\}_{i=1}^{L}\right)\right)^{n} \\
& =\left(\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left|X_{i}-\hat{X}_{i}\right|^{2} \mid\left\{w_{i}\right\}_{i=1}^{L}\right]\right)^{n}=\left(\frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left(X_{i} \mid\left\{w_{i}\right\}_{i=1}^{L}\right)\right)^{n} \\
& \stackrel{(a)}{\geq} \prod_{i=1}^{n} \operatorname{Var}\left(X_{i} \mid\left\{w_{i}\right\}_{i=1}^{L}\right) \\
& \stackrel{(b)}{\geq} \prod_{i=1}^{n} \frac{1}{2 \pi e} e^{2 h\left(X_{i} \mid\left\{w_{i}\right\}_{i=1}^{L}\right)}=\frac{1}{(2 \pi e)^{n}} e^{2 \sum h\left(X_{i} \mid\left\{w_{i}\right\}_{i=1}^{L}\right)} \\
& \stackrel{(c)}{=} \frac{1}{(2 \pi e)^{n}} 2^{2 n D_{\text {Log }}^{n}\left(L, R_{\text {sum }} \mid\left\{w_{i}\right\}_{i=1}^{L}\right)}=\left(\frac{1}{2 \pi e} 2^{2 D_{\text {Log }}^{n}\left(L, R_{\text {sum }} \mid\left\{w_{i}\right\}_{i=1}^{L}\right)}\right)^{n}
\end{aligned}
$$

where (a) follows from the arithmetic-geometric inequality; (b) follows from the fact that Gaussian maximizes differential entropy for a given variance; and (c) follows by declaring
the true posterior distribution [61, Lem. 1]. Hence, taking expectation over all codewords,

$$
\begin{aligned}
D_{\mathrm{Q}}^{n}\left(L, R_{\text {sum }}\right) & =\mathbb{E}\left[D_{\mathrm{Q}}^{n}\left(L, R_{\text {sum }} \mid\left\{W_{i}\right\}_{i=1}^{L}\right)\right] \geq \mathbb{E}\left[\frac{1}{2 \pi e} 2^{2 D_{\text {Log }}^{n}\left(L, R_{\text {sum }} \mid\left\{W_{i}\right\}_{i=1}^{L}\right)}\right] \\
& \xrightarrow{(d)} \frac{1}{2 \pi e} e^{2 \mathbb{E}\left[D_{\text {Log }}^{n}\left(L, R_{\text {sum }} \mid\left\{W_{i}\right\}_{i=1}^{L}\right)\right]}=\frac{1}{2 \pi e} 2^{2 \widetilde{D}_{\text {Log }}^{n}\left(L, R_{\text {sum }}\right)}
\end{aligned}
$$

where (d) follows from the Jensen's inequality and $\widetilde{D}_{\text {Log }}^{n}$ is the logarithmic distortion incurred by quadratic optimal codebook. It is therefore obvious that the logarithmic optimal codebook achieves a smaller distortion. It shows one direction

$$
D_{\mathrm{Q}}^{n}\left(L, R_{\text {sum }}\right) \geq \frac{1}{2 \pi e} 2^{2 D_{\text {Log }}^{n}\left(L, R_{\text {sum }}\right)}
$$

To show the other direction, consider the logarithmic optimal codebook.

$$
D_{\mathrm{Log}}^{n}\left(L, R_{\text {sum }}\right)=h\left(X \mid U^{L}\right) \stackrel{(a)}{=} \frac{1}{2} \log \left(2 \pi e \operatorname{Var}\left(X \mid U^{L}\right)\right) \stackrel{(b)}{\geq} \frac{1}{2} \log \left(2 \pi e D_{\mathrm{Q}}^{n}\left(L, R_{\text {sum }}\right)\right),
$$

where (a) is in fact ' $\geq$ ', but the equality holds asymptotically by the Bernstein-von Mises theorem; and (b) follows since the logarithmic optimal codebook is suboptimal for quadratic distortion. The theorem is proved.

### 5.5 Chapter Summary

In this chapter, we study two continuous alphabet CEO problems - regular and non-regularand find their matching sum rate asymptotics $R_{\text {sum }}^{-r / 2}$ and $R_{\text {sum }}^{-r}$, respectively, for $|x-\hat{x}|^{r}$ distortion. We also propose practical estimators, sample median and midrange estimators, unlike usual MLE or MMSE [39,57] that are computationally expensive.

Inspired by the Bernstein-von Mises theorem, we also provide a condition for the regular model, under which quadratic and logarithmic distortions are asymptotically equivalent by entropy power relation as the number of agents grows.

## Chapter 6

## Conclusion and Future Research

In this dissertation, we have discussed three examples of human-machine information processing systems. As noted, the main reason for the difference from machine-only systems is the bounded rationality of humans. We aim at separate examples of bounded rationality in each chapter.

We model the bounded rationality as workload-dependent (in Chaps. 2 and 3) information processing quality and study Shannon's capacity theorem. The purpose of this research is to understand how systems that involve humans behave and how we can optimally design them. We only consider one aspect of the queueing metric, namely queue length seen by departure; we believe this is the most reasonable metric at least in a crowdsourcing application. However, moving to another queueing metric, we can also consider the case that service quality relies on the queue-length seen by arrivals. This is especially the case when customers in a hurry are the source of errors. The nature of Chaps. 2 and 3, however, remains unchanged since, for the single-user case, distributions of queue-length seen by arrivals and departures are identical. The distributions seen by arrivals and departures are nonidentical in general. Waiting-time-dependent service quality is interesting and a good proxy for quantum bit processing [117].

Social learning in sequential decision-making (Chap. 4) is a new formulation in the sense that people in sequential social learning are not aware of others' beliefs based on which previous decisions are made. This study brought to light two main attributes. Firstly, having perfect prior information does not guarantee that the team can function well together. In fact, complementary sets of traits constitute good teams, therein informing us of what pairs of agents can function well together. In addition, comparing the optimal beliefs with the Prelec reweighting functions, we observe that humans might be fundamentally predisposed to functioning well in teams if the advisor is open-minded and has more expertise than the closed-minded learner. The social learning study allows us to deduce optimal interactions between human and machine depending on expertise and bias on an inference problem. With the growth of machine learning, designing machines for humans or systems that interact with
humans, for example crowdsourcing systems or AI-assisted physicians, is crucial. Therefore, developing machines involving humans in the loop is a problem of great interest. From cumulative prospect theory, we can assume the Prelec reweighting function is a good analytic model for humans, which leads us to a further machine-human interacting system design.

Lastly, we formulate collaborative decision-making as a CEO problem and then extend the classical CEO problem to two continuous alphabet settings, called regular and non-regular CEO problems, with general $r$ th power of difference and logarithmic distortions, and study matching asymptotics of distortions. Noting that the conditions for regular models (A1)(A7) and for non-regular models (B1)-(B2) do not form a disjoint partition, there are many other models that do not belong to either of the two. For example, when the observational noise is additive triangular, it does not satisfy non-vanishing probability density in (B1) so that the midrange estimator does not gives tight asymptotics with the Chazan-Ziv-Zakai based converse. So it would be an interesting future direction to find a generalization of the source-observation condition and its matching estimation scheme in (non-)asymptotic regime. As mentioned, the jointly Gaussian model is the worst model among all finite variance models as shown in [65] and all regular models have the same asymptotics. Therefore, regular models belong to the class of the slowest distortion decay $R_{\text {sum }}^{-r / 2}$, and our non-regular models are another class of decay $R_{\text {sum }}^{-r}$. In this context, it is interesting to classify various models by distortion decay.

## Appendix A

## Proofs for Chapter 2

## A. 1 Proof of Lemma 1

We need separate approaches for Type I and Type II arrival processes, as the nature of $\left\{Q_{i}\right\}$ process depends on the type.

First consider Type II processes. For these, $\lambda<1$ implies $\sum_{k} k m_{A}(k)<1$. If $m_{A}(0)=0$, the mean arrival rate must be equal or greater than 1, contradicting the assumption. Hence, $m_{A}(0)>0$. Also from the assumption in Sec. 2.1, $m_{A}(1)>0$.

Under the assumptions, we show $\left\{Q_{i}\right\}$ is an irreducible and aperiodic Markov chain by proving $\mathbb{P}\left(Q_{i+1}=Q_{i}+1 \mid Q_{i}\right), \mathbb{P}\left(Q_{i+1}=\max \left(Q_{i}-1,0\right) \mid Q_{i}\right), \mathbb{P}\left(Q_{i+1}=Q_{i} \mid Q_{i}\right)>0$ for all $Q_{i}$. If this is true then any state can be reached from any other state, since states are in $\mathbb{Z}_{+}$. Notice the enumerated probabilities are probabilities of the events corresponding to two, one, and no arrivals, respectively, during a service time.

By the above result and assumption, $m_{A}(0), m_{A}(1)>0$ and there exists an $s>1$ such that $P_{S}(s)>0$. Note the probability of exactly two arrivals in a service time is lower bounded by

$$
\left(m_{A}(1)\right)^{2}\left(m_{A}(0)\right)^{s-2} P_{S}(s)
$$

for any $s>1$. As there exists an $s>1$ such that $P_{S}(s)>0$ and $m_{A}(a), m_{A}(1)>0$, this bound is strictly positive. Probability of exactly one arrival in a service time is lower bounded by $m_{A}(1)\left(m_{A}(0)\right)^{s-1} P_{S}(s)$ for any $s>0$, which again is strictly positive. Probability of no arrival is lower bounded by $P_{S}(s)\left(m_{A}(0)\right)^{s}$, which is also strictly positive.

Note that as $\mathbb{P}\left(Q_{i+1}=Q_{i} \mid Q_{i}\right)>0$, this Markov chain is also aperiodic. Due to the self-loop if $\mathbb{P}\left(Q_{i+k}=q^{\prime} \mid Q_{i}=q\right)$ is positive, then so is $\mathbb{P}\left(Q_{i+k+1}=q^{\prime} \mid Q_{i}=q\right)$.

Positive recurrence follows by considering queue-length to be the Lyapunov function, because $\lambda<\mu$. Hence, the result follows for Type II processes due to the existence of a unique stationary distribution for an irreducible and aperiodic positive recurrent Markov chain.

Hence, $\left\{Q_{i}\right\}$ is ergodic.
For Type I, $\left\{Q_{i}\right\}$ is not a Markov chain, and we take a different approach. First note that as $\mu<1, \sum_{s} s P_{S}(s)>1$. This implies there exists an $s>1$ such that $P_{S}(s)>0$. Note that by assumption $\lambda<\mu$. Then, for Type I arrival processes this implies there exists an $a>1$ such that $P_{A}(a)>0$.

Consider the process $\left\{W_{i}\right\}$, the sojourn time for jobs. We first claim that under the assumption, this is an irreducible, aperiodic, and positive recurrent Markov chain. It is known in queuing theory that for i.i.d. inter-arrival and service times, $\left\{W_{i}\right\}$ is a Markov chain. Next, we show irreducibility and aperiodicity by showing that $\mathbb{P}\left(W_{i+1}=W_{i}+1 \mid W_{i}\right)$, $\mathbb{P}\left(W_{i+1}=W_{i} \mid W_{i}\right)$, and $\mathbb{P}\left(W_{i+1}=\max \left(W_{i}-1,0\right), W_{i}\right)>0$.

First, we consider the case when $P_{A}$ has a support that spans $\mathbb{Z}_{+}$. As $\mu<1$, there exists an $s>1$ such that $P_{S}(s)>0$. Consider a possible path from $W_{i}$ to $W_{i+1}=\max \left(W_{i}+b, 0\right), b \in$ $\{0, \pm 1\}$. This can happen as follows: the $(i+1)$ th job brings a service time requirement of $s$, and it reaches the system $s-b$ time after the $i$ th job. As the service times and inter-arrival times are independent, probability of this sample path event is exactly $P_{S}(s) P_{A}(s-b)$, which is strictly positive.

Next, we consider the case when $P_{S}$ has a support spanning $\mathbb{Z}_{+}$. As $\lambda<1$, there exists an $a>1$ such that $P_{A}(a)>0$. Then a possible path for the events is as follows: the $(i+1)$ th job comes $a$ time after $i$ th job and brings with it a service requirement of $a+b$. The rest follows by evaluating the probability of this event.

Note that $\left\{W_{i}\right\}$ is an irreducible and aperiodic Markov chain. Note that given $W_{i}, Q_{i}$ is independent of anything else because given $W_{i}$, it only depends on the number of arrivals in the time $W_{i}$ :

$$
\mathbb{P}\left(Q_{i}=q\right)=\mathbb{P}\left(\sum_{i=1}^{q} A_{i} \leq W_{i}<\sum_{i=1}^{q+1} A_{i}\right) .
$$

As the $A_{i}$ are i.i.d., this also implies that given a distribution of $W_{i}$, the distribution of $Q_{i}$ is fixed.

It follows from queuing theory that $\left\{W_{i}\right\}$ is positive recurrent for $\lambda<\mu$. Hence, $\left\{W_{i}\right\}$ converges in distribution to a stationary distribution, and by the above argument, so does $\left\{Q_{i}\right\}$. Ergodicity of $Q_{i}$ follows from the ergodicity of $W_{i}$.

## A. 2 Proof of Theorem 2

Let $\left\{\widehat{Q}_{i}\right\}$ be queue-lengths seen by the arrivals, then the stationary distribution of $\widehat{Q}_{i}$ is the same as that of $Q_{i}$. Note that there is only one arrival and one departure at a time. Since the queue-length is stable, the fraction of time the queue-length increases by 1 from a value $q$ is the same as the fraction of time the queue-length decreases by 1 from $q$, for all $q$. Since increase corresponds to arrival and decrease corresponds to departure, the fractions of arrivals and departures that see a queue-length $q$ are the same. Thus it is sufficient to show that the stationary distribution of $\{\widehat{Q}\}$ is $\pi_{k}=(1-\sigma) \sigma^{k}$, where $\sigma$ solves $x=\sum_{n=0}^{\infty} P_{A}(n)(1-\mu+x \mu)^{n}$ in $(0,1)$.

We shall first show the uniqueness of the stationary distribution from the fact that $\left\{\widehat{Q}_{i}\right\}$ is an irreducible Markov chain, and then derive the stationary distribution.

Consider the transition probability

$$
\mathbb{P}\left(\widehat{Q}_{i+1}=q^{\prime} \mid \widehat{Q}_{i}=q, \widehat{Q}_{i-1}, \ldots\right)
$$

As at most one arrival is possible, the probability is 0 for $q^{\prime}-q>1$. For $q^{\prime}-q \leq 1$,

$$
\begin{aligned}
& \mathbb{P}\left(\widehat{Q}_{i+1}=q^{\prime} \mid \widehat{Q}_{i}=q, \widehat{Q}_{i-1}, \ldots\right) \\
& =\mathbb{P}\left(\text { there are } q-q^{\prime}+1\right. \text { departures } \\
& \left.\quad \text { between } i \text { and } i+1 \text { arrival } \mid \widehat{Q}_{i}=q, \widehat{Q}_{i-1}, \ldots\right)
\end{aligned}
$$

As service time is geometric with mean $\frac{1}{\mu}$ and hence memoryless, starting from any time, the time to the next departure is geometric with the same mean, if there is a job in the queue. After any arrival, there is always at least one job in the queue, and hence, time to the next departure is geometric. Thus the probability that there are $q-q^{\prime}+1$ departures given the past is nothing but the probability that the sum of $q-q^{\prime}+1$ geometric random variables is
less than a realization of $P_{A}$. Thus,

$$
\begin{align*}
& \mathbb{P}\left(\widehat{Q}_{i+1}=q^{\prime} \mid \widehat{Q}_{i}=q, \widehat{Q}_{i-1}, \ldots\right) \\
& \quad=\sum_{t=0}^{\infty} P_{A}(t) \mathbb{P}\left(\sum_{i=1}^{q-q^{\prime}+1} S_{i} \leq t \leq \sum_{i=1}^{q-q^{\prime}} S_{i}\right) \\
& \quad=\sum_{t=0}^{\infty} P_{A}(t) \mathbb{P}\left(\operatorname{Bin}(t, \mu)=q-q^{\prime}+1\right)  \tag{A.1}\\
& \quad=\sum_{t=0}^{\infty} P_{A}(t)\binom{t}{q-q^{\prime}+1}(1-\mu)^{t-q+q^{\prime}-1} \mu^{q-q^{\prime}+1} .
\end{align*}
$$

Eq. (A.1) follows because the service times are geometric, meaning each time a job in service gets completed according to a Bernoulli random variable, and the sum of Bernoulli random variables is binomial. This derivation implies the transition depends only on $q$ and $q^{\prime}$, further implying the process is Markov.

Thus the probability of the $q \rightarrow 0$ transition is

$$
\sum_{t=0}^{\infty} P_{A}(t)\binom{t}{q+1}(1-\mu)^{t-q-1} \mu^{q+1}
$$

Note that the transitions can be written as the amount of change in the queue-length, meaning a $q \rightarrow q^{\prime}$ transition is a $q-q^{\prime}$ change, and is nothing but the probability of having $q-q^{\prime}+1$ departures before an arrival.

For $k \geq 0$, let $\beta_{k}$ denote the probability that the sum of $k$ geometric random variables is less than the time between two arrivals. Then, for $q^{\prime}>0$,

$$
\mathbb{P}\left(\widehat{Q}_{i+1}=q^{\prime} \mid \widehat{Q}_{i}=q\right)=\beta_{q-q^{\prime}+1},
$$

and for $q^{\prime}=0$,

$$
\mathbb{P}\left(\widehat{Q}_{i+1}=0 \mid \widehat{Q}_{i}=q\right)=1-\sum_{k=0}^{q} \beta_{k} .
$$

Also, as $\beta_{0}, \beta_{1}, \beta_{2}>0$, the Markov chain is irreducible and aperiodic. Thus there exists a unique stationary distribution $\pi$ which solves $\pi=\pi[P]$, where $[P]$ is the probability transition matrix. The transition matrix $[P]$ is written as a matrix whose first column is $\left(1-\beta_{0}, 1-\sum_{k=0}^{1} \beta_{k}, \ldots\right)^{T}$ and other columns are $\left(0, \ldots, \beta_{0}, \beta_{1}, \beta_{2}, \ldots\right)^{T}$, where $\beta_{0}$ is the $(i, i+1)$ th entry.

From $\pi=\pi[P]$ it follows that

$$
\begin{aligned}
\pi_{0} & =\sum_{i=0}^{\infty}\left(1-\sum_{k=0}^{i} \beta_{k}\right) \pi_{i} \\
\pi_{k} & =\sum_{i=0}^{\infty} \pi_{k-1+i} \beta_{i} \text { for } k>0
\end{aligned}
$$

Like in the analysis of $\mathrm{GI} / \mathrm{M} / 1$ queue [72], we guess a solution $\pi_{k}=\pi_{0} \sigma^{k}$ for some $\sigma<1$. Next, we check if this solution satisfies $\pi=\pi[P]$ for a unique $\sigma<1$.

It follows from $\pi=\pi[P]$, as above, that $\sigma$ must satisfy

$$
\begin{align*}
\sigma & =\sum_{i=0}^{\infty} \sigma^{i} \beta_{i} \\
& =\sum_{i=0}^{\infty} \sigma^{i} \sum_{t=0}^{\infty} P_{A}(t)\binom{t}{i}(1-\mu)^{t-i} \mu^{i} \\
& =\sum_{t=0}^{\infty} P_{A}(t) \sum_{i=0}^{t}\binom{t}{i}(1-\mu)^{t-i}(\sigma \mu)^{i}  \tag{A.2}\\
& =\sum_{t=0}^{\infty} P_{A}(t)(1-\mu+\sigma \mu)^{t} . \tag{A.3}
\end{align*}
$$

Eq. (A.2) follows by interchanging the two sums, as per the Fubini-Tonelli theorem since terms are non-negative. Eq. (A.3) follows using the binomial theorem.

To show that the distribution $\pi$ is unique, we show that $x=\sum_{t=0}^{\infty} P_{A}(t)(1-\mu+x \mu)^{t}$ has a unique solution in $0<x<1$. Towards this we characterize $\sum_{t=0}^{\infty} P_{A}(t)(1-\mu+x \mu)^{t}$, in Lems. 17 and 18 given below, which complete the proof.

Lemma 17. For any $P_{A}$ on $\mathbb{Z}_{+}$and $\mu \in(0,1), \sum_{t=0}^{\infty} P_{A}(t)(1-\mu+x \mu)^{t}$ is an increasing function of $x$ in $(0,1)$, and strictly convex in $(0,1)$.

Proof. Define

$$
f(x)=\sum_{t=0}^{\infty} P_{A}(t)(1-\mu+x \mu)^{t}
$$

It is sufficient to show that $f^{\prime}(x), f^{\prime \prime}(x)$ are both strictly positive in $x \in(0,1)$.

Let the partial sum up to $T$ in $f(x)$ be $f_{T}(x)$, i.e.,

$$
f_{T}(x)=\sum_{t=0}^{T} P_{A}(t)(1-\mu+x \mu)^{t}
$$

and then

$$
f_{T}^{\prime}(x)=\sum_{t=0}^{T} \mu t P_{A}(t)(1-\mu+x \mu)^{t} .
$$

It is easy to see that $f_{T}^{\prime}(x)$ is increasing as $0<1-\mu+x \mu<1$. In addition, $f_{T}^{\prime}(x)$ is bounded since

$$
\begin{aligned}
f_{T}^{\prime}(x) & =\sum_{t=0}^{T} \mu t P_{A}(t)(1-\mu+x \mu)^{t} \\
& \leq \mu \sum_{t=0}^{T} t P_{A}(t)<\infty
\end{aligned}
$$

Since $f_{T}^{\prime}(x)$ is increasing and bounded, $\lim _{T \rightarrow \infty} f_{T}^{\prime}(x)$ exists for all $x \in(0,1)$.
Next, note that for any $x \in(0,1)$, the difference between $f_{T}^{\prime}(x)$ and $f^{\prime}(x)$ is

$$
\begin{aligned}
f^{\prime}(x)-f_{T}^{\prime}(x) & =\sum_{t=T+1}^{\infty} \mu t P_{A}(t)(1-\mu+x \mu)^{t-1} \\
& \leq \mu \sum_{t=T+1}^{\infty} t P_{A}(t) \rightarrow 0
\end{aligned}
$$

as $T \rightarrow \infty$, where the inequality follows from $0<1-\mu+x \mu<1$ and the limit follows from the condition of fixed mean. Then, $\lim _{T \rightarrow \infty} f_{T}^{\prime}(x)=f^{\prime}(x)$ uniformly in $(0,1)$. That $f^{\prime}(x)>0$ follows from

$$
0<1-\mu+x \mu<1
$$

Similarly, we can show the existence and strict positivity of $f^{\prime \prime}(x)$, which completes the proof.

Lemma 18. The equation $x=\sum_{t=0}^{\infty} P_{A}(t)(1-\mu+x \mu)^{t}$ has a unique solution in $(0,1)$.
Proof. Note that $x=1$ is a solution to this fixed-point equation. First, we show that there is at least one fixed point in $(0,1)$.

Again, $f(x)=\sum_{t=0}^{\infty} P_{A}(t)(1-\mu+x \mu)^{t}>0$ for $x=0$. Hence, if there is no fixed point in $(0,1)$ this implies that $f(x)$ is strictly greater than $x$ in $(0,1)$.

Now, consider the derivative of $f(x)$ at $1-\frac{\delta}{\mu}$, which is $\mu \sum_{t} t(1-\delta)^{t} P_{A}(t)=\mu \widehat{A}(1-\delta)$, where $\widehat{A}(\alpha)=\mathbb{E}_{P_{A}} \alpha^{A}$. We know that generating function $\widehat{A}$ is continuous around 1 . Hence, as $\delta \rightarrow 0, \widehat{A}(1-\delta) \rightarrow \frac{1}{\lambda}$. As $\frac{\mu}{\lambda}>1$, there exists $\delta>0$ such that $\mu \sum_{t} t(1-\delta)^{t} P_{A}(t)>1$. This means that the derivative of $f(x)$ at $x=1-\delta$ is $>1$.

If $f(x)>x$ for all $x \in(0,1)$, then the following is true. From convexity of $f$,

$$
\begin{aligned}
f(1) & \geq f(1-\delta)+\delta f^{\prime}(1-\delta) \\
& >1-\delta+\delta f^{\prime}(1-\delta) \\
& >1-\delta+\delta=1
\end{aligned}
$$

This is a contradiction. So, there exists a fixed point in $(0,1)$.
Let us assume there is more than one fixed point in $(0,1)$. By Lem. 17, $f(x)$ is convex in $(0,1)$. A convex function can intersect a line at most twice. As $f(x)$ crosses $y=x$ at $x=1$, there can be only one fixed point in $[0,1)$, but 0 is not a fixed point.

## A. 3 Proof of Lemma 2

Note that for a geometric random variable $A_{i}$ with mean $1 / \lambda_{i}$ and letting $\alpha=(1-\mu-\sigma \mu) \in$ $(0,1)$,

$$
\begin{align*}
\widetilde{A}\left(P_{A_{i}}, \sigma\right) & =\sum_{t=1}^{\infty} \alpha^{t} P_{A_{i}}(t) \\
& =\sum_{t=1}^{\infty} \alpha^{t}\left(1-\lambda_{i}\right)^{t-1} \lambda_{i}=\alpha \lambda_{i} \sum_{t=0}^{\infty}\left(\alpha\left(1-\lambda_{i}\right)\right)^{t} \\
& =\frac{\alpha \lambda_{i}}{(1-\alpha)+\alpha \lambda_{i}}=\frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda_{i}}+\frac{\alpha}{1-\alpha}} . \tag{A.4}
\end{align*}
$$

Consider the sum-of-geometric random variables $\mathcal{A}^{s}$ first. Then for any sum-of-geometric
random variable $P_{A^{s}} \in \mathcal{A}^{s}$,

$$
\begin{aligned}
\widetilde{A}\left(P_{A^{s}}, \sigma\right) & =\sum_{t=1}^{\infty} \alpha^{t} P_{A^{s}}(t) \\
& =\sum_{t_{i}=1,1 \leq i \leq I}^{\infty} \alpha^{t_{1}+t_{2}+\cdots+t_{I}} P_{A_{1}}\left(t_{1}\right) \cdots P_{A_{I}}\left(t_{I}\right) \\
& =\prod_{i=1}^{I} \sum_{t_{i}=1}^{\infty} \alpha^{t_{i}} P_{A_{i}}\left(t_{i}\right)=\prod_{i=1}^{I} \frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda_{i}}+\frac{\alpha}{1-\alpha}} .
\end{aligned}
$$

The last equality follows from (A.4). Note that the inequality

$$
\prod_{i}\left(1+x_{i}\right) \geq 1+\sum_{i} x_{i}
$$

holds for any $x_{i}>0$. Hence, inverting both sides of this inequality and scaling both numerator and denominator by $\frac{\alpha}{1-\alpha}$,

$$
\begin{aligned}
\widetilde{A}\left(p_{A^{s}}, \sigma\right) & =\prod_{i=1}^{I} \frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda_{i}}+\frac{\alpha}{1-\alpha}} \\
& \leq \frac{\frac{\alpha}{1-\alpha}}{\sum_{i=1}^{I} \frac{1}{\lambda_{i}}+\frac{\alpha}{1-\alpha}}=\frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda}+\frac{\alpha}{1-\alpha}} \\
& =\widetilde{A}(\text { geo }, \sigma)
\end{aligned}
$$

Next since $A^{m}$ is mixed, for any $P_{A^{m}} \in \mathcal{A}^{m}$,

$$
\begin{aligned}
\widetilde{A}\left(P_{A^{m}}, \sigma\right) & =\sum_{t=1}^{\infty} \alpha^{t} P_{A^{m}}(t)=\sum_{i=1}^{I} c_{i} \sum_{t_{i}=1}^{\infty} \alpha^{t_{i}} P_{A_{i}}\left(t_{i}\right) \\
& =\sum_{i=1}^{I} c_{i} \frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda_{i}}+\frac{\alpha}{1-\alpha}}
\end{aligned}
$$

The last expression is convex in $1 / \lambda_{i}$. Hence by Jensen's inequality

$$
\begin{aligned}
\widetilde{A}\left(P_{A^{m}}, \sigma\right) & =\sum_{i=1}^{I} c_{i} \frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda_{i}}+\frac{\alpha}{1-\alpha}} \\
& \geq \frac{\frac{\alpha}{1-\alpha}}{\sum_{i=1}^{I} c_{i} \frac{1}{\lambda_{i}}+\frac{\alpha}{1-\alpha}}=\frac{\frac{\alpha}{1-\alpha}}{\frac{1}{\lambda}+\frac{\alpha}{1-\alpha}} \\
& =\widetilde{A}(\text { geo }, \sigma)
\end{aligned}
$$

## A. 4 Proof of Theorem 3

Consider the following transition probability for $q>0$ :

$$
\begin{align*}
& \mathbb{P}\left(Q_{i+1}=q^{\prime} \mid Q_{i}=q, Q_{i-1}, \ldots\right) \\
& =\mathbb{P}\left(\text { there are } q^{\prime}-q+1\right. \text { arrivals } \\
& \left.\quad \quad \text { between departures } i-1 \text { and } i \mid Q_{i}=q, Q_{i-1}, \ldots\right) \\
& =\mathbb{P}\left(\text { sum of } q^{\prime}-q+1\right. \text { geometric times } \\
& \quad \leq \text { interdeparture time between } i-1 \text { and } i)  \tag{A.5}\\
& =\sum_{t=0}^{\infty} P_{S}(t) \mathbb{P}\left(\operatorname{Bin}(t, \lambda)=q^{\prime}-q+1\right)  \tag{A.6}\\
& =\sum_{t=0}^{\infty} P_{S}(t)\binom{t}{q^{\prime}-q+1}(1-\mu)^{t-q^{\prime}+q-1} \mu^{q^{\prime}-q+1} \\
& =k_{q^{\prime}-q+1} .
\end{align*}
$$

Eq. (A.5) follows because geometric random variables are memoryless. Geometric interarrival is the same as Bernoulli arrival per time slot, and the sum of Bernoulli variables is binomial, which leads to (A.6).

When $Q_{i}=0$, note that just before the $(i+1)$ th arrival, the queue-length is 0 , and it is 1 just after the $(i+1)$ th arrival. Then the probability that $Q_{i+1}=q^{\prime}$ is equal to the probability that there are exactly $q^{\prime}$ arrivals during the service time of the $(i+1)$ th job. From above, this is equal to $k_{q^{\prime}}$.

This proves $\left\{Q_{i}\right\}$ is Markov; irreducibility and aperiodicity follow since $\mathbb{P}\left(Q_{i+1}=Q_{i}+\right.$ $\left.\delta \mid Q_{i}\right)>0$ for $\delta \in\{0, \pm 1\}$.

From $\pi=\pi[P]$ for this Markov chain it follows that

$$
\begin{aligned}
\pi_{0} k_{0}+\pi_{1} k_{0} & =\pi_{0} \\
\pi_{0} k_{1}+\pi_{1} k_{1}+\pi_{2} k_{0} & =\pi_{1}
\end{aligned}
$$

Multiplying the first equation by $z^{0}$, the second by $z$, the third by $z^{2}$, and so on, and then summing all of them we get

$$
\pi_{0} K(z)+K(z)\left(\pi_{1}+\pi_{2} z+\cdots\right)=\Pi(z)
$$

which, after some algebra, gives

$$
\Pi(z)=\frac{\pi_{0}(z-1) K(z)}{z-K(z)}
$$

We know that $\Pi(1)=1$, so the left side must also be 1 for $z=1$. But it is $\frac{0}{0}$ when evaluated at $z=1$, as $K(1)=\sum_{j} k_{j}=1$. Thus using l'Hôpital's rule we get

$$
\pi_{0}=\frac{1-K^{\prime}(1)}{K(1)}
$$

Note that $K^{\prime}(z)=\sum_{j} j k_{j} z^{j}$ which gives $K^{\prime}(1)=\sum_{j} j k_{j}$, i.e., $K^{\prime}(1)$ is the expected number of arrivals in a time distributed as $P_{S}$. As arrivals are Bernoulli and are independent from service times, from Wald's lemma we get

$$
K^{\prime}(1)=\frac{\lambda}{\mu},
$$

which in turn gives $\pi_{0}=1-\frac{\lambda}{\mu}$.
From $\Pi(z)$ we can obtain $\pi_{1}$ by evaluating $\frac{\Pi(z)-\pi_{0}}{z}$ as $z \rightarrow 0$. By repeating the procedure we can obtain $\pi_{k}$ by evaluating the limit of $\frac{\Pi(z)-\sum_{j=0}^{k-1} \pi_{j} z^{j}}{z^{k}}$ as $z \rightarrow 0$.

## Appendix B

## Proofs for Chapter 3

## B. 1 Proof of Theorem 7 ( $\mathrm{GI} / \mathrm{M} / 1$ queues)

In the case of $\mathrm{GI} / \mathrm{M} / 1$ queues, it is easier to derive the queue-length distribution seen by $i$ th arrival (i.e., just prior to arrivals), say $\widehat{Q}_{i}$, than $Q_{i}$ because of the memoryless property of the server. From the same argument as in the proof of Lem. 3, we know that generic random variable $\widehat{Q} \stackrel{d}{=} Q$ when it is stationary, so we will consider $\widehat{Q}$ instead of $Q$.

Notice that $\widehat{Q}_{n+1}=\left(\widehat{Q}_{n}-\beta_{n}+1\right)_{+}$, where $\beta_{n}$ is the number of jobs completed during the inter-arrival time $A_{n+1}$. As $\left\{A_{n}\right\}$ is i.i.d., it does not depend on the past history of the queue and neither does $\beta_{n}$. Therefore, $\widehat{Q}_{n}$ forms a discrete-time Markov chain.

Define $\ell_{q}$ to be the probability of $q$ job completions between two consecutive arrivals, i.e.,

$$
\begin{equation*}
\ell_{q}:=\mathbb{P}\left[\beta_{n}=q \mid \widehat{Q}_{n} \geq q\right]=\int_{0}^{\infty} P^{A}(t) \frac{e^{-\mu t}(\mu t)^{q}}{q!} d t \tag{B.1}
\end{equation*}
$$

Then, the transition matrix $[P]$ is given by ${ }^{1}$

$$
[P]=\left[\begin{array}{ccccc}
1-\ell_{0} & \ell_{0} & 0 & 0 & \cdots \\
1-\ell_{0}-\ell_{1} & \ell_{1} & \ell_{0} & 0 & \cdots \\
1-\ell_{0}-\ell_{1}-\ell_{2} & \ell_{2} & \ell_{1} & \ell_{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right],
$$

[^10]and the stationary distribution relationship $\widehat{\pi}=\widehat{\pi}[P]$ yields
\[

$$
\begin{align*}
& \widehat{\pi}(0)=\sum_{q=0}^{\infty} \widehat{\pi}(q)\left(1-\sum_{i=0}^{q} \ell_{i}\right) \\
& \widehat{\pi}(i)=\sum_{q=0}^{\infty} \ell_{q} \widehat{\pi}(i+q-1) \text { for } i>1 . \tag{B.2}
\end{align*}
$$
\]

As the stationary distribution is unique, it suffices to show that $\widehat{\pi}(q)=\widehat{\pi}(0) \sigma^{q}$ for some $\sigma<1$. Substituting $\widehat{\pi}(q)=\widehat{\pi}(0) \sigma^{q}$ into (B.2), we have

$$
\begin{equation*}
\sigma=\sum_{q=0}^{\infty} \ell_{q} \sigma^{q}=: B(\sigma) \tag{B.3}
\end{equation*}
$$

Note that $B(0)=\ell_{0}>0, B(1)=1$, and $B(\sigma)$ is convex over $\sigma \in[0,1]$ since $B^{\prime}(\sigma), B^{\prime \prime}(\sigma) \geq 0$. There are two possible cases: no fixed point in $(0,1)$ or a unique fixed point in $(0,1)$. Recall $B(\sigma)$ is a probability generating function of $\ell_{q}$ and thus, $B^{\prime}(1)=\frac{\mu}{\lambda}=\rho^{-1}>1$ since it is the number of job completions normalized by inter-arrivals. Therefore, the latter is the only possibility and the fixed point in $(0,1)$ is unique. Let $\sigma^{*}$ denote the solution.

On the other hand, substituting (B.1) into (B.3),

$$
\begin{aligned}
\sigma & =\sum_{q=0}^{\infty} \ell_{q} \sigma^{q}=\sum_{q=0}^{\infty}\left(\int_{0}^{\infty} P^{A}(t) \frac{e^{-\mu t}(\mu t)^{q}}{q!} d t\right) \sigma^{q} \\
& =\int_{0}^{\infty} P^{A}(t) \sum_{q=0}^{\infty} \frac{e^{-\mu t}}{q!}(\mu t \sigma)^{q} d t \\
& =\int_{0}^{\infty} P^{A}(t) e^{-\mu t} \sum_{q=0}^{\infty} \frac{(\mu t \sigma)^{q}}{q!} d t \\
& =\int_{0}^{\infty} P^{A}(t) e^{-\mu t(1-\sigma)} d t \\
& =A^{*}(\mu(1-\sigma))
\end{aligned}
$$

where $A^{*}(\cdot)$ is the Laplace-Stieltjes transform of $P^{A}(t)$. Hence, the fixed point solution $\sigma^{*}$ is the unique root of

$$
\sigma=A^{*}(\mu(1-\sigma))
$$

As $\sum_{q} \widehat{\pi}(q)=1$, it is easy to see $\widehat{\pi}(0)=1-\sigma^{*}$. Therefore,

$$
\pi(q)=\widehat{\pi}(q)=\left(1-\sigma^{*}\right)\left(\sigma^{*}\right)^{q} .
$$

## B. 2 Proof of Theorem 8 (M/GI/1 queues)

To derive $\pi(Q)$ in closed form, we will first show that $\left\{Q_{i}\right\}$ forms a Markov chain, and then represent the stationary distribution in terms of $P^{S}$.

Let $Q_{n+1}$ be the queue-length seen by $(n+1)$ th departure. Then, we observe that

$$
Q_{n+1}= \begin{cases}Q_{n}+\alpha_{n+1}-1 & \text { if } Q_{n} \geq 1 \\ \alpha_{n+1} & \text { if } Q_{n}=0\end{cases}
$$

where $\alpha_{n+1}$ is the number of jobs arriving during the service time of $(n+1)$ th job. Since $\alpha_{n+1}$ is independent of past history $\left\{Q_{n}, Q_{n-1}, \cdots, Q_{1}\right\}$, we know that $\left\{Q_{n}\right\}$ forms a discrete-time Markov chain. Furthermore, it is time-homogeneous as inter-arrivals and services are i.i.d.

Denote the transition probability of the Markov chain by $p_{i j}:=\mathbb{P}\left[Q_{n+1}=j \mid Q_{n}=i\right]$. Then,

$$
p_{i j}= \begin{cases}\mathbb{P}[j-i+1 \text { arrivals during service }] & \text { if } i \geq 1 \\ \mathbb{P}[j \text { arrivals during service }] & \text { if } i=0\end{cases}
$$

We obtain $p_{i j}$ by marginalizing joint probability. Since the number of arrivals is Poisson,

$$
\begin{aligned}
& \mathbb{P}[q \text { arrivals during service }] \\
= & \int_{0}^{\infty} \mathbb{P}[S=t \text { and } q \text { arrivals }] d t \\
= & \int_{0}^{\infty} P^{S}(t) \mathbb{P}[q \text { arrivals } \mid S=t] d t \\
= & \int_{0}^{\infty} P^{S}(t) \frac{e^{-\lambda t}(\lambda t)^{q}}{q!} d t .
\end{aligned}
$$

Letting $k_{q}:=\mathbb{P}[q$ arrivals during service $]$ for brevity, the transition matrix is given as fol-
lows. ${ }^{2}$

$$
[P]=\left[\begin{array}{ccccc}
k_{0} & k_{1} & k_{2} & k_{3} & \cdots \\
k_{0} & k_{1} & k_{2} & k_{3} & \cdots \\
0 & k_{0} & k_{1} & k_{2} & \cdots \\
0 & 0 & k_{0} & k_{1} & \cdots \\
0 & 0 & 0 & k_{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

Solving the stationary distribution identity $\pi=\pi[P]$,

$$
\pi(q)=\pi(0) k_{q}+\sum_{j=1}^{q+1} \pi(j) k_{q-j+1} \quad \text { for } q=0,1, \cdots
$$

Multiplying the equations of each $q$ by $z^{q}$ and summing over $q=0,1, \cdots$, we have

$$
\Pi(z)=\frac{\pi(0)(1-z) K(z)}{K(z)-z}
$$

where $\Pi(z), K(z)$ are probability generating functions of $\pi(q), k_{q}$,

$$
\Pi(z)=\sum_{q=0}^{\infty} \pi(q) z^{q} \text { and } K(z)=\sum_{q=0}^{\infty} k_{q} z^{q} .
$$

Note that $K(1)=\sum_{q} k_{q}=1$. By l'Hôpital's rule at $z=1$, we have $\pi(0)=1-K^{\prime}(1)$. Since $k_{q}$ is the normalized number of arrivals during service time, the first moment $K^{\prime}(1)=\rho=\frac{\lambda}{\mu}$, which implies $\pi(0)=1-\rho$. Therefore,

$$
\Pi(z)=\frac{(1-\rho)(1-z) K(z)}{K(z)-z}
$$

## B. 3 Proof of Lemma 6

To prove the 'seen by departures' result, we start from continuous-time ergodicity in [118]. We first take a continuous-time piecewise-deterministic Markov process [119]. Then, since it is strong Markov, the stopped process at user $k$ departures forms a stationary and ergodic

[^11]discrete-time Markov chain. Suppose that once job processing is completed and the job departs at time $t$, the next job enters the server at time $t^{+}$.

Let us take a continuous-time Markov process $Z(t):=(\mathbf{L}(t), \mathbf{A}(t), \mathbf{S}(t)) \in \mathcal{Z}$, where

- $\mathbf{L}(t)$ is the vector of transmitter jobs in order of their arrivals including the job in the server. If the system is empty, $\mathbf{L}(t)=\emptyset$. Otherwise, $\mathbf{L}(t)=\left(\ell_{0}, \ell_{1}, \ell_{2}, \cdots\right) \in[1$ : $K]^{Q(t)+1}$, where $Q(t)$ is the queue-length at time $t$.
- $\mathbf{A}(t) \in \mathbb{R}_{+}^{K}$ is the residual arrival time vector whose component $A_{k}(t)$ indicates the remaining time until the next arrival of $k$ th user.
- $\mathbf{S}(t) \in\left(\mathbb{R}_{+} \cup \infty\right)^{K}$ is the residual service time vector whose component $S_{k}(t)$ indicates residual service time if user $k$ 's job is being served, infinite otherwise.

Under condition (3.7), this is Harris recurrent so that there exists the stationary distribution $\widehat{\pi}$ and the following holds [118, Thm. 6.4]: For any $g: \mathcal{Z} \mapsto \mathbb{R}_{+}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} g(Z(s)) d s=\mathbb{E}_{\widehat{\pi}}[g(Z)] \text { almost surely. } \tag{B.4}
\end{equation*}
$$

Fix a user $k$ and take a sequence of stopping times $\left(t_{1}, t_{2}, \cdots\right)$ such that $t_{n}:=\min \{t>$ $\left.t_{n-1}: S_{k}(t-)>0, S_{k}(t)=0\right\}$ (assume $t_{0}<0$ for simplicity), i.e., the sequence of hitting times at which user $k$ th job departs. Take a small $\Delta>0$ and $g_{1}:=1_{\left\{S_{k}(t) \leq \Delta\right\}}, g_{2}:=$ $\mathbf{1}_{\left\{|\mathbf{L}(t)|=q+1, S_{k}(t) \leq \Delta\right\}}$. Since either inter-arrival time distributions or service time distribution are continuous, we know that $\widehat{\pi}$ is also continuous. Therefore, (B.4) implies

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} g_{1}(Z(s)) d s \approx \Delta \cdot \widehat{\pi}\left\{Z(t): S_{k}(t)=0\right\} \\
& \lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} g_{2}(Z(s)) d s \approx \Delta \cdot \widehat{\pi}\left\{Z(t): Q(t)=q, S_{k}(t)=0\right\}
\end{aligned}
$$

Taking $\Delta \rightarrow 0$ and using the fact that the queue-length is a deterministic function of $\mathbf{L}(t)$, it follows that the stationary distribution exists and

$$
\begin{equation*}
\pi_{K k}(q):=\frac{\widehat{\pi}\left\{Z(t):|\mathbf{L}(t)|=q+1, S_{k}(t)=0\right\}}{\widehat{\pi}\left\{Z(t): S_{k}(t)=0\right\}} \tag{B.5}
\end{equation*}
$$

Next show the ergodicity. Define samplings

$$
\begin{aligned}
h_{1}(Z(t)) & :=\mathbf{1}_{\left\{S_{k}(t) \leq \Delta\right\}}, \\
h_{2}(Z(t)) & :=\mathbf{1}_{\left\{S_{k}(t) \leq \Delta\right\}} f(q(t)),
\end{aligned}
$$

and note that

$$
\lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} h_{1}(Z(s)) d s=\lim _{n \rightarrow \infty} \frac{n \Delta}{t_{n}}=\lambda_{K k} \Delta
$$

and

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} h_{2}(Z(s)) d s=\lim _{n \rightarrow \infty} \frac{1}{t_{n}} \sum_{i=1}^{n} f\left(q\left(t_{j}\right)\right) \Delta \\
= & \lim _{n \rightarrow \infty} \frac{n}{t_{n}} \frac{1}{n} \sum_{i=1}^{n} f\left(q\left(t_{i}\right)\right) \Delta=\lambda_{K k} \Delta \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} f\left(q\left(t_{i}\right)\right),
\end{aligned}
$$

where $\lim _{n} \frac{n}{t_{n}} \rightarrow \lambda_{K k}$ is used due to the system stability. Then,

$$
\begin{equation*}
\frac{\lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} h_{2}(Z(s)) d s}{\lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} h_{1}(Z(s)) d s}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} f\left(q\left(t_{i}\right)\right) \tag{B.6}
\end{equation*}
$$

Also letting $\Delta \rightarrow 0$ and applying (B.4) to the left side of (B.6),

$$
\begin{aligned}
& \frac{\lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} h_{2}(Z(s)) d s}{\lim _{n \rightarrow \infty} \frac{1}{t_{n}} \int_{0}^{t_{n}} h_{1}(Z(s)) d s}=\frac{\mathbb{E}_{\widehat{\pi}}\left[h_{2}(Z)\right]}{\left.\mathbb{E}_{\widehat{\pi}} h_{1}(Z)\right]} \\
= & \frac{\sum_{q=0}^{\infty} f(q) \widehat{\pi}\left\{Z(t): S_{k}(t)=0,|\mathbf{L}(t)|=q+1\right\}}{\widehat{\pi}\left\{Z(t): S_{k}(t)=0\right\}} \\
= & \sum_{q=0}^{\infty} f(q) \frac{\widehat{\pi}\left\{S_{k}(t)=0,|\mathbf{L}(t)|=q+1\right\}}{\widehat{\pi}\left\{S_{k}(t)=0\right\}} \\
= & \sum_{q=0}^{\infty} f(q) \pi_{K k}(q)=\mathbb{E}_{\pi_{K k}}[f(Q)] .
\end{aligned}
$$

Since $Q_{i}=Q\left(t_{i}\right)$, the following holds:

$$
\frac{1}{n} \sum_{i=1}^{n} f\left(q_{i}\right)=\frac{1}{n} \sum_{i=1}^{n} f\left(q\left(t_{i}\right)\right)=\mathbb{E}_{\pi_{K k}}[f(Q)]
$$

almost surely.

## B. 4 Proof of Lemma 7

We restricted to PPs over bounded $B$ so $\Phi_{K}, \Phi_{K}^{*}$ both have no events outside of $B$. Therefore it is sufficient to show that for all $B^{\prime} \in \mathfrak{B}$ such that $B^{\prime} \subset B$,

$$
d_{\mathrm{TV}}\left(N_{K}\left(B^{\prime}\right), N_{K}^{*}\left(B^{\prime}\right)\right) \rightarrow 0 \text { as } K \rightarrow \infty
$$

Note that Poisson processes are infinitely divisible, so we can split into $K$ independent Poisson PPs $\left\{\Phi_{K k}^{*}\right\}_{k \in[1: K]}$ with intensity $\lambda_{K k}$. Let $N_{K k}^{*}$ be the counting measure of $\Phi_{K k}^{*}$. From the Poisson distribution and its Taylor expansion when $|B| \lambda_{K k}$ is small:

$$
\begin{aligned}
& \mathbb{P}\left[N_{K k}^{*}(B)=1\right]=|B| \lambda_{K k}+O\left(|B|^{2} \lambda_{K k}^{2}\right), \\
& \mathbb{P}\left[N_{K k}^{*}(B) \geq 2\right]=O\left(|B|^{2} \lambda_{K k}^{2}\right) .
\end{aligned}
$$

Hence, the total variational distance between individual PPs is computed as follows, where
argument $B$ is omitted for simplicity.

$$
\begin{aligned}
& 2 d_{\mathrm{TV}}\left(N_{K k}, N_{K k}^{*}\right) \\
= & \sum_{j \in \mathbb{Z}_{+}}\left|\mathbb{P}\left[N_{K k}=j\right]-\mathbb{P}\left[N_{K k}^{*}=j\right]\right| \\
= & \left|\left(1-\mathbb{P}\left[N_{K k} \geq 1\right]\right)-\left(1-\mathbb{P}\left[N_{K k}^{*} \geq 1\right]\right)\right| \\
& \quad+\sum_{j \geq 1}\left|\mathbb{P}\left[N_{K k}=j\right]-\mathbb{P}\left[N_{K k}^{*}=j\right]\right| \\
= & \mid \mathbb{P}\left[N_{K k}^{*}=1\right]+\mathbb{P}\left[N_{K k}^{*} \geq 2\right]-\mathbb{P}\left[N_{K k}=1\right] \\
& \quad-\mathbb{P}\left[N_{K k} \geq 2\right]\left|+\sum_{j \geq 1}\right| \mathbb{P}\left[N_{K k}=j\right]-\mathbb{P}\left[N_{K k}^{*}=j\right] \mid \\
& \quad+\quad \sum_{j \geq 1}^{(a)}\left|\mathbb{P}\left[N_{K k}=j\right]-\mathbb{P}\left[N_{K k}^{*}=j\right]\right| \\
& \left|\mathbb{P}\left[N_{K k}^{*}=1\right]-\lambda_{K k}\right|+O\left(|B|^{2} \lambda_{K k}^{2}\right)+\mathbb{P}\left[N_{K k} \geq 2\right] \\
& \quad+\sum_{j \geq 1}\left|\mathbb{P}\left[N_{K k}=j\right]-\mathbb{P}\left[N_{K k}^{*}=j\right]\right| \\
\leq & O\left(|B|^{2} \lambda_{K k}^{2}\right)+\mathbb{P}\left[N_{K k} \geq 2\right] \\
& \quad(c) \\
\leq & O\left(|B|^{2} \lambda_{K k}^{2}\right)+\mathbb{P}\left[N_{K k} \geq 2\right]+\mathbb{P}\left[N_{K k} \geq 2\right]+\mathbb{P}\left[N_{K k}^{*} \geq 2\right] \\
= & O\left(|B|^{2} \lambda_{K k}^{2}\right)+2 \mathbb{P}\left[N_{K k} \geq 2\right],
\end{aligned}
$$

where (a) follows from the triangle inequality, (3.9), and the Taylor expansion; (b) follows from the Taylor expansion; and (c) follows from the triangle inequality and the Taylor expansion.

Now we bound the total variation between two sums of independent random variables as
follows.

$$
\begin{aligned}
& d_{\mathrm{TV}}\left(N_{K}, N_{K}^{*}\right) \stackrel{(a)}{\leq} \sum_{k \in[1: K]} d_{\mathrm{TV}}\left(N_{K k}, N_{K k}^{*}\right) \\
& \stackrel{(b)}{\leq} \sum_{k \in[1: K]} O\left(|B|^{2} \lambda_{K k}^{2}\right)+\sum_{k \in[1: K]} \mathbb{P}\left[N_{K k} \geq 2\right] \\
& \leq c|B|^{2} \cdot \sum_{k \in[1: K]} \lambda_{K k}\left(\max _{k \in[1: K]} \lambda_{K k}\right)+\sum_{k \in[1: K]} \mathbb{P}\left[N_{K k} \geq 2\right] \\
&= c|B|^{2} \cdot \lambda_{K}^{*} \cdot g_{2}(K)+\sum_{k \in[1: K]} \mathbb{P}\left[N_{K k} \geq 2\right],
\end{aligned}
$$

where (a) follows from the total variation inequality for product measures, and (b) follows from the above derivation.

Therefore, the first term vanishes at speed $O\left(|B|^{2} g_{2}(K)\right)$, the second term $\sum_{k} P\left[N_{K k} \geq\right.$ $2] \rightarrow 0$ at speed $O\left(g_{1}(K, B)\right)$. So the overall speed of convergence is given by $O(g(K, B))$, where $g(K, B):=\max \left\{g_{1}(K, B),|B|^{2} g_{2}(K)\right\}$.

Finally, for all subsets $B^{\prime} \subset B$ with $B^{\prime} \in \mathfrak{B}$, we can repeat the above argument, but the speed of convergence still holds since $g_{1}\left(K, B^{\prime}\right) \leq g_{1}(K, B)$ and $\left|B^{\prime}\right| g_{2}(K) \leq|B| g_{2}(K)$.

## B. 5 Proof of Lemma 8

We will first restrict the superposed RMPP on $B$, and then apply the data processing inequality (also known as monotone theorem in some literature [120]) to show $Q_{i}^{(K)} \xrightarrow{\text { TV }} Q_{i}^{*}$. Without loss of generality, we only consider some arbitrary $i$ th symbol whose arrival was at $t_{i}>0$.

Let us introduce empty points [75]. When $\phi(t)$ is a specific realization of $\Phi(t)$, an arrival time instance $e_{j}(\phi)$ at which there is no job in the system (in the queue and in the server both) is called an empty point. ${ }^{3}$ List $e_{j}(\phi)$ in order

$$
\cdots<e_{-1}(\phi)<e_{0}(\phi) \leq 0<e_{1}(\phi)<\cdots .
$$

The $j$ th empty point implies that the queue state after $t=e_{j}(\phi)$ is completely determined only by arrivals after $e_{j}(\phi)$. Then, we know that $e_{0}\left(\Phi_{K}\right) \xrightarrow{\text { TV }} e_{0}\left(\Phi^{*}\right)$ with speed $O(g(K, B))$

[^12]by data processing inequality and thus, $e_{j}\left(\Phi_{K}\right) \xrightarrow{\text { TV }} e_{j}\left(\Phi^{*}\right)$ for any $j$ by stationarity.
Take a set of PP realizations $A_{u_{1}}:=\left\{\phi:-u_{1}<e_{0}(\phi) \leq 0\right\}$. Since $e_{0}\left(\Phi_{K}\right) \xrightarrow{\text { TV }} e_{0}\left(\Phi^{*}\right)$, for arbitrary $\epsilon_{1}>0$ it is possible to take $u_{1}, K_{0}$ such that for all $K>K_{0}$,
$$
P_{K}\left[A_{u_{1}}\right]>1-\epsilon_{1} \text { and } P^{*}\left[A_{u_{1}}\right]>1-\epsilon_{1} .
$$

Also, take a set $A_{u_{2}}:=\left\{\phi: 0<t_{i}(\phi)<u_{2}\right\}$. Thus it is immediate that for arbitrary $\epsilon_{2}>0$ we can take $u_{2}>0$ such that $P_{K}\left[A_{u_{2}}\right]>1-\epsilon_{2}$ and $P^{*}\left[A_{u_{2}}\right]>1-\epsilon_{2}$.

Let $q(i, \phi)$ be the queue-length seen by $i$ th departure of $\phi$, and $u:=\max \left(u_{1}, u_{2}\right), \epsilon:=\epsilon_{1}+\epsilon_{2}$. By the property of the empty point and $A_{u_{1}}, A_{u_{2}}$,

$$
\begin{aligned}
& P^{*}\left[\phi: q(i, \phi)=q\left(i, \mathbf{1}_{[-u, u)} \phi\right)\right] \geq P^{*}\left[A_{u_{1}} \cap A_{u_{2}}\right]>1-\epsilon, \\
& P_{K}\left[\phi: q(i, \phi)=q\left(i, \mathbf{1}_{[-u, u)} \phi\right)\right] \geq P_{K}\left[A_{u_{1}} \cap A_{u_{2}}\right]>1-\epsilon
\end{aligned}
$$

Setting $B=[-u, u)$, we can bound total variation as follows:

$$
\begin{aligned}
& \quad d_{\mathrm{TV}}\left(Q_{i}\left(\Phi_{K}\right), Q_{i}\left(\Phi^{*}\right)\right) \\
& \stackrel{(a)}{\leq} d_{\mathrm{TV}}\left(Q_{i}\left(\Phi_{K}\right), Q_{i}\left(\mathbf{1}_{B} \Phi_{K}\right)\right)+d_{\mathrm{TV}}\left(Q_{i}\left(\mathbf{1}_{B} \Phi_{K}\right), Q_{i}\left(\mathbf{1}_{B} \Phi^{*}\right)\right) \\
& \quad+d_{\operatorname{TV}}\left(Q_{i}\left(\mathbf{1}_{B} \Phi^{*}\right), Q_{i}\left(\Phi^{*}\right)\right) \\
& \\
& \stackrel{(b)}{\leq} 2 \epsilon+d_{\mathrm{TV}}\left(Q_{i}\left(\mathbf{1}_{B} \Phi_{K}\right), Q_{i}\left(\mathbf{1}_{B} \Phi^{*}\right)\right) \\
& \stackrel{(c)}{\leq} 2 \epsilon+d_{\mathrm{TV}}\left(\mathbf{1}_{B} \Phi_{K}, \mathbf{1}_{B} \Phi^{*}\right) \leq 2 \epsilon+O(g(K, B))
\end{aligned}
$$

where (a) follows from the triangle inequality, (b) follows from the property of empty point, and (c) follows from the data processing inequality since $Q_{i}(\cdot)$ is a function of a PP. Since $\epsilon_{1}, \epsilon_{2}$ are arbitrary, the statement is proved.

## Appendix C

## Proofs for Chapter 4

## C. 1 Proof of Theorem 15

Let us prove Thm. 15 starting with the premise that $q_{1}^{*} \geq p_{0}$. First, from (4.25), we have

$$
\begin{equation*}
q_{1}^{*} \geq p_{0} \Leftrightarrow \frac{P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{II} \mathrm{I}_{0}}}{P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{I}_{0}}} \geq-1 . \tag{C.1}
\end{equation*}
$$

To study the ratio in (C.1), consider the Type I vs. Type II error curve for binary hypothesis testing under additive Gaussian noise. ${ }^{1}$ This is shown in Fig. C.1, and as seen here is a convex function [108]. Note that on the curve, the Type I and Type II error probabilities, $\left(P_{e}^{\mathrm{I}}, P_{e}^{\mathrm{II}}\right)$, are the points on the curve that have tangents with slope matching $-\left(\frac{c_{10} q}{c_{01}(1-q)}\right)$, where $q$ is the corresponding prior probability, and $\sigma^{2}$ is the variance of the additive Gaussian noise.

First, from Thm. 12, we know that $q_{2}^{0} \geq q_{2}^{1}$ which in turn implies that $\lambda_{2}^{0} \geq \lambda_{2}^{1}$. This in turn indicates that

$$
P_{e, 2}^{\mathrm{I}_{0}}=Q\left(\frac{\lambda_{2}^{0}}{\sigma_{2}}\right) \leq Q\left(\frac{\lambda_{2}^{1}}{\sigma_{2}}\right)=P_{e, 2}^{\mathrm{I}_{1}} .
$$

Similarly, $P_{e, 2}^{\mathrm{II}_{0}} \geq P_{e, 2}^{\mathrm{II}_{1}}$, and thus, as shown in the figure, the point $B_{0}=\left(P_{e, 2}^{\mathrm{I}_{0}}, P_{e, 2}^{\mathrm{II}_{0}}\right)$ lies to the left of $B_{1}=\left(P_{e, 2}^{\mathrm{I}_{1}}, P_{e, 2}^{\mathrm{II}_{1}}\right)$.

Further, since $B_{1}$ lies on the curve, so does the point $\bar{B}_{1}=\left(P_{e, 2}^{\mathrm{II}_{1}}, P_{e, 2}^{\mathrm{I}_{1}}\right)$ as it caters to the error probabilities corresponding to the probability of the null hypothesis $\mathbb{P}[H=0]=1-q_{2}^{1}$. Thus, the line $\overline{B_{1} \bar{B}_{1}}$ has a slope of -1 .

Note that condition (C.1) translates to the slope of the line $\overline{B_{0} B_{1}}$ being greater than -1 . Observe that if $\bar{B}_{1}$ lies to the right of $B_{1}$ then it implies that the slope of $\overline{B_{0} B_{1}}$ is less than -1 , violating (C.1). Similarly, if $B_{0}$ lies to the left of $\bar{B}_{1}$, then again the (C.1) is violated.

[^13]

Figure C.1: The point $B_{0}$ always exists between points $B_{1}$ and $\bar{B}_{1}$.

On the other hand, if $B_{0}$ lies between $\bar{B}_{1}$ and $B_{1}$, then we know that the slope of $\overline{B_{0} B_{1}}$ is greater than that of $\overline{B_{1} \bar{B}_{1}}$, therein satisfying (C.1). Thus, (C.1) is true if and only if the point $B_{0}$ lies between the two points $B_{1}$ and $\bar{B}_{1}$.

From the convexity of the curve and comparing coordinates of $B_{0}$ and $\bar{B}_{1}$, we have

$$
\begin{align*}
q_{1}^{*} \geq p_{0} & \Leftrightarrow P_{e, 2}^{\mathrm{I}_{0}} \geq P_{e, 2}^{\mathrm{II}}{ }^{1} \\
& \stackrel{(a)}{\Leftrightarrow}) Q\left(\frac{\lambda_{2}^{0}}{\sigma_{2}}\right) \geq 1-Q\left(\frac{\lambda_{2}^{1}-1}{\sigma_{2}}\right) \text { and } Q\left(\frac{\lambda_{2}^{1}}{\sigma_{2}}\right) \geq 1-Q\left(\frac{\lambda_{2}^{0}-1}{\sigma_{2}}\right) \\
& \stackrel{(b)}{\Leftrightarrow} \lambda_{2}^{0}+\lambda_{2}^{1} \leq 1 \\
& \stackrel{(c)}{\mathrm{I}_{1}}  \tag{C.2}\\
& 2 \lambda_{1,[2]}+\sigma_{2}^{2} \log \left(\frac{P_{e, 1,[2]}^{\mathrm{I}}\left(1-P_{e, 1,[2]}^{\mathrm{I}}\right)}{P_{e, 1,[2]}^{\mathrm{II}}\left(1-P_{e, 1,[2]}^{\mathrm{II}}\right)}\right) \leq 1,
\end{align*}
$$

where (a) follows from the false alarm and missed detection probabilities in terms of the $Q$-function of the standard Gaussian random variable; (b) follows from the fact that the $Q$-function is monotonically decreasing and that $1-Q(x)=Q(-x)$; and (c) follows from (4.22), (4.23), and $\lambda_{1,[2]}=\lambda_{2}\left(q_{2}\right)$.

From (4.28), we have

$$
\lambda_{1,[2]}=\frac{1}{2}+\sigma_{2}^{2} \log \left(\frac{c_{10} q_{2}^{*}}{c_{01}\left(1-q_{2}^{*}\right)}\right) .
$$

Substituting in (C.2), we have

$$
q_{1}^{*} \geq p_{0} \Leftrightarrow 2 \log \left(\frac{c_{10} q_{2}^{*}}{c_{01}\left(1-q_{2}^{*}\right)}\right) \leq \log \left(\frac{P_{e, 1,[2]}^{\mathrm{II}}\left(1-P_{e, 1,[2]}^{\mathrm{II}}\right)}{P_{e, 1,[2]}^{\mathrm{I}}\left(1-P_{e, 1,[2]}^{\mathrm{I}}\right)}\right)
$$

Letting $x:=\log \left(\frac{c_{10} q_{2}^{*}}{c_{01}\left(1-q_{2}^{*}\right)}\right)=\frac{1}{\sigma_{2}^{2}}\left(\lambda_{2}-\frac{1}{2}\right)$ and using $Q(\cdot)$ representation of error probabilities, we have

$$
\begin{equation*}
q_{1}^{*} \geq p_{0} \Leftrightarrow 2 x \leq \log \left(\frac{Q\left(\sigma_{2} x-\frac{1}{2 \sigma_{2}}\right) Q\left(-\sigma_{2} x+\frac{1}{2 \sigma_{2}}\right)}{Q\left(\sigma_{2} x+\frac{1}{2 \sigma_{2}}\right) Q\left(-\sigma_{2} x-\frac{1}{2 \sigma_{2}}\right)}\right) \tag{C.3}
\end{equation*}
$$

From Cor. 10, we know that the function

$$
\widetilde{g}(x)=x+\log \left(\frac{Q\left(\sigma x+\frac{1}{2 \sigma}\right)}{Q\left(\sigma x-\frac{1}{2 \sigma}\right)}\right)
$$

is an increasing function of $x$. Thus, reformulating (C.3) using $\widetilde{g}(\cdot)$,

$$
\begin{aligned}
q_{1}^{*} \geq p_{0} & \Leftrightarrow \widetilde{g}(x) \leq \widetilde{g}(-x) \\
& \Leftrightarrow x \leq 0 \Leftrightarrow q_{2}^{*} \leq \frac{c_{01}}{c_{01}+c_{10}} .
\end{aligned}
$$

The condition for equality follows from observing the condition for equality at all the inequalities, proving the first part of the result.

The second part follows directly from the first, taking into account the trivial cases of $p_{0} \in\{0,1\}$.

## C. 2 Proof of Theorem 16

We will consider the case of $c_{01}=c_{10}=1$ for convenience. The proof extends directly by a simple scaling argument.

The optimal belief of worker two satisfies $\frac{\partial R_{2}}{\partial q_{2}}=0$. Thus, differentiating (4.24) with respect
to $q_{2}$ and rearranging,

$$
\begin{aligned}
& p_{0}\left[\left(1-P_{e, 1}^{\mathrm{I}}\right) f_{Y_{2} \mid H}\left(\lambda_{2}^{0} \mid 0\right) \frac{\partial \lambda_{2}^{0}}{\partial q_{2}}+P_{e, 1}^{\mathrm{I}} f_{Y_{2} \mid H}\left(\lambda_{2}^{1} \mid 0\right) \frac{\partial \lambda_{2}^{1}}{\partial q_{2}}\right]= \\
& \left(1-p_{0}\right)\left[P_{e, 1}^{\mathrm{II}} f_{Y_{2} \mid H}\left(\lambda_{2}^{0} \mid 1\right) \frac{\partial \lambda_{2}^{0}}{\partial q_{2}}+\left(1-P_{e, 1}^{\mathrm{II}}\right) f_{Y_{2} \mid H}\left(\lambda_{2}^{1} \mid 1\right) \frac{\partial \lambda_{2}^{1}}{\partial q_{2}}\right] .
\end{aligned}
$$

Let $x=\log \left(\frac{p_{0}}{1-p_{0}}\right)$. For $q_{2}^{*}=1 / 2$ and $q_{1}^{*}=p_{0}$, we have

$$
\lambda_{1}=\frac{1}{2}+\sigma_{1}^{2} x \text { and } \lambda_{1,[2]}=\frac{1}{2} .
$$

It implies $P_{e, 1,[2]}^{\mathrm{I}}=P_{e, 1,[2]}^{\mathrm{II}}=Q\left(1 / 2 \sigma_{2}\right)$. Then,

$$
\begin{aligned}
& \mathcal{L}\left(\lambda_{2}^{0}\right)=\frac{f_{Y_{2} \mid H}\left(\lambda_{2}^{0} \mid 1\right)}{f_{Y_{2} \mid H}\left(\lambda_{2}^{0} \mid 0\right)}=\frac{q_{2}}{1-q_{2}} \frac{\left(1-P_{e, 1,[2]}^{\mathrm{I}}\right)}{P_{e, 1,[2]}^{\mathrm{I}}}=\frac{Q\left(-1 / 2 \sigma_{2}\right)}{Q\left(1 / 2 \sigma_{2}\right)}=: \frac{1}{c}, \\
& \mathcal{L}\left(\lambda_{2}^{1}\right)=\frac{f_{Y_{2} \mid H}\left(\lambda_{2}^{1} \mid 1\right)}{f_{Y_{2} \mid H}\left(\lambda_{2}^{1} \mid 0\right)}=\frac{q_{2}}{1-q_{2}} \frac{P_{e, 1,[2]}^{\mathrm{I}}}{\left(1-P_{e, 1,[2]}^{\mathrm{II}}\right)}=\frac{Q\left(1 / 2 \sigma_{2}\right)}{Q\left(-1 / 2 \sigma_{2}\right)}=c .
\end{aligned}
$$

Equivalently, this implies that

$$
\lambda_{2}^{0}=\frac{1}{2}+\sigma^{2} \log \left(\frac{1}{c}\right), \quad \lambda_{2}^{1}=\frac{1}{2}-\sigma^{2} \log \left(\frac{1}{c}\right) .
$$

Thus, $\lambda_{2}^{0}+\lambda_{2}^{1}=1$, and so

$$
\begin{aligned}
f_{Y_{2} \mid H}\left(\lambda_{2}^{1} \mid 1\right) & =\frac{1}{\sqrt{2 \pi} \sigma_{2}} \exp \left(-\frac{\left(\lambda_{2}^{1}-1\right)^{2}}{2 \sigma_{2}^{2}}\right) \\
& =\frac{1}{\sqrt{2 \pi} \sigma_{2}} \exp \left(-\frac{\left(\lambda_{2}^{0}\right)^{2}}{2 \sigma_{2}^{2}}\right)=f_{Y_{2} \mid H}\left(\lambda_{2}^{0} \mid 0\right) .
\end{aligned}
$$

Similarly, we also have

$$
f_{Y_{2} \mid H}\left(\lambda_{2}^{1} \mid 0\right)=f_{Y_{2} \mid H}\left(\lambda_{2}^{0} \mid 1\right) .
$$

Further, from (4.22) and (4.23), we have

$$
\begin{aligned}
& \frac{d \lambda_{2}^{0}}{d q_{2}}=\frac{d \lambda_{2}^{0}}{d \lambda_{1,[2]}} \frac{d \lambda_{1,[2]}}{d q_{2}}=\left[1+\frac{\sigma_{2}^{2} \phi\left(\frac{\lambda_{1,[2]}}{\sigma_{2}}\right)}{1-P_{e, 1,[2]}^{\mathrm{I}}}-\frac{\sigma_{2}^{2} \phi\left(\frac{\lambda_{1,[2]}-1}{\sigma_{2}}\right)}{P_{e, 1,[2]}^{\mathrm{II}}}\right] \frac{d \lambda_{1,[2]}}{d q_{2}} \\
& \frac{d \lambda_{2}^{1}}{d q_{2}}=\frac{d \lambda_{2}^{1}}{d \lambda_{1,[2]}} \frac{d \lambda_{1,[2]}}{d q_{2}}=\left[1-\frac{\sigma_{2}^{2} \phi\left(\frac{\lambda_{1,[2]}}{\sigma_{2}}\right)}{P_{e, 1,[2]}^{\mathrm{I}}}+\frac{\sigma_{2}^{2} \phi\left(\frac{\lambda_{1,[2]}-1}{\sigma_{2}}\right)}{1-P_{e, 1,[2]}^{\mathrm{II}}}\right] \frac{d \lambda_{1,[2]}}{d q_{2}}
\end{aligned}
$$

When $\lambda_{1,[2]}=\frac{1}{2}, P_{e, 1,[2]}^{\mathrm{I}}=P_{e, 1,[2]}^{\mathrm{II}}=Q\left(\frac{1}{2 \sigma_{2}}\right)$, and $\phi\left(\frac{\lambda_{1,[2]}}{\sigma_{2}}\right)=\phi\left(\frac{\lambda_{1,[2]}-1}{\sigma_{2}}\right)$. Thus, $\frac{d \lambda_{2}^{0}}{d q_{2}}=\frac{d \lambda_{2}^{1}}{d q_{2}}$.
Using these, the values of prior for which $q_{1}^{*}=p_{0}, q_{2}^{*}=1 / 2$ are given by

$$
\begin{equation*}
\frac{p_{0}}{1-p_{0}}=\frac{Q\left(\frac{-1}{2 \sigma_{2}}\right) Q\left(\frac{-1}{2 \sigma_{1}}-\sigma_{1} x\right)+Q\left(\frac{1}{2 \sigma_{2}}\right) Q\left(\frac{1}{2 \sigma_{1}}+\sigma_{1} x\right)}{Q\left(\frac{-1}{2 \sigma_{2}}\right) Q\left(\frac{-1}{2 \sigma_{2}}+\sigma_{1} x\right)+Q\left(\frac{1}{2 \sigma_{2}}\right) Q\left(\frac{1}{2 \sigma_{1}}-\sigma_{1} x\right)} . \tag{C.4}
\end{equation*}
$$

Using the definitions of $x, \alpha, \beta$ in (C.4), and the fact that $Q(-y)=1-Q(y)$, the result follows.

## C. 3 Proof of Theorem 17

From (4.1), we note that the Bayes risk for social learning with beliefs $\left(q_{1}, q_{2}\right)$ is

$$
\begin{aligned}
& R_{2}\left(q_{1}, q_{2}\right) \\
& =c_{10} p_{0}\left[P_{e, 2}^{\mathrm{I}_{0}}\left(1-P_{e, 1}^{\mathrm{I}}\right)+P_{e, 2}^{\mathrm{I}_{1}} P_{e, 1}^{\mathrm{I}}\right]+c_{01}\left(1-p_{0}\right)\left[P_{e, 2}^{\mathrm{II}} P_{e, 1}^{\mathrm{II}}+P_{e, 2}^{\mathrm{II}_{1}}\left(1-P_{e, 1}^{\mathrm{II}}\right)\right] .
\end{aligned}
$$

Then, the difference in Bayes risk between the two choices of advisors is given by

$$
\begin{align*}
\Delta R_{2} & =R_{2}\left(q_{1}, q_{2}\right)-R_{2}\left(q_{1^{\prime}}, q_{2}\right) \\
& =c_{10} p_{0}\left(P_{e, 1}^{\mathrm{I}}-P_{e, 1^{\prime}}^{\mathrm{I}}\right)\left(P_{e, 2}^{\mathrm{I}_{1}}-P_{e, 2}^{\mathrm{I}_{0}}\right)+c_{01}\left(1-p_{0}\right)\left(P_{e, 1}^{\mathrm{II}}-P_{e, 1^{\prime}}^{\mathrm{II}}\right)\left(P_{e, 2}^{\mathrm{II}_{0}}-P_{e, 2}^{\mathrm{II}_{1}}\right) . \tag{C.5}
\end{align*}
$$

Since $q_{1}<q_{1^{\prime}}$, the decision thresholds satisfy $\lambda_{1}<\lambda_{1^{\prime}}$. Thus, from (C.5) and independence of $Y_{1}, Y_{2}$ given $H$, we see that $\Delta R_{2} \leq 0$ if and only if (4.31) holds.

## Appendix D

## Proofs for Chapter 5

## D. 1 Proof of Lemma 10

Let us introduce notations first. Let $W$ be a Gaussian random variable with distribution $\mathcal{N}\left(\operatorname{med}(V), \frac{1}{4 L f^{2}(\operatorname{med}(V))}\right)$. Let $\xi_{m}:=\mathbb{E}\left[V_{(m+1)}\right]$ and note that $\xi_{m} \neq \operatorname{med}(V)$ in general since $V_{(m+1)}$ is a biased estimator in general. Also let $\gamma_{r}, \gamma_{r}^{\prime}$ be absolute central moments of $V_{(m+1)}$ and $W$, i.e.,

$$
\begin{aligned}
\gamma_{r} & :=\mathbb{E}\left[\left|V_{(m+1)}-\xi_{m}\right|^{r}\right], \\
\gamma_{r}^{\prime} & :=\mathbb{E}\left[|W-\operatorname{med}(V)|^{r}\right],
\end{aligned}
$$

and $\rho_{r}, \rho_{r}^{\prime}$ be central moments of $V_{(m+1)}$ and $W$, i.e.,

$$
\begin{aligned}
\rho_{r} & :=\mathbb{E}\left[\left(V_{(m+1)}-\xi_{m}\right)^{r}\right], \\
\rho_{r}^{\prime} & :=\mathbb{E}\left[(W-\operatorname{med}(V))^{r}\right] .
\end{aligned}
$$

Then, our proof is based on the following result.
Proposition $14([122]) . \lim _{m \rightarrow \infty} \rho_{r}=\rho_{r}^{\prime}$ for all $r \geq 2$, and $\lim _{m \rightarrow \infty} \xi_{m}=\operatorname{med}(V)$.
Due to the triangle inequality and Prop. 18,

$$
\begin{aligned}
& \mathbb{E}\left[\left|V_{(m+1)}-\operatorname{med}(V)\right|^{r}\right] \\
& =\mathbb{E}\left[\left|V_{(m+1)}-\xi_{m}+\xi_{m}-\operatorname{med}(V)\right|^{r}\right] \\
& \leq 2^{r} \mathbb{E}\left[\left|V_{(m+1)}-\xi_{m}\right|^{r}\right]+2^{r} \mathbb{E}\left[\left|\xi_{m}-\operatorname{med}(V)\right|^{r}\right] \\
& =2^{r} \mathbb{E}\left[\left|V_{(m+1)}-\xi_{m}\right|^{r}\right]+2^{r}\left|\xi_{m}-\operatorname{med}(V)\right|^{r},
\end{aligned}
$$

where the last equality follows since $\xi_{m}, \operatorname{med}(V)$ are deterministic quantities. Furthermore, due to Prop. 14, we can take large $m$ for any positive $\delta$ such that $\left|\xi_{m}-\operatorname{med}(V)\right|^{r} \leq \delta$.

Consider the first term. Since $\rho_{r} \rightarrow \rho_{r}^{\prime}$, we know that $\gamma_{r}, \gamma_{r}^{\prime}$ are bounded. Letting $A:=$ $V_{(m+1)}-\xi_{m}$ and $B:=W-\operatorname{med}(V)$ for brevity, we can take large $p \in \mathbb{N}$ such that

$$
\left|\mathbb{E}\left[|A|^{r}\right]-\mathbb{E}\left[|A|^{r} \wedge p\right]\right| \leq \delta \text { and }\left|\mathbb{E}\left[|B|^{r}\right]-\mathbb{E}\left[|B|^{r} \wedge p\right]\right| \leq \delta
$$

Then,

$$
\begin{aligned}
\left|\mathbb{E}\left[|A|^{r}\right]-\mathbb{E}\left[|B|^{r}\right]\right| & =\left|\mathbb{E}\left[|A|^{r}-|A|^{r} \wedge p+|A|^{r} \wedge p\right]-\mathbb{E}\left[|B|^{r}-|B|^{r} \wedge p+|B|^{r} \wedge p\right]\right| \\
& \leq 2 \delta+\left|\mathbb{E}\left[|A|^{r} \wedge p\right]-\mathbb{E}\left[|B|^{r} \wedge p\right]\right|
\end{aligned}
$$

Note that $|\cdot|^{r} \wedge p$ is a bounded continuous function and $A \rightarrow B$ in distribution as $m \rightarrow \infty$ by Lem. 10. Therefore we can take large $m$ such that $\left|\mathbb{E}\left[|A|^{r} \wedge p\right]-\mathbb{E}\left[|B|^{r} \wedge p\right]\right| \leq \delta$ by the continuous mapping theorem, which leads us to

$$
\left|\mathbb{E}\left[|A|^{r}\right]-\mathbb{E}\left[|B|^{r}\right]\right| \leq 3 \delta
$$

Hence, we have

$$
\mathbb{E}\left[\left|V_{(m+1)}-\operatorname{med}(V)\right|^{r}\right] \leq 2^{r} \mathbb{E}\left[|B|^{r}\right]+2^{r} 3 \delta+2^{r} \delta
$$

Note that $\mathbb{E}\left[|B|^{r}\right]$ is the $r$ th absolute central moment of Gaussian, so

$$
\mathbb{E}\left[|B|^{r}\right]=\left(\frac{1}{2 L f^{2}(\operatorname{med}(V))}\right)^{r / 2} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}} .
$$

Since $\delta$ is arbitrary, the proof is completed.

## D. 2 Distortion Bounds in Achievability

The next proposition is a part of the proof of the regular model achievability.
Proposition 15 (Regular CEO Problem).

$$
(2 K)^{r} \mathbb{E}\left[\left|U_{(m+1)}(t)-\widehat{U}_{(m+1)}(t)\right|^{r}\right] \leq \epsilon
$$

Proof. For the sake of notational brevity, we omit ' $(t)$ ' so

$$
\begin{align*}
& (2 K)^{r} \mathbb{E}\left[\left|U_{(m+1)}(t)-\widehat{U}_{(m+1)}(t)\right|^{r}\right]  \tag{D.1}\\
& =(2 K)^{r} \mathbb{E}\left[\left|U_{(m+1)}-\widehat{U}_{(m+1)}\right|^{r}\right] \\
& \leq 2^{2 r} K^{r} \mathbb{E}\left[\left|U_{(m+1)}-q\left(U_{(m+1)}\right)\right|^{r}\right]+2^{2 r} K^{r} \mathbb{E}\left[\left|q\left(U_{(m+1)}\right)-\widehat{U}_{(m+1)}\right|^{r}\right] \\
& \leq 2^{2 r} K^{r} \mathbb{E}\left[\left|U_{(m+1)}-q\left(U_{(m+1)}\right)\right|^{r}\right]+2^{3 r} K^{r} \mathbb{E}\left[\left|q\left(U_{(m+1)}\right)-\operatorname{med}\left(\left\{\widetilde{U}_{i}\right\}_{i=1}^{L}\right)\right|^{r}\right] \\
& \quad+2^{3 r} K^{r} \mathbb{E}\left[\left|\operatorname{med}\left(\left\{\widetilde{U}_{i}\right\}_{i=1}^{L}\right)-\widehat{U}_{(m+1)}\right|^{r}\right],
\end{align*}
$$

where both inequalities are due to the triangle inequality and Prop. 18.
Now the first and the second terms are small enough because of (5.1), i.e.,

$$
\begin{aligned}
2^{2 r} K^{r} \mathbb{E}\left[\left|U_{(m+1)}-q\left(U_{(m+1)}\right)\right|^{r}\right] & \leq 2^{2 r} K^{r} \delta_{0}^{r}, \\
2^{3 r} K^{r} \mathbb{E}\left[\left|q\left(U_{(m+1)}\right)-\operatorname{med}\left(\left\{\widetilde{U}_{i}\right\}_{i=1}^{L}\right)\right|^{r}\right] & \leq 2^{3 r} K^{r} \delta_{0}^{r} .
\end{aligned}
$$

The last term is positive only when there is a Slepian-Wolf decoding error $\mathcal{B}$ defined in Prop. 13, so

$$
2^{3 r} K^{r} \mathbb{E}\left[\left|\operatorname{med}\left(\left\{\widetilde{U}_{i}\right\}_{i=1}^{L}\right)-\widehat{U}_{(m+1)}\right|^{r}\right] \leq 2^{3 r} K^{r}\left(2 \widetilde{u}_{\max }\right)^{r} \mathbb{P}[\mathcal{B}] \leq 2^{3 r} K^{r}\left(2 \widetilde{u}_{\max }\right)^{r} \lambda,
$$

and $\lambda \rightarrow 0$ as $n \rightarrow \infty$. Therefore (D.1) can be bounded by $\epsilon$ if we choose small $\delta$ and large $n$ appropriately.

The next proposition is a part of the proof of the non-regular model achievability.
Proposition 16 (Non-regular CEO Problem). For any $\epsilon>0$, there exist a quantization scheme and block length $n$ such that

$$
K^{r} \mathbb{E}\left[\left|U_{(1)}+U_{(L)}-\widehat{U}_{(1)}-\widehat{U}_{(L)}\right|^{r}\right] \leq \epsilon
$$

Proof. Using the triangle inequality and Prop. 18, we have

$$
\begin{align*}
& K^{r} \mathbb{E}\left[\left|U_{(1)}+U_{(L)}-\widehat{U}_{(1)}-\widehat{U}_{(L)}\right|^{r}\right] \\
& \leq(2 K)^{r} \mathbb{E}\left[\left|U_{(1)}+U_{(L)}-\widetilde{U}_{(1)}-\widetilde{U}_{(L)}\right|^{r}\right]+(2 K)^{r} \mathbb{E}\left[\left|\widetilde{U}_{(1)}+\widetilde{U}_{(L)}-\widehat{U}_{(1)}-\widehat{U}_{(L)}\right|^{r}\right] . \tag{D.2}
\end{align*}
$$

The first term is decomposed into two terms by Prop. 18 and we take sufficiently fine
quantization points (5.4),

$$
\begin{aligned}
& (2 K)^{r} \mathbb{E}\left[\left|U_{(1)}+U_{(L)}-\widetilde{U}_{(1)}-\widetilde{U}_{(L)}\right|^{r}\right] \\
& \leq 2^{2 r} K^{r} \mathbb{E}\left[\left|U_{(1)}+U_{(L)}\right|^{r}\right]+2^{2 r} K^{r} \mathbb{E}\left[\left|\widetilde{U}_{(1)}-\widetilde{U}_{(L)}\right|^{r}\right] \\
& \leq 2^{2 r+1} K^{r} \delta_{0}^{r}
\end{aligned}
$$

Next, to bound the second term recall the decoding error probability $\mathbb{P}[\mathcal{B}] \leq \lambda$ given in Prop. 13. Then,

$$
\begin{aligned}
& (2 K)^{r} \mathbb{E}\left[\left|\widetilde{U}_{(1)}+\widetilde{U}_{(L)}-\widehat{U}_{(1)}+\widehat{U}_{(L)}\right|^{r}\right] \\
& \leq 2^{2 r} K^{r}\left(\mathbb{E}\left[\left|\widetilde{U}_{(1)}-\widehat{U}_{(1)}\right|^{r}\right]+\mathbb{E}\left[\mid \widetilde{U}_{(L)}-\widehat{U}_{(L)} r^{r}\right]\right) \\
& \leq 2^{2 r} K^{r} 2\left(2 \widetilde{u}_{\text {max }}\right)^{r} \mathbb{P}[\mathcal{B}] \leq 2^{2 r} K^{r} 2\left(2 \widetilde{u}_{\text {max }}\right)^{r} \lambda,
\end{aligned}
$$

where $\widetilde{u}_{\text {max }}:=\max \{|\widetilde{u}|: \widetilde{u} \in \mathcal{U}\}<1$ as $\mathcal{U}=[0,1]$.
Hence, taking sufficiently fine quantization and taking sufficiently large $n$, we can bound (D.2) for any $\epsilon>0$.

## D. 3 Proof of Lemma 15

Let us start with the following identity for a non-negative random variable $Z$ :

$$
\mathbb{E}[Z]=\int_{0}^{\infty} \mathbb{P}[Z \geq t] d t
$$

Letting $Z=|\widehat{X}-X|^{r}$ and $t=\left(\frac{h}{2}\right)^{r}$, we have the following identity by change of variable.

$$
\begin{aligned}
\mathbb{E}\left[|X-\widehat{X}|^{r}\right] & =\int_{0}^{\infty} \mathbb{P}\left[|X-\widehat{X}|^{r} \geq t\right] d t \\
& =\int_{0}^{\infty} r 2^{-r} h^{r-1} \mathbb{P}\left[|X-\widehat{X}|^{r} \geq\left(\frac{h}{2}\right)^{r}\right] d h \\
& =\int_{0}^{\infty} r 2^{-r} h^{r-1} \mathbb{P}\left[|X-\widehat{X}| \geq \frac{h}{2}\right] d h
\end{aligned}
$$

Let us derive a lower bound of $\mathbb{P}\left[|\widehat{X}-X| \geq \frac{h}{2}\right]$.

$$
\begin{aligned}
& \mathbb{P}\left[|\widehat{X}-X| \geq \frac{h}{2}\right] \\
& =\mathbb{P}\left[\widehat{X}-X \geq \frac{h}{2}\right]+\mathbb{P}\left[\widehat{X}-X<-\frac{h}{2}\right] \\
& =\int_{0}^{1} f_{X}(x) \mathbb{P}\left[\left.\widehat{X}-X \geq \frac{h}{2} \right\rvert\, X=x\right] d x+\int_{0}^{1} f_{X}(x) \mathbb{P}\left[\left.\widehat{X}-X<-\frac{h}{2} \right\rvert\, X=x\right] d x
\end{aligned}
$$

By change of variable $x=t+h$ in the second integration, we have

$$
\begin{aligned}
& \mathbb{P}\left[|\widehat{X}-X| \geq \frac{h}{2}\right] \\
& =\int_{0}^{1} f_{X}(x) \mathbb{P}\left[\left.\widehat{X}-X \geq \frac{h}{2} \right\rvert\, X=x\right] d x+\int_{-h}^{1-h} f_{X}(x) \mathbb{P}\left[\left.\widehat{X}-X<-\frac{h}{2} \right\rvert\, X=t+h\right] d t \\
& =\int_{0}^{1} f_{X}(x) \mathbb{P}\left[\left.\widehat{X}-x \geq \frac{h}{2} \right\rvert\, X=x\right] d x+\int_{-h}^{1-h} f_{X}(t+h) \mathbb{P}\left[\left.\widehat{X}-t<\frac{h}{2} \right\rvert\, X=t+h\right] d t \\
& \geq \int_{0}^{1-h} f_{X}(x) \mathbb{P}\left[\left.\widehat{X}-x \geq \frac{h}{2} \right\rvert\, X=x\right] d x+\int_{0}^{1-h} f_{X}(t+h) \mathbb{P}\left[\left.\widehat{X}-t<\frac{h}{2} \right\rvert\, X=t+h\right] d t \\
& =\int_{0}^{1-h} f_{X}(x) \mathbb{P}\left[\left.\widehat{X}-x \geq \frac{h}{2} \right\rvert\, X=x\right]+f_{X}(x+h) \mathbb{P}\left[\left.\widehat{X}-x<\frac{h}{2} \right\rvert\, X=x+h\right] d x \\
& =\int_{0}^{1-h}\left(f_{X}(x)+f_{X}(x+h)\right)\left\{\frac{f_{X}(x)}{f_{X}(x)+f_{X}(x+h)} \mathbb{P}\left[\left.\widehat{X}-x \geq \frac{h}{2} \right\rvert\, X=x\right]\right. \\
& \left.\quad+\frac{f_{X}(x+h)}{f_{X}(x)+f_{X}(x+h)} \mathbb{P}\left[\left.\widehat{X}-x<\frac{h}{2} \right\rvert\, X=x+h\right]\right\} d x .
\end{aligned}
$$

So the quantity in the curly bracket implies the error probability of a decision rule

$$
\widehat{X}-x \underset{X=x}{\underset{X=x+h}{\gtrless}} \frac{h}{2}
$$

and then it is further bounded by the optimal error probability $P_{\min }(x, x+h)$. Then, we
have the final lower bound as follows:

$$
\begin{aligned}
\mathbb{P}\left[|\widehat{X}-X| \geq \frac{h}{2}\right] & \geq \int_{0}^{1-h}\left(f_{X}(x)+f_{X}(x+h)\right) P_{\min }(x, x+h) d x \\
\Longrightarrow \mathbb{E}\left[|X-\widehat{X}|^{r}\right] & \geq \int_{0}^{\infty} r 2^{-r} h^{r-1} \int_{0}^{1-h} \frac{f_{X}(x)+f_{X}(x+h)}{2} P_{\min }(x, x+h) d x d h \\
& =\int_{0}^{1} r 2^{-r} h^{r-1} \int_{0}^{1-h} \frac{f_{X}(x)+f_{X}(x+h)}{2} P_{\min }(x, x+h) d x d h .
\end{aligned}
$$

The proof is completed.

## D. 4 Inequalities

Proposition 17. Suppose $a_{i}, b_{i}>0$ for all $i \in[1: n]$. Then,

$$
\frac{\sum_{i=1}^{n} a_{i}}{\sum_{i=1}^{n} b_{i}} \geq \min _{i \in[1: n]}\left(\frac{a_{i}}{b_{i}}\right)
$$

Proof. Let $m:=\min _{i}\left(\frac{a_{i}}{b_{i}}\right)$. Then,

$$
\begin{aligned}
a_{i} & \geq m b_{i} \quad \forall i \in[1: n], \\
\Longrightarrow \sum_{i=1}^{n} a_{i} & \geq m \sum_{i=1}^{n} b_{i}, \\
\Longrightarrow \frac{\sum_{i=1}^{n} a_{i}}{\sum_{i=1}^{n} b_{i}} & \geq m=\min _{i \in[1: n]}\left(\frac{a_{i}}{b_{i}}\right) .
\end{aligned}
$$

Proposition 18. For $a, b \geq 0$ and $r \in \mathbb{N}$,

$$
(a+b)^{r} \leq 2^{r}\left(a^{r}+b^{r}\right)
$$

Proof. By the binomial expansion theorem,

$$
\begin{aligned}
(a+b)^{r} & =\sum_{i=0}^{r}\binom{r}{i} a^{i} b^{r-i} \\
& \leq \sum_{i=0}^{r}\binom{r}{i}(\max (a, b))^{r} \\
& =2^{r}(\max (a, b))^{r} \\
& \leq 2^{r}\left(a^{r}+b^{r}\right)
\end{aligned}
$$
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[^0]:    ${ }^{1}$ This approximation for one-sided function is not well defined, but we may think of an extension of $d_{\text {gen }}$ on small neighborhood around origin such that all left derivatives agree with their right counterparts at the origin. Then, the Maclaurin series is well defined for the extended function.
    ${ }^{2}$ Note that $\mathbb{E}[d(|X-\widehat{X}|)]-d^{\prime}(0) \mathbb{E}[|X-\widehat{X}|]=\sum_{k=2}^{\infty} \frac{d^{(k)}(0)}{k!} \mathbb{E}\left[|X-\widehat{X}|^{k}\right]$. Hence, the condition for the approximation to be valid is equivalent to the fact that the infinite series on the right side vanishes with the number of observations. For example, if all $d^{(k)}(0)$ are absolutely bounded by a constant, and the estimator is consistent and has a sub-Gaussian tail, then the series vanishes with the number of observations.

[^1]:    ${ }^{1}$ Type I and II are analytically tractable sub-classes of the arrival processes with i.i.d. inter-arrival times and i.i.d. numbers of arrivals at each arrival epoch.

[^2]:    ${ }^{1}$ Throughout this chapter, symbol (common in information theory) and job (or customer, common in queueing theory) are interchangeable.

[^3]:    ${ }^{1}$ This property is particularly useful in uniformly most powerful (UMP) tests.

[^4]:    ${ }^{2}$ The subscript [2] in the term $p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)_{[2]}$ indicates the value of $p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)$ that Blake (the second agent) thinks. We specify this because Blake does not know Alexis's belief $q_{1}$. Thus, he interprets her decision based on his belief $q_{2}$. The value is different from the true value of $p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)=p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)_{[1]}$. Of course, it will also be different from what Chuck, the third agent, perceives, which is denoted by $p_{\widehat{H}_{1} \mid H}\left(\widehat{h}_{1} \mid h\right)_{[3]}$. This will be explained in the next subsection.

[^5]:    ${ }^{3}$ Recall that the subscript [2] denotes the quantity 'seen by' Blake.

[^6]:    ${ }^{4}$ Bounded rationality models have been categorized into two main classes-costly bounded rationality and truly bounded rationality [48]. Costly rationality considers the emergence of boundedly irrational behavior as optimization under some costs of decision-making such as computation and communication. On the other hand, truly bounded rationality is not based on an optimization framework. Though not the focus of the present chapter, one might wonder whether people are (approximately) naturally optimal for social learning. That is: Since the optimal belief curves result from limitations in computation (selfish decision-making) and communication (public signal quantization), do cumulative prospect-theoretic models emerge from a costly rationality framework for social learning?

[^7]:    ${ }^{1}$ Suppose that nonidentical test channels achieve a smaller distortion $D$. As agents are symmetric, the distortion must be invariant under permutation. Time-sharing argument that averages nonidentical channels shows that identical test channels also achieve $D$, which yields a contradiction.

[^8]:    ${ }^{2} \mathrm{~A}$ copula is a multivariate distribution that has the uniform distribution for each marginal [109].

[^9]:    ${ }^{3}$ Note that individual rates need not be identical; however, the sum rate that agents must satisfy is unchanged by the Slepian-Wolf coding regardless of individual rate allocation.

[^10]:    ${ }^{1}$ Such a matrix is called a lower Hessenberg matrix.

[^11]:    ${ }^{2}$ Such a matrix is called an upper Hessenberg matrix.

[^12]:    ${ }^{3}$ This is different from the regenerative cycles, introduced in Sec. 3.2. Since we are considering arbitrary superposition process $\Phi$ that is not renewal in general, $e_{j}(\Phi)$ is not regenerative.

[^13]:    ${ }^{1}$ It is also called receiver operating characteristic (ROC) curve $[108,121]$ when the curve is vertically inverted.

