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Abstract: The paper introduces notions of robustness margins geared towards the analysis and
design of systems that switch and oscillate. While such phenomena are ubiquitous in nature
and in engineering, a theory of robustness for behaviors away from equilibria is lacking. The
proposed framework addresses this need in the framework of p-dominance theory, which aims
at generalizing stability theory for the analysis of systems with low-dimensional attractors.
Dominance margins are introduced as natural generalisations of stability margins in the context
of p-dominance analysis. In analogy with stability margins, dominance margins are shown
to admit simple interpretations in terms of familiar frequency domain tools and to provide
quantitative measures of robustness for multistable and oscillatory behaviors in Lure systems.
The theory is illustrated by means of an elementary mechanical example.
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1. INTRODUCTION

Robustness is a classical concept in engineering. In broad
terms, a behavior is robust if it persists under the effect of
exogenous perturbations or parametric uncertainty. One
of the key questions of control theory is to understand
when the stability of a system is robust to model uncer-
tainty (Bode, 1945; Francis, 1987; McFarlane and Glover,
1990; Doyle et al., 1992; Green and Limebeer, 1995; Zhou
et al., 1996; Vinnicombe, 2001; Aström and Murray, 2008).
For linear time-invariant systems, the classical notions
of gain margin and phase margin provide quantitative
measures of robustness that remain the basis of control
engineering practice to date (Aström and Murray, 2008).
These notions possess an intuitive interpretation in terms
of Nyquist and Bode diagrams. They can be extended to
nonlinear systems using the notion of disk margin (Sepul-
chre et al., 1997) and they are at the root of modern robust
control theory.

The paper introduces notions of robustness margins geared
towards the analysis and design of systems with multistable
and oscillatory behaviors, i.e. systems with multiple stable
equilibria and simple attractors. These behaviors are of
great importance in electronics (Chua et al., 1987) and
mechanics (Guckenheimer and Holmes, 1991) and are also
believed to lie at the heart of key biological questions,
including the generation of spikes in the brain (Izhikevich,
2007) and the design of synthetic genetic circuits (Del Vec-
chio et al., 2018). This goal is pursued by adopting a
differential viewpoint, i.e. using the linearization of a
system along arbitrary solutions to infer global properties of
the system, and shifting the focus from stability analysis to
p-dominance analysis (Forni and Sepulchre, 2019; Miranda-
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Villatoro et al., 2018), i.e. convergence to p-dimensional
attractors rather than to an equilibrium point.

Dominance margins are introduced as natural generaliza-
tions of stability margins in the context of p-dominance
analysis. In analogy with stability margins, these notions
are shown to admit simple interpretations in terms of
familiar frequency domain tools and to provide practical
measures of robustness for multistable and oscillatory be-
haviors in Lure systems, i.e. systems that can be described
as the feedback interconnection of a linear, time-invariant
system and a locally Lipschitz function. The significance
of these notions for analysis and design is demonstrated
studying the robustness of multistability and oscillations
in a mechanical system using a saturated feedback law.

The remainder of the paper is organized as follows. Section 2
describes the motivating mechanical example. Section 3
recalls some preliminary results on p-dominance theory
from (Forni and Sepulchre, 2019) and (Miranda-Villatoro
et al., 2018). Section 4 contains the main results of the
paper, where notions of gain margin, phase margin, and
disk margin are defined for p-dominant systems. Section 5
provides an outlook to future research directions. Section 6
summarises the main results of the paper.

Notation R, Rn and Rp×m denote the set of real numbers,
the set of n-dimensional real vectors and the set of p ×
m-dimensional real matrices, respectively. R+ and C+

denote the set of non-negative real numbers and the set of
complex numbers with non-negative real part. j denotes the
imaginary unit and jR denotes the set of complex numbers
with zero real part. I denotes the identity matrix. MT

denotes the transpose of the matrix M ∈ Rp×m. D(K1,K2)
denotes the closed disk in the complex plane whose diameter
connects the points −1/K1 and −1/K2 for K1 ∈ R and
K2 ∈ R, with K1 < K2 and K1K2 > 0; by a convenient
abuse of notation, if K1K2 < 0 then D(K1,K2) denotes
the complement of the closed disk with its center on the real
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axis and its boundary intersecting the real axis at the points
−1/K1 and −1/K2; if K1 = 0 or K2 = 0 then D(K1,K2)
denotes the open half-plane to the left or to the right of
the lines defined by Re(s) = −1/K2 or Re(s) = −1/K1,
respectively. In all these cases, D(K1,K2) is referred to as
a disk.

2. A MOTIVATING EXAMPLE

Consider a linear, time-invariant, mass-spring-damper
system described by the equations

ẋ1 = x2, mẋ2 = −kx1 − dx2 + u, y = x1, (1)

in which x1(t) ∈ R is the position of the point mass,
x2(t) ∈ R is the velocity of the point mass, u(t) ∈ R is the
exogenous (force) input, y(t) ∈ R is the measured (position)
output, m ∈ R+ is the mass of the point mass, k ∈ R+ is
the spring constant, and d ∈ R+ is the damping coefficient,
respectively. Fig. 1 provides a diagrammatic representation
of system (1). The parameters are selected as m = 1 kg,
k = 1 N ·m−1, d = 5 kg · s−1.

m

k

d

x1

u

Fig. 1. The controlled mass-spring-damper system (1).

Consider the question of designing a controller that renders
the system (1) bistable via feedback. A simple solution is
provided by the nonlinear proportional feedback controller

u = −kP tanh(y), kP ∈ R. (2)

For negative values of kP the feedback law (2) describes
a positive feedback loop. For sufficiently large values of
kP < 0, the stable equilibrium at the origin of the closed-
loop system undergoes a supercritical pitchfork bifurcation
and a (globally) bistable behavior emerges, as illustrated
in Fig. 2.
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Fig. 2. Time history of the output of system (1) for differ-
ent initial conditions with input (2), with kP = −2.

Similarly, consider the question of design a controller that
renders the system (1) oscillatory via feedback. A simple
solution is the nonlinear integral feedback controller

u = −kI tanh

(∫
y

)
, kI ∈ R. (3)

For sufficiently small values of kI < 0, the slow adaptation
loop provides a feedback mechanism for a global oscilla-
tion (Sepulchre and Stan, 2005), as illustrated in Fig. 3.

We consider these design problems for simplicity. The
combination of (1), (2) and (3), however, can be regarded
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Fig. 3. Time history of the output of system (1) for differ-
ent initial conditions with input (3), with kI = −5.

as the source of bistability and oscillations in other classical
examples. For example, the Duffing oscillator and the
pendulum (Guckenheimer and Holmes, 1991, p.82 and p.56)
can be are obtained by substituting the nonlinearity in (2)
with a cubic nonlinearity and with a sinusoidal nonlinearity
defined on the unit circle, respectively.

The purpose of this example is to study the robustness of
the behaviors induced by the controllers (2) and (3). For
example, what is the maximal admissible variation in kP
and kI which does not affect the behavior of the closed-
loop system? Do these controllers work in the presence of
unmodelled dynamics?

The classical answer to such questions relies on bifurcation
theory and is local in nature. The present paper describes
a framework which answers these questions globally by
combining bifurcation theory with familiar frequency
domain tools. To this end, notions of dominance margins
are introduced exploiting existing results from p-dominance
theory (Forni and Sepulchre, 2019; Miranda-Villatoro et al.,
2018), which we recall in the next section for completeness.

3. PRELIMINARIES

Consider a continuous-time, nonlinear, time-invariant sys-
tem described by the equation

ẋ = f(x), (4)

in which x(t) ∈ Rn and f : Rn → Rn is a continuously
differentiable vector field. The prolonged system associated
with system (4) is defined as

ẋ = f(x), δẋ = ∂f(x)δx, (5)

with x(t) ∈ Rn, δx(t) ∈ Rn (identified with the tangent
space of Rn), and ∂f is the Jacobian of the vector field f .

Definition 1. The system (4) is p-dominant with rate
λ ∈ R+ if there exist ε ∈ R+ and a symmetric matrix
P ∈ Rn×n, with inertia 1 (n − p, p, 0), such that the pro-
longed system (5) satisfies[

δẋ
δx

]T [
0 P
P 2λP + εI

] [
δẋ
δx

]
≤ 0 (6)

for every (x, δx) ∈ Rn×Rn. The property is strict if ε > 0.

The behavior of a p-dominant system is characterized by p
dominant modes and n−p transient modes. As a result, the
asymptotic behavior is p-dimensional, which is particularly

1 The inertia of the matrix A ∈ Rn×n is defined as (π, ν, δ), where π
is the number of eigenvalues of A in the open right half-plane, ν is
the number of eigenvalues of A in the open left half-plane, and δ is
the number of eigenvalues of A on the imaginary axis, respectively.



significant for small values of p as shown by the following
theorem.

Theorem 1. Assume system (4) is strictly p-dominant with
rate λ ∈ R+. Then every bounded solution of (4) converges
asymptotically to

• the unique equilibrium point if p = 0,
• a (possibly non-unique) equilibrium point if p = 1,
• a simple attractor if p = 2, i.e. an equilibrium point,

a set of equilibrium points and their connected arcs
or a limit cycle.

The property of p-dominance can be also characterized
in the frequency domain (Miranda-Villatoro et al., 2018).
Consider a continuous-time, single-input, single-output,
linear, time-invariant system described by the equations

ẋ = Ax+Bu, y = Cx+Du, (7)

in which x(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R, and A ∈ Rn×n,
B ∈ Rn×1, C ∈ R1×n and D ∈ R constant matrices, with
transfer function W (s) = C(sI −A)−1B +D. For λ ∈ R+,
the corresponding λ-shifted transfer function is defined as
Wλ(s) = W (s− λ).

W (s)K

Fig. 4. Feedback control system.

Theorem 2. (Nyquist criterion for p-dominance). Let W
be the transfer function of a strictly p1-dominant with rate
λ ∈ R+ and let K ∈ R, with K 6= 0. Then the closed-loop
system (Fig. 4) is strictly p2-dominant with rate λ if and
only if the Nyquist diagram of Wλ encircles (p2 − p1) times
the point −1/K in the clockwise direction.

A graphical criterion for p-dominance can be also estab-
lished for Lure systems, which can be modelled as the
negative feedback interconnection of system (7) and a
continuously differentiable function 2 ϕ : R→ R and can
be described by the equations

ẋ = Ax+Bu, y = Cx+Du, u = −ϕ(y). (8)

Fig. 5 provides a diagrammatic representation of (8).

W (s)

−ϕ(·)

Fig. 5. The Lure system (8).

The function ϕ is assumed to satisfy the differential sector
condition ∂ϕ ∈ [K1,K2], defined as

(∂ϕ(y)δy −K1δy)(∂ϕ(y)δy −K2δy) ≤ 0, ∀ y ∈ R, (9)

in which K1 ∈ R and K2 ∈ R, with K1 < K2. The following
statement formalises a circle criterion for p-dominance.

Theorem 3. (Circle criterion for p-dominance). Consider
system (8) and let λ ∈ R+. Assume

2 Local Lipschitz continuity would be sufficient – continuous differ-
entiability is assumed to streamline the exposition.

(i) ∂ϕ ∈ [K1,K2],
(ii) Wλ has no poles along jR,

(iii) the Nyquist diagram of Wλ encircles (p− q) times
the point −1/K1 in the clockwise direction, with q
the number of poles of Wλ in C+, and

(iv) one of the following conditions holds
(a) K1K2 > 0 and the Nyquist diagram of Wλ lies

outside the disk D(K1,K2),
(b) K1K2 < 0 and the Nyquist diagram of Wλ lies

inside the disk D(K1,K2),
(c) K1 = 0 or K2 = 0 and the Nyquist diagram of

Wλ lies outside the disk D(K1,K2).

Then system (8) is strictly p-dominant with rate λ.

Example 1. (The motivating example, continued). We use
Theorem 3 to show that the closed-loop (1), (2) is globally
bistable for kP = −2. The system can be modelled as a
Lure system of the form (8), with transfer function

W (s) =
1

ms2 + ds+ k
, (10)

and static nonlinearity ϕ : R→ R defined as

ϕ(y) = kP tanh(y), y ∈ R, (11)

which for kP = −2 satisfies the differential sector con-
dition ∂ϕ ∈ [K1,K2], with K1 = kP and K2 = 0. Fig. 6
shows that for λ = 2 the Nyquist diagram of the λ-
shifted transfer function Wλ (solid) lies outside the disk
D(−2, 0) (shaded). Since Wλ has one pole in C+ and
no poles along jR, Theorem 3 implies that system (1)
is strictly 1-dominant with rate λ = 2. By Theorem 1,
every bounded solution of system (1) must converge to
an equilibrium point. In particular, all solutions of the
system must converge to an equilibrium point, since all
solutions are bounded due to the bounded-input-bounded-
output stability of both system (1) and the saturated
nonlinearity (11). Finally, a graphical argument shows that
for kP = −2 the system possesses three equilibria: the
unstable equilibrium at the origin and two stable equi-
libria that are symmetric with respect to the origin. As a
consequence, the system is globally bistable, as illustrated
by the numerical simulation in Fig. 2.
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Fig. 6. The Nyquist diagram of the λ-shifted transfer
function of system (1) (solid) lies outside the disk
D(−2, 0) (shaded) for λ = 2.

The discussion above illustrates a general principle. The
combination of positive feedback and a saturated nonlin-
earity is a basic mechanism to generate multiple equilibria.
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Strict 1-dominance guarantees convergence of all bounded
solutions to one of those equilibria. Therefore this behavior
is robust if exogenous perturbations or parametric uncer-
tainties preserve strict 1-dominance and the presence of
multiple equilibria. For example, for kP < −1 the closed-
loop system possesses a single equilibrium at the origin.
As a result, all solutions will converge to the unique equi-
librium (monostability).

We conclude this example by observing that the same
approach can be used to design a global oscillation using
the feedback law (3). This behavior can be generated
through an additional integrator, as illustrated in Fig. 7.

1
s

−ϕ(·)

W (s)

Fig. 7. The closed-loop system (1), (3).

Fig. 8 shows that for λ = 2 the Nyquist diagram of the
λ-shifted transfer function associated with

W (s) =
W (s)

s
, (12)

lies to the left of the disk D(−5, 0). Since Wλ has two
poles in C+ and no poles along jR, Theorem 3 guarantees
that the closed-loop system is strictly 2-dominant with
rate λ = 2. Since for every kI < 0 the (unique) equilibrium
point at the origin is unstable, the additional integral
action produces indeed a global oscillation for kI = −5,
as illustrated in Fig. 3. N
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Fig. 8. The Nyquist diagram of the λ-shifted transfer
function associated with (12) (solid) lies outside the
disk D(−5, 0) (shaded) for λ = 2.

4. DOMINANCE MARGINS

This section introduces robustness margins for p-dominant
systems, with the goal of characterizing quantitatively the
robustness of multistable and oscillatory behaviors in Lure
systems. To this end, robustness of p-dominance is first
studied in systems that can be described as the feedback
interconnection of a linear, time-invariant system and a
constant gain. The analysis is subsequently extended to
the wider class of Lure systems, where the feedback term
can be a static, nonlinear function.

4.1 Gain and phase margins

The Nyquist criterion criterion for p-dominance provides
a necessary and sufficient condition for p-dominance of a
linear, time-invariant system. In analogy with the Nyquist
criterion for stability, this implicitly defines notions of gain
and phase margins for p-dominance.

Definition 2. Let W be the transfer function of a p1-
dominant linear, time-invariant system with rate λ ∈ R+.
An interval (K1,K2) ⊂ R is said to be a p2-gain margin
with rate λ if for every K ∈ (K1,K2) the Nyquist diagram
of the transfer function Wλ encircles the point −1/K (p2−
p1) times in the clockwise direction.

Definition 3. Let W be the transfer function of a p1-
dominant linear, time-invariant system with rate λ ∈ R+.
For K ∈ R, with K 6= 0, an interval (φ1, φ2) ⊂ R is said to
be a p2-phase margin with rate λ if for every φ ∈ (φ1, φ2)
a rotation of φ of the Nyquist diagram of the transfer
function Wλ encircles the point −1/K (p2 − p1) times in
the clockwise direction.

The p-gain margin measures how much the gain of the
transfer function of a system can be increased before the
closed-loop transfer function ceases to be p-dominant. The
p-phase margin measures how much phase lag can be added
to the return ratio before the closed-loop system ceases to
be p-dominant. Indeed, the notions of 0-gain margin and
0-phase margin with rate λ = 0 correspond to the classical
notions of gain and phase margins given, e.g., in (Sepulchre
et al., 1997).

In analogy with classical gain and phase margins, p-gain
and p-phase margins of a system can be obtained directly
from the number of encirclements of Nyquist diagram of
the λ-shifted transfer function Wλ around the critical point
−1/K. If the Nyquist diagram of Wλ does not encircle
the critical point −1/K, the p-dominance properties of the
closed-loop system are unchanged (p1 = p2). By contrast,
if the Nyquist diagram of Wλ encircles the critical point
−1/K ne times in the clockwise direction, then the closed-
loop system is strictly (p1 + ne)-dominant with rate λ.
Fig. 9 provides a diagrammatic illustration of the notions
of p-gain margin and p-phase margin.

ReWλ(jω)

ImWλ(jω)

(− 1
K1

,− 1
K2

)

(φ1, φ2)

−1

Fig. 9. Diagrammatic illustration of the notions of p-gain
margin (dashed) and p-phase margin (dashdotted).

Example 2. (The motivating example, continued). Consi-
der the mass-spring-damper system (1). Fig. 6 shows that
(−∞, 5) is a 1-gain margin with rate λ = 2, while (5,∞)



is a 0-gain margin with the same rate, respectively. For
λ = 2 the Nyquist diagram of the transfer function Wλ

(solid) does not encircle −1/K for every K ∈ (−∞, 5) and
encircles −1/K once in the anticlockwise direction for
every K ∈ (5,∞). As a result, the closed-loop system is
strictly 0-dominant with rate λ = 2 for K ∈ (5,∞) and
strictly 1-dominant with the same rate for K ∈ (−∞, 5),
respectively. Observe that an increase in the damping
coefficient results in a larger separation of the poles of
the transfer function (10), which raises the question of
the influence of the rate λ on dominance margins. Fig. 10
shows the 1-gain margin of system (1) as a function of the
rate λ and the damping coefficient d, with m = 1 kg and
k = 1 N ·m−1. The solid line describes the optimal rate λ
for a given damping coefficient d. Interestingly, to obtain
the same 1-gain margin one needs to increase the rate λ
as the damping coefficient d grows. N
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Fig. 10. The 1-gain margin of system (1) as a function
of the rate λ and the damping coefficient d, with
m = 1 kg and k = 1 N ·m−1. The solid line describes
the optimal rate λ for a given damping coefficient d.

4.2 Disk margins

We have seen that p-gain and p-phase margins are im-
portant indicators of the robustness of p-dominance in
feedback linear systems. We now introduce the notion of
p-disk margin to measure the robustness of p-dominance
in Lure systems, which can give rise to a broader spectrum
of behaviors due to the possibly nonlinear feedback term.

Definition 4. Let W be the transfer function of a p1-
dominant linear, time-invariant system with rate λ ∈ R+.
The transfer function W is said to have a p2-disk margin
D(K1,K2), with at most one of K1 and K2 nonzero, with
rate λ if the Nyquist diagram of the transfer function
Wλ does not intersect the disk D(K1,K2) and encircles
it (p2 − p1) times in the clockwise direction.

For linear systems robustness margins are defined in terms
of the number of encirclements around a critical point.
Intuitively, for Lure systems the critical point becomes a
disk and robustness is measured in terms of the number
of encirclements around the “critical disk”. This intuition
is formalised by the following statement, where the circle

criterion for p-dominance is reformulated using the notion
of p-disk margin.

Theorem 4. Let W be the transfer function of a p1-
dominant linear, time-invariant system with rate λ ∈ R+.
If W has a p2-disk margin D(K1,K2), with at most one of
K1 and K2 nonzero, with rate λ then the negative feedback
interconnection of W and the function ϕ is p2-dominant
for every ϕ such that ∂ϕ ∈ [K1,K2].

The notion of p-disk margin is stronger than of those
of p-gain and p-phase margins. Assuming for simplicity
that K1K2 > 0, if W has p2-disk margin D(K1,K2) with
rate λ, then it has a p2-gain margin (K1,K2) with
the same rate, since for every K ∈ (K1,K2) the point
−1/K is in the interior of the disk D(K1,K2) and the
Nyquist diagram of the transfer function Wλ satisfies the
encirclement condition. Similarly, if K? ∈ R is such that
−1/K? ∈ D(K1,K2) then a graphical argument shows that
the p2-phase margin is at least a given interval (φ1, φ2).

Example 3. (The motivating example, continued). We now
model the effect of actuator dynamics in the design of a
robust global oscillation. The transfer function

C(s) =
1

τs+ 1
, τ ∈ R+, (13)

is added in series to W in the block diagram in Fig. 7.
Fig. 11 shows that the Nyquist diagram of the λ-shifted
transfer function associated with (12) with (dashdotted)
and without (solid) actuator dynamics lies outside the disk
D(kI , 0) (shaded) for every kI ∈ (−8, 0) for λ = 2. As a
result, the disk D(kI , 0) is a 2-disk margin with rate λ = 2
for every kI ∈ (−8, 0) for system (1), (3) when the actuator
dynamics is taken into account. By Theorem 4, the closed-
loop system is strictly 2-dominant with rate λ = 2 and
produces a global oscillation for every kI ∈ (−8, 0). This
means, for example, that a variation that is strictly less
than ±35% from the nominal gain kI = −5 of the con-
troller (3) still produces a globally oscillating behavior. N
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Fig. 11. The Nyquist diagram of the λ-shifted transfer
function associated with (12) with (dashdotted) and
without (solid) actuator dynamics lies outside the disk
D(kI , 0) (shaded) for kI ∈ (−8, 0) and λ = 2.

5. DISCUSSION

The present paper can be considered as a first step towards
a quantitative and tractable theory of robustness of systems



that switch and oscillate. The proposed framework has
been developed following the frequency domain approach
to p-dominance theory in (Miranda-Villatoro et al., 2018).
The presence of a Nyquist criterion for p-dominance has
led to the definition of dominance margins, which provide
intuitive measures of how the dominant poles of system
affect the closed-loop behavior. The theory developed can
extended in several ways.

A promising research direction is that of revisiting H∞
control theory in the light of the notion of p-dominance.
This can be intuitively seen from the fact that stability
margins are intimately connected to the H∞ norm. In
the same way, connections can be established between p-
dominance margins with respect to the rate λ ∈ R+ and
the norm

‖W‖∞,λ = ess sup
ω∈R
|W (jω − λ)|. (14)

The definition of an H∞ norm, in turn, naturally leads
to the development of new frequency domain tools geared
towards the analysis of multistable and oscillatory Lure
systems. For analysis purposes, one may establish robust
versions of the Nyquist criterion and the circle criterion
for p-dominance using small gain conditions with respect
to the norm (14). Different uncertainty models could
be used, including additive perturbations, multiplicative
perturbations and coprime factor perturbations (Doyle
et al., 1992; Zhou et al., 1996). For design purposes, a loop
shaping technique could be devised using the norm (14).
These tools are envisioned as bridging factors between
theory and practice in the analysis and design of switches
and oscillators.

It should be noted that the p-dominance properties of a
system depend on the rate λ. For instance, a system may
possess different p-dominance margins for different values
of λ. Fig. 12 illustrates an example of this fact showing the
0-gain and the 1-gain margins of the transfer function

W (s) =
1

(s+ α)
, α ∈ R+, (15)

as functions of the rate λ. This means that the rate λ
can be regarded as a parameter to be optimized. Clearly,
the further from a singularity, the larger the robustness
margins.

λ

λ = α

K

1
α

Fig. 12. The 0-gain margins (dotted) and 1-gain margins
(shaded) of (15) as functions of the rate λ.

Another important research direction consists in revisiting
our results in the light of p-dissipativity theory (Forni
and Sepulchre, 2019). An interconnection theory can be
built using small p-gain conditions and a robust control
framework can be developed for general nonlinear systems

that exhibit multistable and oscillatory behaviors. At a
computational level, linear matrix inequalities with inertia
constraints are expected to play an important role.

Finally, more complex case studies need to be considered
to assess the engineering relevance of the theory developed.

6. CONCLUSION

The paper has introduced notions of robustness margins
tailored to the analysis and design of systems that switch
and oscillate. Dominance margins have been defined as
a natural generalization of stability margins to measure
the robustness of p-dominance in a system. These notions
have been shown to possess nice graphical interpretations
in the frequency domain and to be fruitful tools for the
analysis and design of multistability and oscillations in
Lure systems. The theory has been illustrated by means of
a simple mechanical example.
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