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Abstract

Blood flow in the heart is highly complex. Although blood flow patterns have been 
investigated by both computational modelling and invasive/non-invasive imaging 
techniques, their evolution and intrinsic connection with cardiovascular disease has yet to 
be explored. Magnetic resonance (MR) velocity imaging provides a comprehensive 
distribution of multi-directional in vivo flow distribution so that detailed quantitative 
analysis o f flow patterns is now possible. However, direct visualisation or quantification of 
vector fields is o f little clinical use, especially for inter-subject or serial comparison of 
changes in flow patterns due to the progression of the disease or in response to therapeutic 
measures. In order to achieve a comprehensive and integrated description o f flow in health 
and disease, it is necessary to characterise and model both normal and abnormal flows and 
their effects.

To accommodate the diversity o f flow patterns in relation to morphological and functional 
changes, we have described in this thesis an approach of detecting salient topological 
features prior to analytical assessment o f dynamical indices o f the flow patterns. To 
improve the accuracy o f quantitative analysis o f the evolution o f topological flow features, 
it is essential to restore the original flow fields so that critical points associated with salient 
flow features can be more reliably detected. We propose a novel framework for the 
restoration, abstraction, extraction and tracking of flow features such that their dynamic 
indices can be accurately tracked and quantified. The restoration method is formulated as a 
constrained optimisation problem to remove the effects o f noise and to improve the 
consistency o f the MR velocity data. A computational scheme is derived from the First 
Order Lagrangian Method for solving the optimisation problem. After restoration, flow 
abstraction is applied to partition the entire flow field into clusters, each o f which is 
represented by a local linear expansion o f its velocity components. This process not only 
greatly reduces the amount o f data required to encode the velocity distribution but also 
permits an analytical representation o f the flow field from which critical points associated 
with salient flow features can be accurately extracted. After the critical points are 
extracted, phase portrait theory can be applied to separate them into attracting/repelling 
focuses, attracting/repelling nodes, planar vortex, or saddle.

In this thesis, we have focused on vortical flow features formed in diastole. To track the 
movement o f the vortices within a cardiac cycle, a tracking algorithm based on relaxation 
labelling is employed. The constraints and parameters used in the tracking algorithm are 
designed using the characteristics o f the vortices. The proposed framework is validated 
with both simulated and in vivo data acquired from patients with sequential MR 
examination following myocardial infarction.

The main contribution o f the thesis is in the new vector field restoration and flow feature 
abstraction method proposed. They allow the accurate tracking and quantification o f  
dynamic indices associated with salient features so that inter- and intra-subject comparisons 
can be more easily made. This provides further insight into the evolution o f blood flow 
patterns and permits the establishment o f links between blood flow patterns and localised 
genesis and progression of cardiovascular disease.
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Chapter 1
Introduction

Cardiovascular disease (CVD) is the biggest killer in the UK and the developed world. It 

caused around 238,000 deaths in the UK in 2002 according to the statistics published by the 

British Heart Foundation [1]. This represents 39% of all deaths, compared to 26% from all 

kinds o f cancers and 13% from respiratory diseases. About half o f the deaths from 

cardiovascular disease are from coronary artery disease (CAD), one o f the main forms of  

cardiovascular disease. Coronary artery disease, sometimes called coronary heart disease, 

by itself is the most common cause o f death in the UK accounting for around 117,000 

deaths per year; and nearly all deaths from coronary artery disease are caused by 

myocardial infarction (MI), commonly known as heart attack. Extensive effort has 

therefore been directed towards the prevention, diagnosis and treatment o f coronary artery 

disease.

The culprit o f coronary artery disease is atherosclerosis, which is a progressive disease that 

typically begins in childhood and continues to progress as people grow old. If not treated 

promptly, it could lead to myocardial infarction, strokes and aneurysms. In patients who 

have survived myocardial infarction, the function and morphology o f the heart may 

continue to change in the weeks and months following myocardial infarction. This process 

involves continuous morphological changes and is known as myocardial remodelling,
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during which an expansion in the infarcted region and a dilation o f the ventricle may be 

observed. This progressive change in the morphology of the diseased ventricle may be 

accompanied by deteriorated cardiac function and cause altered ventricular flow patterns. 

Significant difference has been observed in normal subjects and patients with dilated 

ventricle.

For the diagnosis and treatment o f cardiovascular disease, cardiac imaging techniques have 

become an important clinical tool. They allow clinicians to gain a better understanding of 

the cardiac morphology and function. Current cardiac imaging techniques include 

Computed Tomography (CT), ultrasound, Magnetic Resonance Imaging (MRI), Positron 

Emission Tomography (PET) and Single Photon Emission Computed Tomography 

(SPECT). Cardiovascular Magnetic Resonance (CMR) is one o f the most popular 

techniques in cardiovascular medicine because o f its non-invasive and non-destructive 

nature. Early applications o f CMR are mainly concerned with obtaining anatomical images 

of the heart. In recent years, CMR has been widely used in the assessment o f cardiac 

function and the quantitative measurement o f in vivo blood flow.

One of the key developments o f MR in the last 20 years is MR velocity imaging. It 

provides a comprehensive distribution o f multi-directional in vivo flow distribution so that 

detailed quantitative analysis o f the flow patterns is now possible. In existing studies, a 

number of flow indices are derived from the velocity data and the overall flow patterns in 

the cardiac chambers are also studied extensively. However, direct visualisation or 

quantification of the vector fields is o f limited clinical use, especially for inter-subject or 

serial comparisons o f changes in flow patterns due to the progression of the disease or in 

response to therapeutic measures. To this end, it is necessary to characterise and model 

both normal and abnormal flows and their effects in order to achieve a comprehensive and 

integrated description of flow in health and disease.

To accommodate the diversity of flow patterns in relation to morphological and functional 

changes, we propose in this thesis the approach of detecting salient topological features 

prior to analytical assessment o f dynamical indices o f the flow patterns. We start in Chapter 

2 with an introduction to the basic anatomy of the heart and its associated blood flow 

dynamics. It also describes major cardiac imaging techniques with particular emphasis on 

their suitability for flow field quantification. This is followed by a comprehensive review
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of MR flow imaging techniques in Chapter 3. MR flow imaging is a non-invasive and 

versatile technique which is capable o f providing detailed quantitative flow measurement. 

Time-of-flight and phase flow imaging methods are the two main flow measurement 

methods, o f which phase contrast imaging method is the most widely used. The underlying 

principle o f the technique is to introduce a flow related phase shift that is proportional to 

the velocity. In this Chapter, we will also outline different rapid imaging strategies and 

describe common errors in phase contrast velocity imaging methods. The key clinical 

applications o f MR velocity imaging and the significance o f certain haemodynamic factors 

related to atherosclerosis are described in Chapter 4. Since the reference data used for 

algorithm validation is derived from Computational Fluid Dynamics (CFD), we will also 

provide in this Chapter the basic principles o f CFD and the key numerical steps involved. 

The current trend towards subject-specific blood flow simulation through the combination 

of medical imaging and computational flow modelling techniques is also discussed.

Chapters 5 to 7 form the main contribution o f the PhD work reported in this thesis. In these 

chapters, we describe a novel framework for the restoration, abstraction, extraction and 

tracking of flow features such that their dynamic indices can be accurately tracked and 

quantified. To improve the accuracy o f quantitative analysis o f the evolution o f topological 

flow features, it is essential to restore the original flow fields so that critical points 

associated with salient flow features can be more reliably detected. In Chapter 5, the 

restoration method is formulated as a constrained optimisation problem to remove the 

effects o f noise and to improve the consistency of the MR velocity data. A computational 

scheme is derived from the First Order Lagrangian Method for solving the optimisation 

problem. Chapter 6 presents a flow abstraction algorithm that is designed to reduce the 

amount o f data required to encode the velocity distribution while serving as an analytical 

representation o f the flow field from which critical points associated with salient flow 

features can be accurately extracted. By using the proposed flow abstraction algorithm, the 

entire flow field is partitioned into clusters, each o f which is represented by a local linear 

expansion o f its velocity components. With this representation, critical point can then be 

easily extracted. After the critical points are extracted, phase portrait theory can be applied 

to separate them into attracting/repelling focuses, attracting/repelling nodes, planar vortex, 

or saddle. In Chapter 7, an algorithm based on relaxation labelling technique is developed 

for tracking the movement o f vortical flow features formed in the left ventricle during 

diastole. The constraints and parameters used in the tracking algorithm are based on the
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characteristics of the vortices, and the proposed framework is validated with both CFD 

simulated and in vivo data acquired from patients with sequential MR examination 

following myocardial infarction.

The main contribution o f the thesis is in the new vector field restoration and flow feature 

abstraction methods proposed. They allow the accurate tracking and quantification of 

dynamic indices associated with salient features so that inter- and intra-subject comparisons 

can be more easily made. This provides further insight into the evolution of blood flow 

patterns and permits the establishment o f  links between blood flow patterns and localised 

genesis and progression of cardiovascular disease.

Most part o f this thesis are published in peer-reviewed journals and conference 

proceedings, which include:

• Ng YHP and Yang GZ, Vector-valued image restoration with application to 

magnetic resonance velocity imaging. Journal o f WSCG, 2003. 11(2): p. 338-45.

• Ng YHP, Sherwin S and Yang GZ. Vector field restoration for MR phase contrast 

velocity mapping. In Proc. 11th ISMRM Scientific Meeting. 2003. Toronto, 

Canada, p. 2548.

• Ng YHP, Carmo BS and Yang GZ. Flow field abstraction and vortex detection for 

MR velocity mapping. In Proc. 6th International Conference on Medical Image 

Computing and Computer Assisted Intervention (MICCAI). 2003. Montreal, 

Canada: Springer-Verlag. p. 424-31.

• Ng YHP, Carmo BS, Prugel-Bennett A and Yang GZ. A First-Order Lagrangian- 

based variational approach for 3D flow vector field restoration. In Proc. Computer 

Assisted Radiology and Surgery. 2003. London, UK: Elsevier, p. 1185-90.

• Carmo BS, Ng YHP, Prugel-Bennett A, and Yang GZ. A data clustering and 

streamline reduction method for 3D MR flow vector field simulation. In Proc. 7th 

International Conference on Medical Image Computing and Computer Assisted 

Intervention (MICCAI). 2004. Rennes, France: Springer-Verlag. p. 451-8.
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Chapter 2
Cardiovascular Anatomy, 

Function and Imaging
Techniques

2.1 Basic Cardiovascular Anatomy

The cardiovascular system consists o f the heart and a closed network o f blood vessels 

including arteries, veins and capillaries. The heart is the most important organ in the body 

and is responsible for pumping blood to the lungs through the pulmonary circulation and to 

the rest o f the body through the systemic circulation. This is accomplished by systematic 

contraction and relaxation o f the cardiac muscle in the myocardium.

2.1.1 Anatomy of the Heart

The heart consists o f four chambers, the upper chambers are the left and right atria and the 

lower chambers are the left and right ventricles [2], The two atria are thin-walled chambers 

that receive blood from the veins. The left and right ventricles are thick-walled chambers 

that are responsible for pumping blood to other parts o f the body. The heart comprises o f
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three layers surrounding the inner chambers, epicardium (outer layer), myocardium (middle 

layer), and endocardium (inner layer). The heart is further enclosed in a fourth protective 

layer known as the pericardium. The epicardium, also called the visceral pericardium, is 

composed of a simple squamous epithelium, fibroelastic connective tissue, within which 

nerves and coronary blood vessels are embedded. The myocardium is the contractile layer 

made o f specialised striated cardiac muscle fibres. The endocardium lines the lumen o f the 

heart and is composed o f simple squamous epithelium and a thin layer o f loose connective 

tissue.

Studies into the structure o f  the heart at the muscle level can provide insight into how the 

heart functions. The muscle structure o f the heart can be obtained by dissection. It is found 

that the heart is a helically wound structure with a clear difference between the structures at 

the base and the apex. At the base (the uppermost part o f the heart), the muscle fibres run 

in anti-clockwise direction from the epicardium to the endocardium when viewed from 

below, whereas at the apex, the muscle fibres pass in clockwise direction. Studies have 

revealed that the heart is made up by a muscle band with helical winding that forms 

different chambers [3]. It is known that the right ventricular wall is much thinner than that 

o f the left ventricle. This is due to the fact that the left ventricular wall is made up of two 

windings o f the muscle band whereas the right ventricular wall is made up o f one winding 

only. It can be perceived that the ventricular myocardium consists o f a single muscle band 

twisted on itself like a rope extending from the origin of the pulmonary artery to the root of 

the aorta that define the left and right ventricles through two turns in a helical fashion [4]. 

Although this theory o f macroscopic muscle structure provides an easy way of 

understanding cardiac anatomy, it does not always explain the complexity o f the muscle 

fibre architecture. This has lead to the development o f several different theories describing 

the myofibre architecture [5] [6],

The blood vessels o f the body, on the other hand, are functionally divided into three 

distinctive circuits: pulmonary circuit, systemic circuit and coronary circuit. The right 

ventricle is responsible for pumping de-oxygenated blood through the pulmonary circuit, 

which circulates blood through the lungs where it is oxygenated. The left ventricle is the 

largest chamber that does the majority o f the work by pumping blood through the coronary 

circuit to the heart itself, and the systemic circuit to the rest o f the body.
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The basic anatomical structure of the heart can be illustrated in Figure 2.1. At the exit of 

each chamber there is a valve to ensure that there is no backwards flow once the blood 

leaves the chamber. The valves between the atria and ventricles are the atrioventricular 

valves or cuspid valves, while those at the bases of the large vessels leaving the ventricles 

are the semilunar valves. The right atrioventricular valve is the tricuspid valve, whereas the 

left atrioventricular valve is the bicuspid, or mitral, valve. Finally, the valve between the 

right ventricle and pulmonary trunk is the pulmonary semilunar valve, and the valve 

between the left ventricle and the aorta is the aortic semilunar valve.

Pulmonary Veins

Aorta (Arch)

Pulmonary Arteries 

Superior Vena Cava

-------------Left Atrium

Mitral Valve 
Aortic Valve

---------------Left Ventricle

Papillary Muscle 

Myocardium 

Interventricular Septum

Epicardium

Right Atrium 

Tncuspid Valve

Inferior Vena Cava 

Right Ventricle

Figure 2.1 The basic anatomy of the heart. The right hand side consists of the right atrium 

and right ventricle, connected via the tricuspid valve. Oxygen-depleted blood from the rest of 

the body flows into the right atrium through the pulmonary veins, passing through the 

tricuspid valve into the right ventricle from where it is pumped out through the pulmonary 

arteries into the lungs. Once reoxygenated in the lungs, the blood returns to the left atrium via 

the pulmonary veins. It is then pumped through the mitral valve into the left ventricle. The left 

ventricle subsequently pumps out the blood to the rest of the body via the aorta.
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2.1.2 The C onduction System

The synchronised contraction and relaxation of the heart is coordinated through the 

electrical conduction system of the heart. The system is made of two nodes, the sinoatrial 

(SA) node and the atrioventricular (AV) node, and a scries of conduction fibres or bundles 

(pathways), as shown in Figure 2.2. The SA node, referred to as the pacemaker of the heart, 

is a section of nodal tissue that is located in the upper wall of the right atrium and it 

rhythmically initiates impulses 70 to 80 times per minute without neural stimulation. A 

nonnal heartbeat begins with an electrical impulse from the SA node. The impulse spreads 

throughout the atria, causing them to contract; then it moves through the AV node into the 

conduction fibres (Purkinje fibres) that are located in the ventricles themselves. As the 

impulse travels down the fibres, the ventricles contract and the cycle then repeats itself.

Sinoatrial (SA) Node

Aorta (Aich)

Pulmonary Artones 

Supofiof Vena Cava

Left Atnum 

Loft Ventricle

Atrioventricular (AV) Node 

Atrioventricular (AV) Bundle

Right and Left Bundle Branches 

Purkinje Fibres

Figure 2.2 The conduction system of the heart. The impulse is initiated at the sinoatrial (SA) 

node causing atrial contraction. It travels to the atrioventricular (AV) node and subsequently 

through the atrioventricular (AV) bundle to both ventricles initiating ventricular contraction.
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2.1.3 The Cardiac Cycle

The cardiac cycle is a sequence o f events that occurs during one heartbeat and is initiated at 

the sinoatrial node [7]. It can be divided into two basic phases: diastole and systole. 

Diastole is the phase at which the ventricles relax whereas systole represents the period 

when the ventricles are contracting. The cardiac cycle can be characterised by the 

electrocardiogram (ECG) as shown in the bottom half o f Figure 2.3. An ECG measures the 

electrical activity o f the heart and the cardiac cycle can be further divided into smaller 

segments, each depicting activity in a particular area of the heart. To help explaining the 

events in a cardiac cycle, the characteristic pressure curves o f the left ventricle, atrium and 

the aorta are also illustrated in Figure 2.3.

The first phase o f the cardiac cycle is atrial systole. It is initiated by atrial depolarisation 

which appears as the P wave in the ECG diagram. During this phase, blood leaves the atria 

and enters the ventricles. Following atrial systole comes ventricular systole, which is 

triggered by ventricular depolarisation (the QRS complex). During this phase, the pressure 

in the ventricle rises while the ventricular volume remains unchanged as both the tricuspid 

and mitral valves remain closed. This phase is therefore referred to as the isovolumetric 

contraction. Between the QRS complex and the T wave, the pressure in the ventricles 

continues to rise and causes the aortic and pulmonary valves to open and the blood is 

ejected to the aorta and pulmonary artery. The last wave in the cardiac cycle, the T wave, 

represents ventricular repolarization, which causes ventricular pressure to fall and the 

ejection rate gradually falls. This is followed by ventricular diastole, during which the 

aortic and pulmonary valves close and ventricular filling begins at the point when 

ventricular pressure falls below atrial pressure. When the ventricles are completely relaxed, 

the cardiac cycle is completed. Atrial repolarization is not distinguishable in an ECG 

diagram because it occurs during ventricular depolarisation and the wave o f atrial 

repolarization is relatively small in amplitude, as it is masked by the much larger 

ventricular-generated QRS complex.
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Isovolumetric Isovolumetric
Contraction Relaxation

Atrial
Systole j, Ejection Filling

Figure 2.3 Typical cardiac pressure curves of the left ventricle (red), atrium (brown) and the 

aorta (blue), and electrocardiogram (ECG) (black) of a cardiac cycle. The P-wave in the ECG 

trace marks the start of the cardiac cycle. The main phases in a cardiac cycle are: atrial 

systole, ventricular systole (consists of the isovolumetric contraction and ejection phases) and 

ventricular diastole (consists of the isorelaxation and fdling phases).

In terms of muscle motion, it is clear that the ventricles dilate at diastole, resulting in a drop 

in pressure which in turn leads to LV filling, this is followed by contraction of the 

ventricles at systole to increase the inter-ventricular pressure which forces the blood into 

arteries. In addition to contraction-dilation, lengthening and shortening of the ventricle in 

the longitudinal direction have been observed and these motions explain why the base of 

the heart moves down towards the apex. By observing the movement of the beating heart 

using MRI or echocardiography, it is found that the apex remains relatively motionless 

whereas the base of the heart moves up and down towards the apex. This is a rather strange 

phenomenon considering that the apex is free hanging and unattached whereas the base is

24



Chapter 2 - Cardiovascular Anatomy, Function and Imaging Techniques

fixed and attached to the pulmonary artery, aorta and atria. Another observed motion is the 

torsion o f the heart, the motion o f which could not be accurately measured until recent 

advances in imaging [3], This torsion involves the base twisting in one direction while the 

apex twists in the opposite direction. Both the up and down movement o f the base and the 

torsion o f the heart can be explained by the four basic motions o f the heart which include 

the narrowing of the base, the shortening in the longitudinal direction, followed by 

lengthening in the longitudinal direction and finally widening of the base.

2.1.4 Blood Flow Dynamics

From a functional level, the heart acts like two pumps, one on the left and the other on the 

right, working in synchrony. On the right side o f the heart, blood from the body enters the 

right atrium from the superior vena cava (SVC) and the inferior vena cava (1VC) and then 

passes through the tricuspid valve to the right ventricle. It is then pumped through the 

pulmonary valve into the pulmonary artery and then to the lungs. The blood is re­

oxygenated in the lungs and then it passes through the pulmonary veins to the left atrium. 

When the left atrium is full, the blood is injected into the left ventricle through the mitral 

valve. Finally, the left ventricle pumps the blood through the aortic valve to all parts o f the 

body. A sequence o f schematic diagrams showing the principal flow path is shown in 

Figure 2.4.

In a recent study on the redirection of flow through the heart [8], it was observed that 

asymmetries and curvatures o f the looped heart have significant dynamic advantages. It 

was shown that the atrial filling patterns appear to be asymmetric, thereby allowing the 

momentum of the inflow stream to be redirected towards the atrio-ventricular valves. 

Whereas at the ventricular level, the flow stream changes direction in such a way that recoil 

o f the ventricle away from ejected blood enhances ventriculo-atrial coupling. Based on 

these observations, it was suggested that the heart is able to redirect blood through the 

cardiac chambers with minimal dissipation of energy, which can dynamically enhance 

reciprocation o f atrial and ventricular function during exercise. The efficiency o f the heart 

involves coupled interactions between contractility, elasticity and changes in momentum of  

all heart chambers. This interpretation was expected to provide further insight in clinical 

cases where the relations between forms, flow, mobility and timing o f  the heart was 

affected.
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(a) ( I ) ) (c)

Figure 2.4 Schematic diagrams showing the principal (low path through the heart chambers, 

(a) During systolic inflow, re-oxygenated blood enters the left atrium (LA) front the pulmonary 

veins, while oxygen depleted blood enters the right atrium (RA) from the superior and inferior 

vena cava, (b) During diastole, blood is injected into the ventricles from the atria, through the 

tricuspid (right side) and mitral (left side) valves, (c) During systolic outflow, the ventricles 

eject blood, via the pulmonary and aortic valves, through the pulmonary artery (PA) and the 

aorta (Ao) into the lungs and the systemic circulation respectively.

Over the years, blood llow patterns of the heart, particularly the left ventricle, have been 

extensively investigated by both medical imaging [9, 10] and computational techniques [11, 

12]. Nevertheless, the interaction between flow patterns and cardiovascular structure and 

the link between disturbed How patterns and cardiovascular disorders have yet to be fully 

explored [13, 14], Vortical How pattern in the left ventricle during diastole is one of the 

most intriguing features that has been studied over the years [15, 16], It has been suggested 

that its existence might have a beneficial effect in assisting the closure of the mitral valve. 

Previous study has shown that in a normal ventricle, two vortices, namely the anterior and 

posterior vortex, are formed during early diastole [16], The posterior vortex, formed behind 

the posterior mitral valve leaflet, is more constricted and only lasts for a shorter period of 

time compared to the anterior vortex, which is formed near the anterior mitral valve leaflet. 

It has been observed that in patients with a dilated ventricle, early diastolic inflow through 

the mitral valve is directed towards the posterior free wall instead of the apex as in the 

normal ventricle. Apart from the deviation in inflow direction, the evolution of the anterior
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and posterior vortices is significantly different from that observed in normal ventricles. 

The cause o f this difference in the flow patterns, however, has yet to be established.

2.1.5 The Coronary Circulation

In order to maintain the mechanical function o f the heart, normal coronary circulation is 

critical. The coronary tree consists o f blood vessels that supply blood to, and remove blood 

from, the myocardium. The locations o f the major coronary arteries and the coronary sinus 

are depicted in Figure 2.5. The main coronary arteries include the left main coronary artery 

(LM), right coronary artery (RCA), left anterior descending artery (LAD), left circumflex 

artery (LCX) and posterior descending artery (PDA). The LM and RCA originate at the 

base o f the ascending aorta just above the aortic valve, ensuring that the myocardium 

receives richly oxygenated blood at a high pressure. The LM, which branches into the 

LAD and LCX, supplies the inter-ventricular septum, the left atrium and both ventricles. 

The RCA, from which the PDA branches off, mainly supplies the right atrium, right 

ventricle and variable parts o f the inter-ventricular septum. Occlusions o f one or more of 

the major coronary arteries could lead to myocardial ischaemia and consequently infarction. 

Further details on the causes and consequences o f coronary heart diseases are described in 

Section 2.2.

From a cellular level, the myocardium carries a dense capillary network so that each 

cardiac myocyte has several capillaries running parallel to the muscle fibre. The high 

capillary-to-fibre density ensures short diffusion distances to maximize oxygen transport 

into the cells and removal o f  metabolic waste products from the cells. Most o f the 

deoxygenated blood is returned to the right atrium through the coronary sinus, whereas a 

very small amount is drained through numerous microscopic veins that open directly into 

the heart chambers.
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Figure 2.5 Anatomical locations of the major coronary arteries and the coronary sinus. The 

main coronary arteries are the right coronary artery (RCA), the left circumflex artery (LCX) 

and the left anterior descending (LAD). The RCA supplies the right side of the heart while the 

LCX and LDA supply the left side and the apex.

2.2 Coronary Artery Disease

Diseases of the heart and circulatory system (cardiovascular diseases or CVD), are the 

leading cause of death in the UK, accounting for about 238,000 deaths in 2002 alone [1], 

The main forms of CVD are coronary artery disease (CAD) and stroke. About half of all 

deaths from CVD are from CAD. Coronary artery disease is caused by the blockage of one 

or more coronary arteries. The two main forms of CAD are myocardial infarction (MI), 

commonly known as heart attack, and angina. Almost all deaths by CAD are caused by 

myocardial infarction. Since myocardial infarction could be fatal, it is important to study 

its causes and consequences for the prevention, diagnosis and prognosis of the disease.

28



Chapter 2 - Cardiovascular Anatomy, Function and Imaging Techniques

2.2.1 Perfusion

The heart is a highly oxidative organ that has a high demand for oxygen [17]. The oxygen 

consumption of the heart is about 8 ml/min/lOOg at rest and can go up to 70 ml/min/lOOg 

during heavy exercise. The oxygen supply to the myocardium is determined by two 

factors: coronary blood flow and the oxygen content of the blood. In general, the oxygen 

content o f arterial blood changes relatively little. Therefore, the primary determinant o f  

oxygen supply is coronary blood flow.

There is a unique relationship between myocardial oxygen consumption, coronary blood 

flow (CBF), and the extraction o f oxygen from the blood (arterial-venous oxygen 

difference, A 0 2 -V 02). This relationship can be explained using the Fick Principle:

Myocardial Oxygen Consumption = CBF x (A02- V 0 t)  (2.1)

Note that in this equation, CBFxA02 is the oxygen supply to the heart.

At rest, myocardial oxygen extraction is nearly maximal, implying that coronary flow rate 

has to increase during exercise to keep up with the increased oxygen consumption. The 

amount o f blood flow to the myocardium is regulated through the constriction and dilation 

of the coronary arteries by local regulatory mechanisms.

When blood flow to the myocardium is restricted (ischaemia), the oxygen supply/demand 

ratio is reduced, resulting in hypoxia. Hypoxia and ischaemia stimulate vasodilatation to 

allow increased coronary flow rates. In ischaemic regions due to stenosis or occlusion o f  

epicardial arteries, collateral circulation may arise to increase blood supply. Collateral 

blood flow may be an important mechanism in limiting infarct size in the heart.

2.2.2 Atherosclerosis

The culprit of CAD is atherosclerosis, which is a progressive disease that typically begins 

in childhood and continues throughout life. During the process, deposits o f fatty
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substances, cholesterol, cellular waste products, calcium and other substances build up in 

the inner lining o f the artery and subsequently become atherosclerotic plaques. This 

disease usually affects large and medium-sized arteries such as the coronary arteries. As 

plaques develop, they may gradually become large enough to start narrowing the artery and 

thereby reducing the blood flow through the artery. More damage may result when the 

plaque ruptures, exposing the blood to elements within the plaque that stimulate blood clot 

formation. This clotting process may be controlled by the body, which contains substances 

to dissolve clots, but may also lead to complete blockage o f the artery. When a coronary 

artery is blocked acutely, it leads to inadequate blood supply to the myocardium causing 

ischaemia, resulting in an immediate loss o f contractility in the affected region. When the 

artery is blocked for more than a few minutes, cell death starts to occur and it could lead to 

irreversible damage to the heart.

2.2.3 Myocardial Ischaemia

Ischaemic heart disease is currently responsible for about 14% of all deaths. Therefore, 

diagnosing myocardial ischaemia prior to heart attack is important. Ischaemia occurs when 

there is an imbalance between myocardial oxygen supply and demand [18]. It is usually 

brought by the disruption of the supply o f blood and oxygen to the myocardium because of 

narrowing or obstruction o f one or more o f the coronary arteries.

When the imbalance is caused by an increase o f myocardial oxygen demand by exercise, an 

excessive increase in heart rate, or emotion, it is referred to as demand ischaemia. Demand 

ischaemia is responsible for most incidents o f chronic stable angina. On the other hand, 

when the imbalance is caused by a reduction o f oxygen supply, it is referred to as “supply 

ischaemia”. Supply ischaemia is frequently caused by increased coronary vascular tone or 

by platelet aggregates or thrombi, and is responsible for myocardial infarction and most 

cases o f unstable angina. In many circumstances, ischaemia results from both an increase in 

oxygen demand and a reduction in supply.

Myocardial ischaemia can lead to myocardial stunning, hibernation and necrosis. 

Myocardial stunning refers to a condition when there is prolonged myocardial dysfunction 

with a gradual return o f contractile activity. Stunning may occur following exercise-
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induced ischaemia and coronary spasm. It affects both systolic and diastolic function and 

can occur in globally as well as the regionally ischaemic heart.

2.2.4 Myocardial Contractility

Contractility is associated with the heart’s inotropic state, i.e. its contractile state. It is 

defined as the inherent capacity o f the myocardium to contract independently o f changes in 

the preload or afterload. Increased contractility means increased rate o f contraction for 

reaching a greater peak force. Factors that could increase contractility include exercise, 

adrenergic stimulators, digitalis and other inotropic agents.

Contractility is usually measured using generalised quantities such as stroke volume, 

cardiac output and ejection fraction. Contractility is an important regulator o f myocardial 

oxygen uptake because o f the close link between myocardial oxygen uptake and the work 

done by the heart. Increases in the heart rate, preload or afierload will cause an increase in 

oxygen demand. The relationships between cardiac output, blood pressure and work done 

are given below:

Cardiac output = stroke volume x heart rate 

Work done — systolic blood pressure x cardiac output
(2.2)

In order to get a better understanding o f contractility, it is necessary to understand what 

preload and afterload are. Preload is the load present before contraction starts at end- 

diastole. This value reflects the venous filling pressure that fills the atrium and 

consequently the left ventricle. If preload increases, the left ventricle becomes distended 

and stroke volume rises according to Starling’s Law. At the same time, the heart rate also 

rises because the arterial mechanoreceptors are stimulated, thus causing an increase in the 

discharge rate o f  the sino-atrial node. These two effects contribute to an increase in cardiac 

output, which is the product o f heart rate and stroke volume.
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A direct measure o f preload is the wall stress at end-diastole, which can be calculated using 

Laplace’s Law given below:

Wall stress = {pressure x radius) / ( 2 x wall thickness ) (2.3)

However, measurement o f wall stress in vivo is difficult as simple measurements of LV 

radius ignore the complex anatomy of the left ventricle. From this equation, we can see 

that an increase in ventricular radius or pressure will results in an increase in wall stress, 

which in turn leads to increased myocardial oxygen uptake.

The afterload is the systolic load on the left ventricle after it starts to contract. Clinically, 

the arterial blood pressure is commonly used to represent the afterload. In a normal heart, 

the left ventricle is capable o f overcoming any physiologically acute increase in afterload. 

However, chronically increased afterload caused by sustained arterial hypertension or 

significant stenosis will lead to LV hypertrophy.

The relationship between preload and afterload can be explained by using the Frank- 

Starling curve, which illustrates the link between preload and afterload. The Frank-Starling 

curve indicates that an increased LV volume (indicator o f preload) leads to increased 

contractility, which in turn leads to an increase in systolic blood pressure and hence 

afterload. The Frank-Starling curve is obtained by combining Starling’s Law, which states 

that stroke volume is directly related to end-diastolic volume, i.e. preload, and Frank’s 

theory published in 1895, which states that the greater the initial LV volume, the more 

rapid the rate o f rise, the greater the peak pressure and the faster the rate o f relaxation.

2.2.5 Myocardial Infarction

Myocardial infarction (MI), commonly known as heart attack, is the term used for cell 

death due to a lack of oxygen supply to the myocardium [19]. The most common cause of 

myocardial infarction is atherosclerotic narrowing o f the coronary arteries leading to 

inadequate blood flow and oxygen supply to the tissue. As mentioned above, the
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immediate precursor to myocardial infarction is the rupture o f an atherosclerotic plaque 

leading to the formation o f thrombus over the plaque and hence, resulting in rapid 

occlusion of the coronary vessel.

Myocardial infarction can be fatal, if not treated promptly. The amount o f myocardial 

injury varies with the severity o f initial coronary occlusion. Although reperfusion therapy 

has proven to improve survival significantly, permanent or temporary decrease in LV 

regional function might result. On the other hand, injury may also occur in the conduction 

system and resulting in interventricular or atrioventricular heart block. Patients who have 

heart block will need temporary or permanent pacing.

Reperfusion therapy for acute myocardial infarction involves restoration of blood flow 

through an occluded coronary artery. Early reperfusion after myocardial infarction has 

been proven to preserve left ventricular function and improve survival. However, a 

significant number o f patients have persistent occlusion o f the infarct-related artery (IRA) 

late (days to weeks) after myocardial infarction because o f ineligibility for thrombolytic 

therapy, failure o f reperfusion, or reocclusion. Several observations have demonstrated an 

association between late (2-42 days) patency o f the IRA and improved clinical outcome 

[20].

After reperfusion therapy, the injured myocardial territory can be divided into three regions 

according to the extent o f myocardial ischaemia experienced during coronary occlusion. At 

the extreme periphery o f the injured territory, myocardial cells may be protected from 

ischaemia due to prompt opening o f the collateral vessels. In the region closer to the core 

of injury, myocardial tissues salvaged by reperfusion can be found. This portion o f  

myocardium may exhibit decreased regional function such as myocardial stunning or 

varying degrees o f cellular injury. At the very core o f the infarcted region, profound 

ischaemia during coronary occlusion and reperfusion may result in collapse and occlusion 

of the microvasculature. This region o f microvascular obstruction with impaired blood 

flow is termed as the no-reflow or low-reflow territory. The presence o f microvascular 

obstruction predicts unfavourable post-infarction prognosis in patients who have sustained 

acute myocardial infarction. It was reported that LV remodelling is directly related to the 

magnitude o f microvascular obstruction. However, it is not yet known how microvascular 

obstruction induces greater ventricular remodelling.
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2.2.6 Ventricular Remodelling Following Myocardial Infarction

During recovery o f myocardial infarction, changes in the topography o f both the infarcted 

and non-infarcted regions o f the ventricle may occur. These changes in left ventricular 

size, shape, and thickness are collectively referred to as left ventricular remodelling (LV 

remodelling) [21]. In general, LV remodelling represents an adaptive mechanism including 

LV enlargement, hypertrophy and distortion of regional and global geometry [22]. This 

remodelling process can greatly affect the function o f the ventricle and the prognosis for 

survival. It is believed that limiting ventricular remodelling will improve ventricular 

function and the long-term outcome o f  patients who suffer from acute myocardial 

infarction. The two most marked changes in the remodelling process are infarct expansion 

in the infarcted region and ventricular dilation o f the noninfarcted region.

2.2.7 Myocardial Remodelling

Myocardial remodelling refers to a consequence o f structural and functional changes 

accompanied by molecular changes. It can be caused by ischaemic or non-ischaemic heart 

disease. The major form o f myocardial remodelling associated with ischaemic heart 

disease occurs as a consequence o f myocardial infarction.

In heart failure, there is a compensatory increase in blood volume that serves to increase 

ventricular preload and thereby enhance stroke volume by the Frank-Starling mechanism. 

The heart chambers then dilate to make room for this greater blood volume. This expansion 

can initially restore some of the heart's pumping strength because the more the muscle is 

stretched, the more forcefully it can contract. A dilated heart, in the long term, could lead 

to adverse effects such as reduced contractile function.

Dilated cardiomyopathy (DCM) is a form of myocardial remodelling associated with non- 

ischaemic heart disease. It is characterised by cardiac enlargement and systolic contractile 

dysfunction o f one or both ventricles. In most cases o f DCM, the exact cause remains 

unclear. It is likely that this condition represents a final common pathway that is the end 

result o f myocardial damage produced by a variety o f cytotoxic, metabolic, immunological, 

familial, and infectious mechanisms. For instance, myocardial damages caused by
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excessive alcohol consumption, viral infection and pregnancy could present the same 

symptoms as those of DCM.

2.2.7.1 Infarct Expansion

In the early period after myocardial infarction, regional dilation o f infarcted segments, also 

called infarct expansion, is observed. This process appears to be caused by a combination 

of slippage between muscle bundles, disruption of normal myocardial cells and tissue loss 

within the necrotic zone, and these lead to thinning and dilation o f the necrotic zone. This 

process is best recognised by echocardiography as a lengthening of the noncontractile 

region. It has been observed to occur clinically as early as 3 days after infarction and may 

progress over days or weeks independent o f additional myocardial necrosis or infarct 

extension. The degree o f infarct expansion appears to be related to the pre-infarction wall 

thickness; it has also been reported that infarct size, infarct location, preload, afterload, and 

contractile pull from noninfarcted segments all impact on the degree o f infarct expansion. 

Infarct expansion is associated with increased mortality and may be important in the 

development o f late aneurysm formation. Infarction expansion seems to be more common 

in patients experiencing transmural infarctions involving the anterior-apical surface than 

other regions o f the left ventricle. The anterior-apical region is particularly vulnerable to 

infarct expansion because it is the thinnest and has the most curvature.

2.2 .7 .2  Ventricular Dilation

Although infarct expansion plays an important role in the ventricular remodelling that 

occurs early following myocardial infarction, remodelling is also caused by dilatation o f the 

viable portion o f the ventricle, commencing immediately after acute myocardial infarction. 

This global dilation o f the noninfarcted zone may be viewed as a compensatory mechanism 

that maintains the stroke volume in the face o f a large infarction. However, ventricular 

dilatation is also associated with nonuniform repolarization of the myocardium that 

predisposes the patient to life-threatening ventricular arrhythmias [23].
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In a study by McKay and colleagues [24], it was observed that the degree of dilation 

observed in noninfarcted regions was correlated to the size of the initial infarct and was not 

due to higher left ventricular filling pressures. Subsequent studies demonstrated that the 

late increase in heart size after anterior myocardial infarction is due to elongation of the 

noninfarcted segment, and not due to further infarct expansion. Although an increase in 

cavity size tends to restore stroke volume, a precarious balance can be exceeded in which 

increased cavity volume with insufficient compensatory hypertrophy results in loading 

conditions promoting further enlargement and dysfunction.

Figure 2.6 A four-chamber view of the heart acquired using CMR in (a) a normal subject and 

(b) in a patient with a dilated LV due to ischaemic heart disease. The difference in LV volume 

and shape can be clearly seen.

2.3 Cardiac Imaging Techniques

2.3.1 X-Ray Imaging

Conventional X-ray imaging is based on the absorption of X-rays photons as they pass 

through different tissues of the body [25], The amount of photons that pass through the 

patient depends on the x-ray attenuating properties of the tissues. A radiographic image is
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created by the interaction o f x-ray photons with a photon detector. The final image is 

therefore a 2 dimensional projection o f the 3 dimensional distributions of the x-ray 

attenuating properties of all the tissues in the traversed paths. The contrast o f the final 

image can be enhanced by increasing the amount o f x-ray transmission. However, 

increasing the contrast also implies higher radiation dose to the patient, it is therefore 

important to get a balance between the amount o f radiation and the image contrast. The 

primary limitation of X-ray imaging is that it can only produce planar images without depth 

information. Another important limitation is the exposure o f the patient to harmful 

radiation.

Conventional X-ray imaging has been widely used in orthopaedics, dentistry and 

angiography whereas its application in cardiology is rather limited. In a typical chest X-ray 

image, which is the posteroanterior projection o f the heart, the heart and other mediastinal 

structures appear as a featureless, opaque silhouette. Blood, myocardium, pericardium, 

coronary arteries and great vessels, valves, and mediastinal fat cannot be separated because 

they have similar radiographic attenuation characteristics, so that there is little or no 

contrast available to differentiate these structures. Although the four chambers are 

indistinguishable, the cardiac borders are clearly outlined and can be used for initial 

evaluation of the patient because any deviation from the normal configuration may suggest 

anomalies or functional disease.

Apart from the posteroanterior projection, other types o f projections are also employed in 

clinical examinations. The lateral projection is used in the assessment o f the left ventricular 

and atrial sizes, the right anterior oblique projection is used in examining the enlargement 

o f right ventricular outflow tract and major pulmonary arteries and the left anterior oblique 

projection is useful for demonstrating dilation o f the ascending aorta.

2.3.1.1 X-Ray A ngiography

X-ray angiography is performed to image and diagnose diseases o f the blood vessels o f the 

body, including the brain and heart. Traditionally, angiography was used to diagnose 

pathology of these vessels such as stenosis. In cardiac examination, X-ray angiography is 

generally performed in conjunction with cardiac catheterisation, during which a catheter is
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inserted and threaded to the target artery or the heart chambers. With this method, the 

oxygen concentration can be measured across the valves and septa o f the heart so that 

pressures within each chamber of the heart and across the valves can be measured. In 

angiographic examination, the catheter is also used to inject contrast agents into the blood 

vessel. After the injection o f contrast agents, a rapid sequence o f X-ray images is taken to 

generate angiograms in real time.

X-ray angiography has been used in a range o f clinical examinations. Coronary 

angiography is frequently performed to detect occlusion and identify thrombosis in the 

coronary arteries. During the procedure, physicians may also measure the coronary arterial 

pressure by attaching a transducer to the catheter. When applied to the thoracic aortic 

region, it allows the evaluation o f aortic valve disease, thoracic aortic aneurysms and aortic 

dissection. Apart from imaging the arteries, X-ray angiography can also be used to image 

the ventricles. Left ventricular angiography is generally employed to evaluate acquired 

heart diseases such as ischaemia, valvular disease and cardiomyopathies, while right 

ventricular angiography is used for assessing right ventricular and tricuspid valve function.

2.3.2 Computed Tomography (CT)

Computed Tomography (CT), also known as Computerised Axial Tomography (CAT), is a 

computerised imaging technique that generates cross-sectional images o f the body by 

combining several X-ray images. The basic principles o f obtaining the cross-sectional 

images are the same as conventional X-Ray imaging, which is based on the absorption of x- 

rays photons as they passing through different tissues. In a CT scan, the X-ray beam 

interrogates only a certain part o f the body that lies inside and parallel to the imaging plane. 

By combining the results from several X-rays, the depth information can be deduced and 

used to reconstruct the final image.

In practice, there are three main categories o f CT systems: conventional CT, spiral (or 

helical) CT and electron beam CT (EBCT). CT scanning o f  the heart usually requires 

modification of the standard CT techniques. For the evaluation o f  thoracic aortic disease, 

pericardial disease, paracardiac and intracardiac tumours, and patency o f coronary arterial 

bypass grafts, exposure times o f less than 2 seconds are usually adequate. With Spiral CT
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scanners, the exposure time can be further reduced with no interscan delay between images 

at sequential anatomical levels. This can produce images o f the entire heart within a single 

breath-hold.

2.3.2.1 Electron Beam CT (EBCT)

In conventional CT and helical CT, the acquisition time is relatively long when compared 

to the cardiac cycle, hence their practicality in cardiac imaging has been limited. For many 

years, EBCT has been the only CT modality with sufficient temporal resolution to image 

the fast-beating heart [26], Instead o f  using a mechanically rotating X-ray tube, EBCT 

scanner uses a focused electron beam that is successively swept across four cadmium 

tungsten target arcs at the speed of light. Each o f  the four targets generates a fan beam of 

photons that pass from beneath the patient to a bank o f photon detectors arranged in a 

semicircle above the patient. With EBCT, a complete cardiac imaging can be completed in 

50 ms without the need for ECG gating. Figure 2.7 illustrates an example EBCT images 

acquired at the level o f  aortic valve, also depicting some o f the coronary arteries captured 

within the image.

The EBCT can be operated in three different modes: the cine mode, the triggered mode and 

the volume mode. The cine mode is used to assess global and regional myocardial 

function. The scans are obtained at an exposure time of 50 ms and at a rate o f 17 scans per 

second. The triggered mode, used for flow analysis, employs a series o f 20 to 40 successive 

scans in which each 50ms exposure is triggered at a specific phase o f the cardiac cycle of 

successive heart beats or every other heart beat. From such a series o f scans, time-density 

curves can be constructed for specific regions o f interest in the cardiac chamber or 

myocardium, providing an estimate o f transit time, perfusion, or blood flow. The volume 

mode provides eight scans by the use o f  all four target arcs in an imaging period o f  

approximately 200 ms. These eight transverse scans can sometimes encompass the entire 

left ventricle and thereby provide an estimate of left ventricular volume and mass. Usually 

10 to 12 tomographic levels are needed to cover the entire heart.

Because multiple images can be acquired at different levels, EBCT permits the acquisition 

of images at end-diastole and end-systole. Real-time sequential imaging is accomplished
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within a single heartbeat at multiple levels, and these images can then be displayed in a 

close-loop cine format. EBCT has been widely used for calcium scoring as it can accurately 

identify calcium deposition in the coronary tree non-invasively. Coronary calcium is 

believed to be linked with coronary atherosclerosis but its reproducible use in clinical 

environment requires further investigation [27, 28], The main advantage of CT is its high 

temporal and spatial resolution, whereas the primary limitation of CT is the exposure of 

patients to harmful radiation as prolonged exposure to radiation can induce a fatal 

malignancy in tissues [29],

Figure 2.7 The anatomical configuration of the major coronaries depicted by CT (a) and its 

corresponding schematic diagram (b) showing different anatomical landmarks within the 

region including ascending aorta (AA), proximal right coronary artery (RCA), left main (LM), 

left anterior descending artery (LAD) with first diagonal (1)1) and left circumflex artery 

(LCX). In this figure, RA, RVOT, LA, and DA represent right atrium, right ventricular 

outflow track, left atrium and descending aorta, respectively. |lmage courtesy P Horkaew and 

GZ Yang, Imperial College London, llk |
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2.3.3 Nuclear Cardiology

In general nuclear medicine, planar imaging is the normal method o f image acquisition. 

However, projcctional imaging suffers from the disadvantage that it is difficult to separate 

the activity from overlapping structures [30]. The acquisition of multiple projections can 

ease this problem. This advantage, together with the great improvements in the 

performance of imaging hardware and reconstruction software, has lead to the widespread 

use o f emission tomography in nuclear medicine.

2.3.3.1 Tracers & Emission Computed Tomography (ECT)

The idea o f injecting a tracer into the blood stream and detecting its transit and distribution 

through the heart is well established. Tracers have been utilised in the quantitative 

measurements o f blood flow for over a century. The earliest indicators are mainly non- 

radioactive matters such as dyes or hypertonic saline. The choice o f tracers varies with the 

regions being imaged, the pathology and the scanner used for detecting the tracer. In 

relation to blood flow measurement using emission computed tomography (ECT), single­

photon emitters such as " mTc, l23I, 20IT1, and 11‘in and positron-emitting isotope such as 

11C, 13N, 150, and 18F are frequently used.

Emission computed tomography (ECT) is the main imaging technique used in nuclear 

medicine. Unlike other imaging modalities such as magnetic resonance imaging (MRI), or 

X-ray, an ECT image gives a picture o f organ function, but not strict anatomy [29]. This is 

because an ECT image depends on the detection o f radionuclide (radioactive atoms) 

distribution inside the patient. These radionuclides are administered into the specific part o f  

the body by using specific radiopharmaceuticals. A radiopharmaceutical is a protein or an 

organic molecule that has a radionuclide attached to it. Different radiopharmaceutical will 

be absorbed by different tissue in the organ.

In radionuclide cardiac imaging, the radionuclides are either extracted by the myocardium 

or remain in the cardiac blood pool. Several components are required to acquire gamma 

rays and to produce an image. These include a scintillation device such as the sodium 

iodide (Nal) crystal, which absorbs the gamma rays and generates photons that are 

converted to an electrical signal by photomultiplier tubes. The electrical signal is then
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amplified and accelerated such that the energy o f the gamma ray initially absorbed by the 

crystal is directly proportional to the height o f the generated electrical pulse. Different 

radionuclides emit at different energies. This allows discrimination between photons from 

the target and scatter.

The main advantages o f positron imaging are the ability to label and thus image 

biologically active compounds and drugs. A major advantage o f the method is the ability to 

derive absolute quantitative measurements with the appropriate kinetic model [31]. 

However, by using this technique, the achievable spatial and temporal resolution is limited. 

In addition, it does not allow quantitative measurement o f the dynamics o f blood flow, such 

as velocity and strain, thus, limiting the general practicality o f the technique.

There are two main categories o f ECT: single photon emission computed tomography 

(SPECT) and positron emission tomography (PET). In SPECT imaging, conventional 

single-photon emitters such as 99mTc, l23I, 20IT1, and 11'in have several limitations. These 

isotopes decay with the emission o f a single photon travelling in a random direction. The 

percentage o f photons reaching the detector depends upon scatter attenuation and the 

distance between the photon source and detector. These factors result in a loss o f relevant 

physiological information, which precludes accurate quantification o f volumes and blood 

flow. In contrast, positron-emitting isotopes overcome these limitations, therefore making 

PET imaging more suitable for quantitative blood flow measurement [32],

2 .3 3 .2  Single Photon Emission Computed Tomography (SPECT)

Over the past several years SPECT acquisition has been predominantly used in 

cardiovascular nuclear medicine imaging. With SPECT, a series o f planar images is 

obtained over a 180-degree arc around the patient’s thorax. Transaxial images are recreated 

using a technique called filtered backprojection. These transaxial images are reconstructed 

into short axis and horizontal and vertical long axis orientations relative to the anatomical 

axis o f the heart. The overall result is an improvement in anatomical resolution and 

contrast. Alternatively, SPECT imaging requires more attention to detail with regard to the 

parameters set for acquisition and more stringent quality control measures.
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Recently, gamma cameras with multiple detector heads have been developed. These 

systems have improved electronics and count sensitivities, which improve image resolution 

and decrease SPECT imaging time. The optimal detector configuration is two camera 

crystal heads separated by 90 degrees. Because two camera heads are used simultaneously, 

the full 180-degree orbit may be required, with only a 90-degree motion resulting in half 

the acquisition time. Optimal 360-degree acquisition may be performed with triple head 

systems, in which each head is separated by 120-degrees. The increased count sensitivity of 

these detectors allows high-resolution collimation and improved image quality and 

quantification.

A significant limitation o f traditional single-photon imaging is inhomogeneous attenuation 

o f radiation by soft tissue. Attenuation artefacts are most commonly located in the anterior 

wall owing to breast or chest wall attenuation or in the inferior wall due to diaphragmatic 

attenuation. Attenuation correction systems currently are under clinical investigation. 

Another problem with SPECT imaging is patient motion. Motion correction software has 

been developed but as yet is not widely used clinically. Finally, scatter photons are a major 

source o f degraded image quality. Scatter correction signifies a major improvement of 

radionuclide image quality.

The main application o f SPECT in cardiology is myocardial perfusion imaging. The 

regional distribution o f myocardial perfusion can be visualised using radiopharmaceuticals 

that accumulate proportional to regional myocardial blood flow. The most important 

clinical application of myocardial perfusion imaging is in conjunction with stress testing for 

the evaluation o f ischaemic heart disease. Another main application o f SPECT is 

myocardial infarct imaging.

2.3.3.3 Positron Emission Tomography (PET)

Positron emission tomography (PET), long viewed as primarily a research imaging 

modality, is currently becoming a clinically important technique [33, 34]. The uniqueness 

o f PET imaging lies in its ability to image and quantify metabolic processes, receptor 

occupancy, and perfusion.

43



Chapter 2 - Cardiovascular Anatomy, Function and Imaging Techniques

PET imaging begins with the injection of a metabolically active tracer-a biological 

molecule that carries with it a positron-emitting isotope (for example, 11C, 13N, 150, or 

18F). Within minutes, the isotope accumulates in an area o f the body for which the 

molecule has an affinity. Positron-emitting radionuclides are characterised by excess 

protons. This unstable structure results in the conversion o f an excess proton to a neutron, 

which in the process, a positron (antielectron) is emitted. The positron travels a few 

millimetres in tissue and when it encounters an electron, annihilation ensues. This results in 

the release o f a pair o f photon with characteristic energy of 511 keV. These two photon 

gamma rays travel away from each other in near opposite direction. Using detectors that are 

paired and aligned, the photon pairs emitted from the positron annihilation can be detected 

by coincidence counting.

PET imaging utilizes 1200 to 1500 small stationary crystal/detectors arranged in a circle, 

allowing photons to be detected in coincidence. This principle allows the correction of body 

attenuation by using electronically, not structurally, collimated data. These factors result in 

better count statistics and the ability to quantify various metabolic processes. With the 

present technology, up to 21 simultaneous tomographic slices may be obtained, allowing 

reconstruction along cardiac planes similar to those displayed in cardiac SPECT imaging.

The major clinical applications o f PET have been in cancer detection o f the brain, breast, 

heart, lung and colorectal tumours. In cardiology, PET studies are recommended for the 

identification o f myocardial viability in patients with established coronary artery disease 

and regional or global left ventricular dysfunction. It is also frequently used for non- 

invasive diagnosis o f coronary artery disease. Other readily available imaging alternatives 

have limited PET application for these indications. These include conventional perfusion 

imaging, reinjection thallium imaging, and the development o f new classes o f WmTc- 

perfusion agents. Although 20IT1 and PET both have high accuracies for predicting recovery 

of regional and global left ventricular dysfunction after revisualisation, PET has a higher 

positive and negative predictive accuracy for improvement in left ventricular function and 

is considered the gold standard for detection of viability.
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2.3.4 Echocardiography

The basic principles of ultrasound imaging rely on the fact that ultrasonic waves are 

reflected, in the form o f echoes, when they encounter a change in density in their path and 

these reflected echoes can be measured and used to produce an image [29]. In ultrasonic 

imaging, a transducer generates bursts o f ultrasonic waves that are sent into the body. In a 

homogenous medium, the ultrasonic waves travel in a straight line without a change o f  

direction, whereas at an interface o f two media with different acoustical impedance, the 

waves reflect and refract in a similar fashion to light. The degree o f reflection and 

refraction depends on the difference in acoustical impedance at the interface. Although 

acoustical impedance is the product o f the density o f the object and the velocity o f sound 

through that object, for all practical purposes one can consider the acoustical impedance to 

be a function o f density. The reflected waves are detected by the transducer which then 

sends the echo signals to the amplifiers and the signal processing unit for image 

reconstruction.

Echocardiography (cardiac ultrasound) is a valuable non-invasive tool for imaging the heart 

and surrounding structures. Three types o f echocardiography are commonly used clinically: 

M-mode, two-dimensional (2-D B-mode), and Doppler. The M-mode echocardiogram 

provides a one-dimensional view (depth only) into the heart. 2D echocardiography is a 

relatively complicated technique. To produce a continuous cross-section image, a B-mode 

echocardiograph is systematically traced across a sector field at a sufficiently high rate. 

This approach allows a plane o f  tissue (both depth and width) to be imaged, thus the 

orientation and anatomic relationships between various structures are easier to appreciate 

than that with M-mode images. On the other hand, Doppler echocardiography can be used 

to measure blood flow velocity, thus allowing the evaluation o f blood flow patterns, 

direction, and velocity profile. This technique has become an important tool in blood flow 

measurement [35-37]. Figure 2.8 illustrates an example o f  3D échocardiographie images 

showing the parasternal long axis and apical short axis views o f the mitral valve o f a 

normal subject.
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Figure 2.8 An example of 3D échocardiographie images showing the parasternal long axis and 

apical short axis views of the mitral valve of a normal subject. The images were acquired with 

a SONOS 7500 scanner, Phillips Medical Systems. [Image courtesy P llorkaew and GZ Yang, 

Imperial College London, UK|

The advantages of echocardiography are numerous. The examination is painless and it is 

less costly than other sophisticated imaging techniques. In addition, the required equipment 

is portable making it the choice of bedside imaging modality. However, some technical 

difficulties exist that require expertise on the part of the examiner and interpreter of the 

images. The main problem is posed by the poor transmission of ultrasound through bony 

structures or air-containing lungs. The examiner must therefore try to avoid these 

structures. In Doppler echocardiography, in particular, the image quality relies heavily on 

the skill of the examiner as the direction of incident wave must be carefully aligned in order 

to obtain accurate measurement.
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2 .3 .4 .1  C o n tra s t E c h o c a rd io g ra p h y

Contrast echocardiography is a technique where a contrast agent containing microbubbles 

is rapidly injected into a peripheral vein or selectively into the heart. This technique makes 

use of the characteristic that ultrasound is extremely sensitive to intravascular bubbles. The 

microbubbles move with the blood stream and generate a cloud of tiny echoes on the 

echocardiogram. Contrast echocardiography is a very sensitive technique for detecting 

right-to-left shunts. The contrast agents that have been used include the patient’s blood, 

saline, indocyanine green dye, agitated or sonicated angiographic contrast agents, and 

sonicated albumen. In all cases the contrast effect originates from suspended microbubbles 

in the fluid. The potential clinical uses for contrast echocardiography are numerous which 

includes the use of contrast echocardiography to quantify myocardial blood flow through 

the destruction of microbubbles administered with a constant rate venous infusion, as 

shown in Figure 2.9 [38],

Figure 2.9 An example of perfusion echocardiography showing the uptake of the microbubble 

contrast agent into the myocardium. The curves superimposed show the recovery of the signal 

at the septum [Image courtesy of GZ Yang, Department Of Computing, Imperial College 

London, UK|.
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2.3.4.2 D oppler Effect & D oppler Echocardiography

Doppler effect is the variation in the frequency o f the wave due to relative motion between 

the observer and the source o f the wave [32], The observed frequency increases if the 

source is moving towards the observer and vice versa. Based on this property, one can 

apply the Doppler effect in ultrasonic imaging to detect movement o f scattered substances, 

usually red blood cells, by the analysis o f the change in frequency o f the returning echoes 

and hence obtain information o f the blood flow velocity. This technique is referred to as 

Doppler echocardiography. In general, the transducers that emit and receive ultrasound 

waves are kept stationary whereas the reflector is moving.

Transmitter

Figure 2.10 Principle of Doppler ultrasound imaging. Sound waves emitted from the 

transmitting transducer hit the moving reflector, the blood cell, at an angle. The frequency of 

the reflected beam is recorded by the receiving transducer and the Doppler equations can be 

used to calculate the velocity of the blood cell, v is the reflector’s velocity, 9 is the angle 

between the bisector of the transmitter and receiver beams and the direction of the movement, 

and 8 is the angle between the transmitted and received waves.

The relationship between the shift in frequency and the velocity o f the moving observer can 

be written as follow:

fé  =
- 2  vf0 cos 0  cos(S  / 2)

c
(2.4)
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where v is the reflector’s velocity, f> is the transmitted frequency, c is the speed of 

ultrasound, 6 is the angle between the bisector of the transmitter and receiver beams and 

the direction o f the movement, and S is the angle between the transmitter and receiver 

beams as illustrated in Figure 2.10. Thus, if  the movement o f the reflector is away from the 

transducer, i.e., positive, the shift in frequency is negative, i.e., it becomes lower. The angle 

between transducer and receiver is usually small enough to reduce the expression to:

L  =
-  2vf0 cos#  

c
(2.5)

It should be noted that if Q = 90°, there is no Doppler shift. So to measure the velocity o f  

the reflector accurately, which in the case of blood is the red blood cell, the transducer 

should be in line with the blood vessel o f interest and/or the angle between the vessel and 

the transducer should be known.

Two types o f Doppler echocardiography are used clinically: pulsed wave and continuous 

wave, each has its advantage over the other. Pulsed wave systems use the same transducer 

to send and receive short bursts o f  ultrasound waves whereas continuous wave systems use 

separate emitters and receivers so that ultrasound waves can be simultaneously and 

continuously sent and received. Using pulsed wave systems, blood flow velocity, direction 

and spectral characteristics from a specified sample in the heart or blood vessel can be 

calculated. This is not feasible in a continuous wave system because sampling o f blood 

flow velocity and direction occurs along the ultrasound beam, not in a specified area. 

Nevertheless, the advantage o f a continuous wave system is that the maximum measurable 

velocity is not limited, unlike that in a pulsed wave system because the pulse repetition 

frequency is limited.
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In clinical practice, pulsed wave Doppler technique is usually combined with 2D 

echocardiography to incorporate anatomical information with flow information to generate 

colour-coded flow images as shown in Figure 2.11. This combined technique, referred to 

as Colour Doppler flow imaging, facilitates the examination of flow patterns in the cardiac 

chambers and the major arteries. For instance, velocity gradient and turbulent flow can be 

highlighted and therefore, more easily spotted [39]. Clinical applications of Colour 

Doppler flow imaging are not limited to the examinations of blood flow patterns, potential 

applications in oncological imaging and gynaecological imaging have also been reported. 

In oncological imaging, it has found to be valuable in investigating breast lesions, prostrate 

cancer, ovarian cancer and detecting metastases [40, 41], In gynaecological imaging, this 

technique is employed to examine the uterine and ovarian blood flow [42],

Figure 2.11 Colour Doppler image of a patient with mitral valve regurgitation. LV is the left 

ventricle and LA is the left atrium. The blue is blood flowing into the LV while the orange is 

the regurgitant flow back into the LA. [Image courtesy Dr P Nihoyannopolous, Department of 

Clinical Cardiology, Hammersmith Hospital, Imperial College London, UK[
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2,3.5 C ardiovascular M agnetic R esonance (C M R )

Magnetic resonance (MR) is a rapidly developing diagnostic imaging modality in medicine. 

It is non-invasive and it offers a multitude of tissues parameter measures that are controlled 

by the user. The principles of magnetic resonance were first discovered by Block and 

Purcell in 1946, and the use of MR for diagnostic imaging was first suggested in 1973 by 

Lauterbur. Since then, extensive development of magnetic resonance imaging (MRI) has 

been achieved in the clinical world.

Traditionally, cardiovascular magnetic resonance (CMR) is used mainly for studying 

cardiac anatomy. In recent years, it has been more widely used to assess cardiac function. 

CMR can be used to obtain images of the heart in any plane. To effectively evaluate a 

specific structure or function of the heart, the imaging plane has to be carefully chosen to 

suit the purpose [43 J. The basic imaging planes can be grouped into: 1) planes oriented 

with respect to the heart, such as horizontal and vertical long axis and short axis, and 2) 

planes oriented with respect to major axes of the body, such as transaxial, sagittal, and 

coronal planes. Cardiac oriented planes, as shown in Figure 2.12, arc essential for 

evaluation of cardiac chamber size and function. Whereas imaging planes oriented with 

respect to the principal axes of the body are useful in the evaluation of the aorta, 

pericardium and anterior right ventricular wall.

Figure 2.12 Cardiac oriented imaging planes, (a) VLA: vertical long axis view, (b) 1ILA: 

horizontal long axis view, (c) SA: short axis view.
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2.3.5.1 Basic Principles

In clinical MRI, the MR signal originates from the hydrogen nuclei H+ that exist in water 

and fat in human body [44], Because o f the high concentration of hydrogen atom in the 

human body, even a weak magnetic resonance signal can be detected and used to create an 

image. MR active nuclei are characterised by their tendencies to align their axis o f rotation 

to an applied magnetic field [45], The physical property responsible for this alignment is a 

coupling between the magnetic moment o f  the charged, spinning nucleus and the applied 

magnetic field.

When these nuclei are subjected to an external magnetic field B0 (Z-direction), the spins 

align with this magnetic field and precess at the Larmor frequency ooo defined by the 

Larmor equation:

a>0 = r - B 0 (2.6)

where y is the gyromagnetic ratio which is a constant value that depends on the charge and 

mass o f the nucleus. In this state, the spins are precessing out-of-phase in the transverse 

plane, resulting in zero transverse magnetisation. To make the spins to precess in a 

coherent manner, a weak magnetic field oscillating at the Larmor frequency is applied 

perpendicular to the main magnetic field. In practice, this is achieved by generating a 

polarised radio-frequency (RF) excitation, usually referred to as the RF pulse, by placing a 

circular coil in the transverse plane. When the RF pulse is turned off, the spins begin to 

precess out o f phase and go back to their equilibrium position and emit radio signals which 

can be detected and processed to generate images.

To create an MR image, we need to localise the MR signal and acquire the spatial 

information at the same time. This can be achieved by applying orthogonal gradient fields 

in the x, y and z direction and reconstructing by fast Fourier transformation (FFT). 

Gradient fields are achieved by additional coils in the MR scanner, which generate these 

spatially varying magnetic fields. Details on the physics o f MR and explanations on MR 

image formation can be found in [25, 29,44 ,45].
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A number o f common artefacts related to CMR are known to cause complication in 

interpretation of the images. These artefacts relate primarily to the basic features o f CMR, 

they are: cardiac and respiratory motion artefacts, metal artefact and chemical shift artefact. 

Cardiac and respiratory artefacts result from the relatively long acquisition time o f CMR. 

These problems are inevitable but should be recognised and minimised if possible. Metal 

artefact appears when pieces o f metal are present on or in the body during the scan because 

metal can alter the local magnetic field, leading to distortion and local signal loss. 

Chemical shift artefact occurs because the hydrogen nuclei in fat see a slightly different 

magnetic field than hydrogen nuclei in water. This leads to signal cancellation at interfaces 

of water and fatty tissues.

2.3.5.2 Assessment o f  Cardiac Function

The evaluation of cardiovascular disease is critically dependent on the assessment o f  

cardiac function. CMR provides highly accurate and reproducible assessments o f global 

and regional cardiac function and is being recognised as the gold standard for the non- 

invasive evaluation o f cardiac function [46],

The assessment o f global ventricular function o f the left ventricle is based on measuring 

changes in end-diastolic and end-systolic (ES) volumes. Accurate measurement o f  

ventricular volumes can be obtained using Simpson’s rule. A stack o f contiguous images 

encompassing the entire left ventricle is acquired and the ventricular volume can be 

calculated by summing the endocardial areas multiplied by the distance between the centres 

of each slices [47]. Other global function can also be measured directly or indirectly with 

CMR. Stroke volume can be readily calculated by subtracting the end-systolic volume 

from the end-diastolic volume. Cardiac output can be easily computed by multiplying the 

stroke volume by the heart rate. The mass o f the left ventricular wall can be estimated by 

measuring the volume of the myocardium and multiplying it by the specific gravity o f  

myocardium. Assessment o f valvular function, on the other hand, involves evaluation o f  

morphology, motion, competence and effects on ventricular function. The use o f CMR in 

this aspect is limited due to high spatial resolution required to evaluate valve morphology.
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2 3 .5 .3  Evaluation o f  the Effect o f  Myocardial Infarction

Repcrfusion therapy after myocardial infarction can preserve left ventricular function and 

survival. However, it is difficult to determine if  and when optimal reperfusion has occurred 

[48]. In addition, the assessment of the extent and transmurality o f myocardial injury, and 

the detection of unresolved reversible components are also important to determine the risk 

of remodelling. Recent developments in CMR have enabled improved assessment o f  

different types o f myocardial injury caused by coronary occlusion. Combining CMR 

imaging techniques with contrast enhancement by paramagnetic agents facilitates the 

reliable measurement o f infarct size both in experiment models and in patients [49]. In a 

CMR image, the reperfused infarcted myocardium is characteristically seen as an enhanced 

region on late imaging [50]. The accuracy of infarct size measurements by CMR has been 

confirmed in a number o f studies that compare CMR with the histopathological gold 

standard o f TTC method [51] and nuclear methods [52]. Following reperfusion therapy, the 

infarct core may experience the no-reflow phenomenon due to microvascular obstruction. 

This process can be assessed using contrast-enhanced CMR techniques, in which 

microvascular obstruction is visualised as a dark area within the infarcted area [53].

The ability to assess myocardial viability following acute reperfused myocardial infarction 

is also clinically important. A recent CMR technique combines 3D tagged imaging 

technique with dobutamine to quantify myocardial 3D deformation and strain. This 

approach was found to be accurate and precise and may be a more sensitive method for 

characterising viability [54]. Another technique is contrast enhanced CMR, in which the 

regions that exhibit delayed contrast hyperenhancement are identical to regions o f  

irreversible injury whereas regions that do not hyperenhance are viable [51].

The ventricular remodelling processes subsequent to myocardial infarction are also well 

studied with CMR techniques. With the ability to obtain volumetric images covering the 

entire left ventricle, CMR is particularly suited for monitoring the changes in LV mass and 

volume during the remodelling process. The CMR measurement o f LV mass after 

myocardial infarction has been validated with that obtained at autopsy [55]. CMR is also 

used to analyse wall thickening and myocardial motion o f the left ventricle.
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2.3.5.4 Blood Flow Velocity Measurement using MRI

An important feature o f MR is its sensitivity to motion, and this feature allows the 

measurements o f velocity and vessel flow without the constraints o f Doppler methods. The 

use o f magnetic resonance image (MRI) for measuring blood flow was first suggested by 

Singer in 1978 [56], Since then, a number o f methods have been developed for blood flow 

measurement. These methods generally fall into two main categories: time-of-flight 

methods and phase shift methods. The basic principles o f both methods are briefly 

described in the following chapter. The main goals o f applying MR techniques in imaging 

flow are twofold; the first goal is to acquire quantitative flow measurements. The second 

aim is to understand the flow pattern because this appearance gives important information 

for the diagnosis o f a particular disorder.

Time-of-flight methods involve the labelling o f a specified portion of flowing fluid and 

detecting its motion after a fixed period o f time [57]. There are two categories o f time-of- 

flight techniques. The first one is known as flow enhancement methods or wash-in/wash- 

out methods; it relies on the saturation or partial saturation of material in a selected slice 

being replaced by fully magnetised high-signal spins due to flow. The second one involves 

tagging a selected volume o f blood and then imaging the motion o f the tagged blood.

Phase shift methods are the most widely used techniques for quantifying blood flow. The 

underlying principle o f phase shift methods is to cause flowing material to attain a phase 

shift that is related to its motion. In general, it is achieved by using a bipolar gradient pulse 

that consists o f a positive magnetic gradient followed by an equal but opposite negative 

gradient in the direction o f the flow. While the positive gradient is applied, both the 

flowing material and the stationary material will attain a certain frequency shift. When the 

gradient is turned off, the phases o f both materials are equal. When the negative gradient is 

applied, the two materials are separated and therefore experience different magnetic field 

strengths and will respond differently. The stationary material takes up an equal but 

opposite frequency shift and returns its original phase, whereas the flowing material takes 

up an additional frequency shift depending on the distance it has moved and therefore 

attains a final phase shift dependent on this distance and hence its velocity. The two main 

approaches of using the phase shift to produce flow image are phase contrast velocity
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mapping methods and Fourier flow imaging methods. Details o f these two methods are 

discussed in the next chapter.

MR velocity imaging technique can be applied to examine a range o f clinical conditions. It 

has been used to study blood flow in all the major blood vessels such as the thoracic aorta, 

pulmonary arteries and veins [58, 59], The approach for measuring aortic flow is relatively 

straightforward. A set o f velocity map images in which the grey scale indicates the velocity 

of motion in each voxel is obtained. Velocity is measured at each voxel across the vessel, 

integrated over the cross-sectional area of the vessel and then integrated over the cardiac 

cycle. Pulmonary artery flow can be measured using the same technique for measuring 

aortic flow. This is particularly valuable for patients with left-to-right intra-cardiac 

shunting. CMR provides the first method for the non-invasive measurement o f absolute 

coronaiy artery flow. This method is similar to the phase contrast method used in the aorta. 

Although resting coronary flow is o f interest, it does not always reflect minor stenosis. 

Thus, coronary flow under conditions o f stress is also measured so that one can determine if  

flow increases normally.

MR velocity images can also be used to assess valvular disease such as mitral regurgitation 

by analysing regurgitant flow depicted by MR velocity mapping [60-62]. Another 

important clinical application is the assessment o f flow patterns in the cardiac chambers, in 

particular, the left ventricle [15, 16], It has been shown that the flow patterns exhibit 

significant differences in normal and dilated ventricles.

Apart from deriving flow patterns or velocity profile directly from the measured flow 

velocity, studies have shown that it is feasible to assess vessel compliance by estimating the 

pressure from the blood flow velocity. One technique calculates pressure by considering 

the vessel compliance and the flow pulse waveform [63, 64]. Another technique uses the 

Navier-Stokes equations to compute the flow pressure fields from the acquired velocity 

fields [65, 66],
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The major advantage o f using MR for blood flow measurement is that the measurement 

process does not interfere with the flow. Moreover, it is non-invasive and flexible, 

allowing images to be taken in any selected plane. More importantly, the ability to acquire 

3D flow images is unique to MR, making it an unparalleled clinical tool for acquiring 

detailed flow data. The main drawback o f the MR technique, however, is that the 

equipment is expensive and requires dedicated space in hospital. Also, the acquisition time 

is relatively long compared to other techniques, and in some acquisition procedures patients 

are required to hold their breath to reduce artefacts caused by respiratory motion. This 

drawback, which maybe particularly unbearable for patients, can be overcome by applying 

retrospective gating techniques, by using respiratory gating and by using rapid MR imaging 

techniques such as echo planar imaging (EPI) and spiral imaging. These rapid imaging 

techniques are important clinical tools and they will be discussed in further detail in the 

next chapter.

2.4 Conclusions

The heart is a vital organ in the human body. The four main chambers, the left and right 

atria and the left and right ventricles, work together to pump blood round the body through 

the systemic and pulmonary circuits. The heart itself receives blood supply through the 

coronary circulation. Coronary artery disease is the main culprit o f heart diseases, which is 

caused by atherosclerosis that leads to narrowing or obstruction o f one or more coronary 

arteries. As the blood supply reduces, myocardial ischaemia may occur. Myocardial 

infarction can follow when an artery becomes completely blocked. Myocardial infarction 

can lead to permanent damage to the myocardium and the conduction system. If not treated 

promptly, it could be fatal. Previous research has shown that following myocardial 

infarction, the left ventricle could undergo a remodelling process that involves 

morphological changes o f the left ventricle. This ventricular remodelling process may 

further affect cardiac function. Myocardial remodelling can also be associated with non- 

ischaemic heart disease such as dilated cardiomyopathy and heart failure. In general, the 

remodelling process involves topological changes characterised by the dilation o f one or 

both ventricles as well as functional changes such as reduced contractility.
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With the recent advances in medical imaging, a wide variety o f cardiac imaging modalities 

are available for assessing cardiac function and monitoring the progress o f disease. They 

include X-ray, electron beam computer tomography (EBCT), positron emission 

tomography (PET), single photon emission computer tomography (SPECT), ultrasound 

imaging and magnetic resonance imaging. X-ray radiography has very limited use in 

cardiac study, apart from delineating the cardiac boundary. X-ray angiography is an 

invasive technique which carries a certain risk o f patient mortality and morbidity, but the 

resolution details it can depict still surpasses any o f the competing techniques. Clinically, 

SPECT is one o f the most widely used techniques for myocardial perfusion imaging but its 

role is being increasingly challenged by CMR. The main advantage o f PET is its 

quantification ability in measuring the concentration of injected tracers in the blood stream, 

thereby enabling the calculation o f blood flow in volume/time/mass.

CMR is a versatile technique with extensive routine clinical applications. It can be used to 

assess both the morphology and the global and regional ventricular functions. CMR has 

proven to be an accurate and effective technique in the assessment o f heterogeneity of 

myocardial infarction. It has been readily used to measure infarct size and detect 

microvascular obstruction, both o f which are important in identifying the prognosis o f  

patients. CMR also supports techniques for accessing myocardial viability and is 

particularly well suited for monitoring the remodelling process subsequent to myocardial 

infarction.

An important feature o f MR is its sensitivity to motion, and this feature allows the 

measurements o f velocity and blood flow without the constraints o f  alternative methods 

such as Doppler Ultrasound. With MR velocity imaging, flow velocity can be measured 

with high spatial and temporal resolution in any imaging plane without affecting the blood 

flow itself. In addition, MR flow imaging has the unique advantage o f  acquiring 3D flow 

data, making it ideal for collecting detailed in-vivo blood flow data. A further advantage is 

that detailed and accurate anatomical data is available using MR, which allows the 

investigation of variations in functional indices in relation to morphological changes in 

disease. The unique features o f MR velocity imaging have enabled in-depth analysis o f  

blood flow dynamics. MR velocity imaging has been applied in many clinical applications, 

ranging from flow patterns analysis to the assessment o f vessel compliance. In particular, it 

facilitates a comprehensive study o f flow patterns in the ventricle, thus permitting the
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establishment o f the link between the topological changes o f the ventricles and the blood 

flow patterns. In the next chapter, we will discuss the basic principles o f MR flow imaging 

and its recent technical advances.
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Chapter 3
MR Flow Imaging

3.1 Introduction

The potential o f using nuclear magnetic resonance (NMR) to measure blood flow has been 

discussed for many years. As early as 1959, Singer studied NMR relaxation time due to 

flow and suggested that NMR could be used as a non-invasive tool to measure in vivo 

blood flow [67]. Early methods o f  using NMR for measuring blood flow velocity, 

however, were o f little practical value because o f unknown accuracy. In 1978, the idea o f  

mapping blood flow measurements onto MR images was first proposed [56]. Since then, 

extensive research has been conducted and MR velocity imaging now plays an important 

role in providing in-vivo blood flow information in both clinical and research settings.
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3.2 Methods of MR Flow Imaging

3.2.1 Time-of-Flight Methods

There are two categories o f time-of-flight techniques: washin/washout methods and tagged 

time-of-flight methods. Washin/washout methods are also known as flow enhancement 

methods. In essence, these methods rely on the saturation or partial saturation o f material 

in a selected slice being replaced by fully magnetised high-signal spins due to flow. The 

principle o f this method is illustrated in Figure 3.1. The second one involves tagging a 

selected volume of blood and then imaging the motion o f the tagged blood. The main 

advantage o f the time-of-flight method is that only one image is required whereas the phase 

velocity method usually requires a separate reference image for removing the reference 

phase shift.

3.2.1.1 Washin/washout method

Depending on the flow velocity, slice thickness, slice profile and sequence repeat time, 

flow through the imaging plane during a pulse sequence replaces some or all o f  the material 

in the selected slice. This principle underlies two categories o f  washin/washout methods: 

1) by preceding each phase-encoding step with a slice selective saturation band 

perpendicular to the flow and a washin delay, and 2) by using fast repetition gradient-echo 

sequences which saturate stationary spins.

Singer and Crooks [68] adopted the first method with a spin-echo sequence to image blood 

flow in the brain. This method, however, has a major drawback as the highest velocity that 

can be measured is limited by signal loss caused by intra-voxel flow dephasing [69]. The 

second method involves the use o f shorter gradient-echo time in fast low flip angle short 

(FLASH) sequences and it reduces flow dephasing enough for imaging the wash-in 

enhancement o f aortic blood flow. With this method, the fast gradient-echo sequence was 

repeated in a cine mode by exciting the same plane across the aorta. By using a high flip 

angle so that the signal was proportional to the fresh washin, the method was calibrated to 

give the intensity o f fresh washin obtained at the end o f  each cine.
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Imaging Slice

Inflow

Figure 3.1 A schematic illustration of the washin/washout method. The unsaturated spin due 

to inflow gives more signal than the surrounding stationary spin in the imaging slice.

3 .2 .1 .2  T a g g e d  T im e-o f-F lig h t A p p ro a c h

The first tagged time-of-flight approach was proposed by Fcinberg, Crooks and 

Hownninger in 1984 [70], Their method tracked the excited blood flowing in the slice 

selection direction. 1 his was achieved by a dual spin-echo sequence in which the two 180° 

slices were offset but remain parallel to the 90° slice. The first 180° slice was displaced by 

one-third of the distance displaced by the second 180° slice. With this approach, the first 

echo image gives a good anatomical image whereas the second echo image gives high 

signal from the through plane flow that moves from the 90° slice to the second 180° slice in 

the time between the two RF pulses. Methods for visualising flow movement in one single 

image have also been described in a number of publications [57, 71], These methods track 

in-planc flow, by applying frequency encoding in the same axis as slice selection, so that 

the movement ot the tagged spins along this axis could be imaged and measured directly.

Another time-of-flight approach is to saturate a band of tissue and then follow the progress 

of this dark band in the orthogonal planes [72], This is achieved by applying a 90" 

saturation pulse in a sharp-edged slice across the vessel before each phase-encoding step of 

a conventional gradient-echo sequence. A single saturation pulse is followed by a cine 

gradient-echo sequence with cardiac gating and the images obtained show motion of the 

saturated bolus down the vessel and hence, enable velocity waveforms to be obtained 

simply be measuring its position. The major drawback of this approach is signal loss due to 

T1 recovery and the spread-out of spins with different velocities. In addition, it is difficult 

to achieve high sensitivity for low velocities. Because of these limitations, tagging
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methods have not been widely used in flow imaging but have been more successful in 

tracking myocardial motion.

3.2.2 Phase Flow Imaging Methods

Phase effects due to motion of excited spins along a magnetic field gradient were first 

observed by Singer in 1978 [56]. The first work on phase encoded velocity imaging was 

published by Moran in 1983 [73], which suggested the use o f a bipolar velocity phase­

encoding pulse with zero area to measure velocity. Soon after this theory was published, 

Bryant et al [74] described a method for measuring blood flow based on this theory in 

1984. Since then, several methods for measuring blood flow were proposed.

Currently, the two principal approaches o f using the phase shift to produce flow image are 

phase contrast velocity mapping methods and Fourier flow imaging methods. Phase 

contrast velocity mapping methods involve mapping the phase o f the signal directly to 

measure flow, whereas Fourier flow imaging methods involve the use o f a velocity phase 

encoding gradient to produce images with velocity information in one dimension. The 

underlying principles o f both methods, however, are the same, i.e., to cause the flowing 

material to attain a phase shift that is related to its motion. To illustrate this principle, a 

schematic diagram showing the phase shift due to the application o f a bipolar gradient pulse 

to flowing material surrounded by stationary material is given in Figure 3.2. As mentioned 

in Chapter 2, the bipolar gradient pulse consists o f a positive magnetic gradient followed by 

an equal but opposite negative gradient in the direction o f  the flow. While the positive 

gradient is applied, both the flowing material and the stationary material will attain a 

certain frequency shift. When the gradient is turned off, the phases o f both materials are 

equal. When the negative gradient is applied, the two materials, now separated and 

therefore experiencing different magnetic strength, will respond differently. The stationary 

material takes up an equal but opposite frequency shift and returns to the original phase 

whereas the flowing material takes up an additional frequency shift depending on the 

distance it has moved. Therefore, the velocity can be determined by measuring the phase 

shift.
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From the basic physics principle, the relationship between the phase of the signal and the 

flow velocity is given by:

(f) = yAA K v (3.1)

where </> is the phase of the signal, y is the gyromagnetic ratio of H+> A is the time between 

the centres of the two gradient pulses, Av is the area of one gradient pulse and v is the 

velocity of the flowing material. Since y, A and As arc all constants for a particular imaging 

sequence the velocity can be calculated if the phase shift is known.

Positive Gradient Negative Gradient

Magnetic
gradient

Flow

Phase
Shift

Figure 3.2 The principles of phase velocity encoding for a fluid flowing down a tube 

surrounded by stationary material using a bipolar gradient pulse. The bipolar gradient pulse 

consists of a positive and an equal but negative gradient. The positive gradient causes the 

same phase shift in both stationary and flowing material. Subsequently, the negative gradient 

causes the phase shift of the stationary material to return to zero. However, the flowing 

material acquires a phase shift related to its position and hence is directly proportional to its 

velocity
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3.2.2.1 Phase Contrast Velocity Mapping

Early phase contrast velocity mapping methods were based on spin-echo sequences [74, 

75], which arc not ideal because o f the signal loss problem due to shear and other more 

complex flows. It is also difficult to repeat the sequence rapidly because o f the 180° pulse 

applied. These problems were reduced by the use o f gradient-echo sequences. More 

importantly, this method is made more useful clinically by the introduction of velocity 

compensated gradient waveforms [76],

With phase contrast velocity mapping, two images are acquired with different gradient 

waveforms in the direction of desired flow measurement. The difference in the waveforms 

is calculated to produce a velocity-related phase shift between the two images, and a phase 

reconstruction is produced for each o f  the images. In order to remove phase variations that 

are not related to flow, the resultant images are then subtracted pixel by pixel to produce 

the final velocity map. Figure 3.3 illustrates a typical sequence diagram for a phase 

contrast GRE sequence.

RF

G,
Frequency Encode

Phase Encode
Gv

Slice Select
Velocity Encoding

/— V
c* Z , ..................... X __________ LA__________________

Figure 3.3 A schematic sequence diagram of through-plane velocity encoding sequence. The 

bipolar gradient pulse is played in the slice-select/through-plane direction. In practice, it can 

be played on the different axes to enable velocity mapping in all three directions.
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In practice, velocity mapping can be accomplished in two ways, either two opposing 

bipolar gradients arc used, or one reference scan without a bipolar gradient and a velocity 

encoded scan with a bipolar gradient. The first method requires six separate acquisitions to 

acquire three directions of velocity encoding. On the other hand, with the second method, 

only four scans would be required as the same reference scan can be used for all three 

directions. The advantages in using two opposing bipolar gradients is that the velocity 

sensitivity range is doubled and phase errors due to concomitant gradients are cancelled out 

during phase subtraction. If only one bipolar gradient is used, the scan time is much shorter 

but phase errors can become much more pronounced, especially at higher velocity 

sensitivities. Figure 3.4 shows example velocity maps in three orthogonal directions 

acquired with the phase contrast velocity mapping technique.

Figure 3.4 (a) An MR image showing the anatomy of four cardiac chambers (horizontal long 

axis view) of the heart. LV: left ventricle, LA: left atrium, RV: right ventricle, RA: right 

atrium, (b-d) The corresponding MR velocity maps represent the velocity along the x, y & z 

directions, respectively. The grey level in each velocity image is proportional to the velocity 

value and mid-grey represents zero velocity.
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3.2.2.2 Fourier Velocity Imaging

Fourier velocity imaging methods encode flow velocity to generate an image with spatial 

information in one dimension and velocity information in another. This is achieved by 

replacing the spatial phase encoding gradient with a bipolar velocity phase encoding 

gradient that is stepped through a range o f defined amplitudes [77]. In a typical Fourier 

velocity image, stationary materials are positioned in the centre whereas higher velocity 

materials are positioned towards the edge. In Fourier velocity images, each voxel contains 

information on all the velocity distribution and therefore partial volume effect is naturally 

avoided. On the other hand, in phase contrast velocity mapping, each voxel contains the 

average signal, which can be obtained much more rapidly when compared to that o f Fourier 

velocity images. Because o f the relatively long acquisition time, Fourier velocity imaging 

is more preferable when the range o f velocity within a voxel is large, for example when 

assessing wall shear stress in large arteries.

3.3 Rapid Phase Flow Imaging Methods

With the advances in scanning hardware, it is now possible to acquire low-resolution 

images in a few hundred milliseconds or a high-resolution image in a single breath-hold by 

repeating a phase contrast velocity sequence rapidly. However, if  the acquisition period per 

cardiac cycle is too long, the accuracy o f  the measurements and the temporal resolution for 

measuring pulsatile flows can be limited. On the other hand, if  high spatial resolution is 

required, the cardiac motion o f structures such as the coronary arteries can cause significant 

errors in the flow measurement. To this end, rapid flow imaging techniques and more 

efficient k-space coverage methods are being developed [45]. For phase contrast velocity 

mapping, the higher imaging speed was either accomplished by imaging only one spatial 

dimension or by combining a phase mapping approach with imaging methods such as 

single shot echo-planar and spiral imaging. In general, compromises in temporal or spatial 

resolution and signal-to-noise ratio have to be made but these methods have generally been 

shown to be accurate.
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3.3.1 Sequences Leading to Rapid Phase Flow Imaging

33 .1 .1  FLASH phase velocity mapping

The simplest approach to rapid imaging is to reduce the time between RF pulses in a 

gradient-echo sequence with the shortest possible RF pulse and gradient-echo time. This 

sequence is known as the Fast Low flip Angle SHot imaging (FLASH) [78], the single shot 

version o f this sequence can acquire an image containing 128 by 64 3mm to 4mm pixels in 

300ms. FLASH imaging does not generally require special enhancement o f the gradient 

system performance. Artefacts may occur if transverse magnetisation from previous RF 

excitations combine coherently, which can be difficult to predict in a long series o f  RF 

pulses. These artefacts can generally be avoided by using a low RF flip angle and extra 

gradient dephase pulses or a transmitter RF phase-shifting scheme. Variations o f the basic 

idea o f  rapid RF pulse repetition by reusing the transverse magnetisation rather than 

discarding it are also widely used but these methods do not apply to flow imaging because 

o f the accumulation o f flow-related phase errors in the transverse magnetisation. One 

drawback o f the FLASH method is that it cannot be combined with localised RF excitation 

approaches, which will be discussed later, for reducing imaging times.

When applied to cardiac imaging, flow and respiratory artefacts are reduced with the 

FLASH method but the contrast between blood and myocardium varies depending on fresh 

inflow and flow dephasing effects. In general, snapshot FLASH is not rapid enough and it 

does not generate sufficient resolution for accurate imaging o f the moving ventricles. 

Therefore, a segmented version o f FLASH [79] is used to obtain multiple phase-encode 

steps per cardiac cycle and to improve the resolution. The segmented FLASH technique 

can produce an image o f 256 by 128 pixels with 1mm resolution. The k-space coverage o f  

the sequence is designed so that changing signal amplitude or phase during each o f the 

segments causes a gradual slope across the raw data in the phase-encoding direction. The 

amplitude o f each signal during a segment tends to change with the decreasing longitudinal 

magnetisation, and an incrementing flip angle sequence is often employed to increase the 

flip angle during each segment in an effort to obtain the same or largest possible transverse 

magnetisation after each RF pulse [80].
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Snapshot FLASH imaging has been used for phase velocity mapping [81] and in an 

iterative real-time mode with a colour velocity display superimposed upon an anatomical 

image. The segmented FLASH approach with segmented acquisitions as short as 50ms has 

been widely used in coronary artery velocity mapping due to its robustness [82], However, 

it has been demonstrated that a maximum acquisition window o f 35ms is allowed for 

avoiding cardiac motion related blurring. A long acquisition window results in both an 

underestimation o f the peak velocity in pulsatile flow and a temporal broadening of the 

systolic velocity peak, hence causing overestimation of the total flow per cardiac cycle by 

segmented FLASH compared to conventional cine gradient-echo phase velocity mapping.

3.3.1.2 Echo-planar imaging (EPI)

Echo-planar imaging is a rapid gradient echo technique, in which an entire set o f phase 

steps is acquired during one acquisition TR. This is accomplished by rapidly reversing the 

readout gradient. In single shot EPI, all o f  the raw data is obtained after a single RF pulse 

[83]. A single shot EPI sequence diagram is depicted in Figure 3.5. Early EPI work used a 

constant phase-encode gradient to cover a zigzag k-space path. The sequence is repeated 

with a reversed readout gradient and the final image is reconstructed by merging the echoes 

from parallel sections o f the paths in the two data sets. Another technique called the 

Blipped Echo-Planar Technique (BEST) [84] uses a “blipped” phase-encode gradient to 

enable image reconstruction from a single readout by reversing the alternate echoes. 

However, this method suffers from a type o f sampling artefact, known as the Nyquist, or 

N/2 ghost. This is because in EPI, adjacent lines in k-space are sampled under opposite 

readout gradients. If there is any misalignment in sampling, or differences in positive and 

negative gradients, then there is an alternate line modulation in k-space, which leads to a 

'ghosting' o f the image. Both o f  these early methods acquire only one half o f  the phase­

encoding axis o f  the k-space and depend heavily on the main field uniformity for the 

validity o f the assumed k-space conjugate symmetry. An improved method called Modulus 

BEST imaging (MBEST) [85] can be used to obtain a 2D-FFT image in a single shot. This 

is achieved by preceding the EPI acquisition with a ky offset so that the k-space path returns 

through the centre. However, this method results in reduced SNR, increased T2* contrast 

and lower image resolution.
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Figure 3.5 Schematic sequence diagram of an Echo Planar Imaging (EPI) sequence.

In general, single shot EPI is not suitable for cardiac imaging because myocardial T2* is so 

short at ~30ms, which can result in poor SNR and image distortions. However, this can be 

overcome by collecting only a few phase encoding steps per RF pulse excitation and repeat 

the process until the complete image is created. This process is called the segmented EPI 

technique and it has been widely used to perform rapid volumetric imaging o f the heart and 

real-time imaging of cardiac contraction. In general, flow artefacts in EPI other than signal 

loss are ignored. There are various ways o f segmenting the k-space. In Fast Fourier 

Imaging [86], an oscillating gradient was applied to the phase-encoding axis during 

conventional gradient-echo readout to collect multiple k-space lines after each RF pulse. In 

Mosaic EPI, the quadrants o f k-space are collected in four readouts or in two readouts 

followed by conjugate synthesis.
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3.3.1.3 Interleaved EP1 (IEPI)

A more successful method is known as interleaved EP1 (IEPI) [87], A series o f EPI 

trajectories across k-space is combined into one image. Figure 3.6 illustrates a 

conventional k-space trajectory and that o f a two-shot interleaved EPI. For interleaved EPI, 

asymmetric phase encoding with zero filling is frequently used instead of a conjugate 

symmetry approach. The benefits o f  interleaved EPI include a larger coverage o f k-space 

and a higher resolution image can be acquired because the duration o f  sampling after each 

RF pulse is usually shorter than that for single-shot EPI. However, one main drawback o f  

interleaved EPI is that the Nyquist ghosting would be magnified depending on the number 

of shots. This is because the lines in the k-space are now grouped into blocks making the 

steps longer. To compensate for this, a sliding readout delay is applied before each 

interleaved readout. This slight delay is increased with the ky offset so that the steps are 

replaced by a smooth curve [88].

In cardiac imaging with IEPI, changes in image orientation and offset are more difficult, 

except along the slice axis. An offset in the phase encoding direction may be achieved by 

post-processing o f images, or by a frequency offset during acquisition. Offsetting along the 

readout direction requires a frequency offset which changes sign with the polarity o f  the 

readout waveform. For oblique EPI, problems can occur if  the readout gradient is shared 

between two gradient axes with differing time delays. Small timing differences between 

the gradient axes were shown to cause artefact that coincides with Nyquist ghosting which 

is not eliminated by perfect alignment o f echoes in the phase-encoding direction [89], 

Although this ghosting effect can be removed by interactive adjustment o f alternate phase- 

encode blips, this adjustment in addition to the echo alignment along kx makes oblique 

operation o f EPI quite delicate. A more robust solution is to build correction circuits into 

each gradient axis to equalise the delay times [89].
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Ky

Kx

(a) (b)

Kx

Figure 3.6 (a) A conventional k-space trajectory, (b) A 2-shot interleaved EPI k-space 

trajectory.

3 .3 .1 .4  S p ir a l  Im a g in g

The limitation in implementing fast imaging sequences such as EPI is switching the 

gradients at the fast rates required. Spiral imaging is similar to EPI but is slightly easier to 

implement. It involves acquiring the k-space in a spiral path starting from the centre [90], 

and this requires sinusoidal gradients with increasing amplitude with time for both phasc- 

encodc and readout directions. Figure 3.7 illustrates the sequence diagram and the k-space 

trajectory of spiral imaging. It has been shown that the highest priority in determining the 

rate of traversal of the k-space is to reduce phase errors by acquiring the data as quickly as 

possible.

To obtain an image with higher resolution but is less sensitive to off-resonance phase 

errors, several short readouts may be combined. In this case, all the readouts start from the 

centre of k-spacc and each of them arc rotated 2ti/N radians from the previous one. By the 

effective averaging of central k-spacc in projection reconstruction imaging [91] and in 

interleaved spiral imaging [92], flow variability and other types of inter-shot variability can 

be greatly reduced.
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Figure 3.7 Spiral imaging sequence diagram and the corresponding k-space path.

3.3.2 Real time Acquisition and velocity Evaluation (RACE)

RACE is a one-dimensional rapid acquisition method which can be used to measure flow 

perpendicular to the imaging slice [93]. The technique can be repeated rapidly throughout 

the cardiac cycle in order to give near real time flow information. The main problem with 

this type o f approach is that data are acquired from a projection through the patient, which 

means that any signal overlapping with the flow signal will be combined and introduce 

errors to the flow measurement. To avoid this problem, several methods such as spatial 

presaturation, applying a gradient to suppress stationery tissue, have been suggested for 

localizing the signals.

3.3.3 2D Selective Radio Frequency Excitation

Instead of the conventional way of exciting a slice using a ID RF pulse, it is possible to 

excite a cylinder o f any cross-sectional shape with a 2D selective RF pulse. Typically, a 

cylinder with small cross-sectional area is selected to reduce scanning time. This technique 

has been combined with EPI to acquire real-time flow measurements in the aorta [94].
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Based on the 2D selective RF excitation scheme, a 3D zonal echo-planar imaging technique 

has been developed for MR coronary angiography [95].

3.4 Errors in Phase Velocity Mapping

3.4.1 Cardiac and Respiratory Motion Artefacts

In Cardiovascular MR (CMR), the acquisition time is often relatively long compared to 

physiological processes and therefore, cardiac and respiratory motion artefacts can become 

a potential problem. Respiratory and/or cardiac or peripheral gating techniques have been 

developed to reduce these problems.

3.4.1.1 Cardiac Motion Artefacts and ECG Gating

CMR techniques, except for single shot echo-planar imaging or other real time imaging 

approaches, require cardiac gating to avoid ghosting caused by cardiac motion. Problems 

with gating can result in ghosting and other noise that degrades the quality o f the images. 

In general, efforts are focused in obtaining the best ECG possible before scanning in order 

to minimize cardiac motion artefacts and save time. Surprisingly good quality images can 

be obtained in patients with atrial fibrillation, which may be related to the relatively 

consistent length o f systole relative to changes in heart rate. On the contrary, ventricular 

bigeminy often results in poor images in that every other beat is activated differently, hence 

resulting in combining data from two different activation patterns. Many CMR systems 

provide arrhythmia rejection in an attempt to reduce these effects but at a cost o f prolonged 

scanning time.

ECG gating involves the division o f MR data acquisition over multiple cardiac cycles, 

using the R wave o f the ECG as a synchronizing signal. A schematic illustration is given in 

Figure 3.8. Different segment o f the k-space are acquired in successive cardiac cycles at 

the same delay following an R wave, and hence, at the same stage o f the cardiac cycle. 

This allows the full signal to be pieced together from segments short enough to prevent
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blurring. In general, imaging time is defined by two parameters: the acquisition window 

within each cardiac cycle and the total number of cardiac cycles. The duration of the 

acquisition window determines the degree of blurring from cardiac motion.

Although prospective ECG gating is preferable, in some patients, R wave detection can be 

relatively limited. More sophisticated algorithms such as vector ECG or peripheral pulse 

gating can resolve this problem. Reports have suggested that the vector ECG method is 

relatively robust, even in myopathic hearts. On the other hand, peripheral pulse gating has a 

considerable delay between the R wave and the peripheral pulsation, and therefore is more 

suitable for diastolic imaging.

Figure 3.8 A schematic illustration of the principle of Electrocardiogram (ECG) gating. Data 

acquisition occurs during the acquisition window at a fixed trigger delay following the R wave. 

Different segments of the data matrix are acquired during 4 cardiac cycles and are pieced 

together.
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3.4.1.2 Respiratory Motion A rtefacts

Respiration is associated with significant motion o f the heart. Motion in the craniocaudal 

direction is in the order o f a centimetre in normal individuals. This motion can result in 

significant image degradation with ghosting and blurring, particularly in those with 

inconsistent respiratory patterns. Strategies to address this problem include breath hold 

imaging [96], presaturation o f the high-intensity signal from fat in the chest wall and the 

use o f respiratory gating. Respiratory gating has been demonstrated to improve image 

quality substantially and is particularly useful in coronary imaging without breath-hold and 

patients with heart failure. Like other gating methods, respiratory gating will result in 

prolonged imaging time.

The ordering o f k-space lines in segmented acquisitions may have an influence on 

relaxation effects and image artefacts. Artefacts may occur when segments acquired in 

different cardiac cycles do not line up due to arrhythmias or respiratory motion. The most 

straightforward approach to compensating for respiratory motion is by having the patient 

hold their breath during image acquisition. In cooperative patients, breath-holding yields 

high-quality images. However, patients, especially those with cardiac and/or respiratory 

disease, may not be able to hold their breath for the prolonged imaging times associated 

with high-resolution scans. Furthermore, breath-holding does not eliminate all 

diaphragmatic motion, and residue diaphragmatic drift may be sufficient to cause image 

artefacts.

Another approach to respiratory motion compensation involves monitoring o f the 

respiratory motion itself. Respiratory bellows gating has been used in a number of  

applications. This method is accomplished by placing an air-filled bellows between the 

chest wall and a rigid support structure o f a circumferential belt. When the chest wall 

expands, it compresses the bellows and expands the circumferential belt; thereby producing 

a pressure tracing that can be used for timing o f CMR acquisitions. Respiratory bellows 

gating is combined with ECG triggering, and only cardiac cycles that occur in the same 

general region o f the respiratory motion tracing are used for data acquisition.

More accurate monitoring o f respiratory motion can be achieved by using navigator echo 

techniques. “Navigator echoes” refer to targeted CMR scans that serve to identify the
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position of some clearly visible anatomical structure whose relation to the heart is known 

and can therefore be used to predict cardiac position for a subsequent full scan. Commonly 

used navigator positions include the right hemidiaphragm and the left ventricular free wall. 

This technique has been combined with interleaved spiral velocity mapping technique to 

generate high quality cine coronary artery flow images [97], Figure 3.9 illustrates the 

diastolic and systolic frames of the right coronary artery acquired with a conventional 

breath-hold FLASH sequence and a free-breathing spiral sequence using navigator echo 

techniques. It can be seen that in the images acquired with the breath-hold FLASH 

sequence, the arteries arc visualised with poor contrast and particularly during systole when 

through plane enhancement is low (as indicated by the arrow).

(c) (d)

Figure 3.9 Diastolic (a, b) and systolic (c, d) frames from a right coronary artery study. 

Images (a, c) are acquired with a conventional breath-hold FLASH sequence, whereas (b, d) 

arc acquired with a free-breathing spiral sequence using navigator echo techniques. In images 

(a, c), the arteries are visualised with poor contrast with the breath-hold FLASH sequence, 

particularly during systole when through plane enhancement is low (as indicated by the 

arrow). (Image courtesy of Dr. Jenny Keegan, Cardiovascular Magnetic Resonance Unit, 

Royal Brompton Hospital, UK|
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3.4.2 Phase Wrap/ Aliasing

Phase contrast velocity mapping is by far the most popular method in flow imaging. The 

accuracy o f this method is highly dependant on factors such as the flow pulsatility, the 

velocity, and the size and tortuosity o f the vessel. One simple method to improve the 

overall accuracy is to carefully adjust the velocity sensitivity o f the sequence in such a way 

that the velocity-related phase shift is close to 2n  for maximum expected velocity. This 

can be explained by looking at the derivation o f velocity-to-noise ratio (VNR). VNR is 

defined as the velocity phase shift divided by the phase noise level. The phase noise level a  

has been shown to be inversely proportional to the signal-to-noise ratio (SNR), i.e. 

cr = l/SNR [98]. Since phase velocity mapping is achieved by subtracting two phase 

images, the noise level is therefore - f l  a  = -J l/SN R , and the VNR is then

where v is the instantaneous velocity and v„ is the encoded velocity that corresponds to a 

phase shift o f n . The velocity-to-noise ratio can be maximised by setting v„ close to the 

maximum expected v. This approach was further extended by Buonocore by varying v„ 

during the cardiac cycle by considering the fact that the arterial flow velocity is high in 

systole but low in diastole [99]. The major drawback o f  this technique is that phase 

wraparound is more likely to occur.

The problem of phase wrap or aliasing occurs when the velocity o f flow being imaged is 

outside the pre-defined velocity range. The velocity phase sensitivity o f the final velocity 

map is normally set such that the expected phase shifts are between + n  and -  n . Any 

phase shift due to a larger range o f velocities will cause ambiguity since a phase shift o f  

x  + n  that corresponds to a larger out-of-range velocity is indistinguishable from a phase 

shift o f x that corresponds to a smaller velocity. The simplest way to avoid this problem is 

to reduce the velocity sensitivity. Alternatively, for phase contrast velocity mapping, this 

problem can be corrected for by the phase unwrapping algorithm suggested by Yang et al 

[100]. Figure 3.10 illustrates a sequence o f velocity images with phase warping in the 

descending aorta and the outflow tract o f the right ventricle and the corrected results.

(3.2)
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Another solution is to combine phase velocity mapping and Fourier velocity mapping with 

a small number of velocity phase encoding steps [101]. The final phase velocity map is 

calculated from the best fit through the Fourier velocity-encoded result. However, this 

method has a potential problem of signal loss due to phase dispersion and ghosting artefacts 

due to the high velocity sensitivity.

3.4.3 Errors due to Phase Shifts

Errors may be introduced into the velocity field from background phase shifts. The two 

main causes o f background phase shifts are eddy currents that occur when the gradients are 

switched rapidly and concomitant magnetic fields. Eddy currents are caused by 

imperfections in the active shielding o f the magnet and gradient fields. In general, they are 

difficult to predict as they vary from frame to frame in a non-steady state cine and hence 

can only be corrected by using software which corrects background phase errors for each 

frame o f a cine.

On the other hand, concomitant magnetic fields with non-linear spatial dependence are 

introduced whenever a linear gradient is switched on [102]. A sample phase image with 

phase shift error caused by concomitant magnetic fields is illustrated in Figure 3.11. These 

undesirable magnetic fields could become significant and cause artefacts in velocity images 

when the gradient is increased to improve velocity sensitivity, in which case the 

background phase shifts should be calculated and corrected to reduce error.

The occurrence o f concomitant magnetic fields is a consequence o f  the Maxell’s equations 

for the divergence and curl o f the magnetic field [102]. The relationship between the 

concomitant term and the main magnetic field Bo, applied gradients Gx, Gy and Gz is 

illustrated in Figure 3.12. It can be seen that when there are non-zero components in the x 

or y  directions (Bx and By), the length o f the magnetic field vector to be greater than the 

sum o f B0 + G ■ r (where G r = Gxx + Gyy  + Gzz ) by an amount Bc .
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Figure 3.10 Phase unwrapping for dynamic range extension for phase contrast velocity 

mapping. Images (b,c,d,e) show the llow images with and without the phase unwrapping in the 

descending aorta and the outflow tract of the right ventricle, (a) shows the corresponding 

anatomical MR magnitude images.)Image courtesy G. Yang e ta l . ,  "D ynam ic ran ge ex ten sion  o f  

c in e  ve lo c ity  m ea su rem en ts  u sin g  m o tio n -reg is te red  sp a tio tem p o ra l p h a se  u n w ra p p in g ," J  M ag  

R es ¡m ag, vol. 6 ,p p . 495-502 , 1996\
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Figure 3.11 The phase (a) and magnitude (b) images of a phantom acquired with a FLASH 

velocity encoding sequence. The phase image shows a phase shift error caused by the 

concomitant magnetic fields.

Figure 3.12 Relationship of the concomitant gradient term Bc, and the x- and y-component of 

the gradient field, C, and Gy. The concomitant gradient increases with B, and Bv
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The concomitant fields can be accurately calculated from the Maxwell’s equations; the 

lowest order form is as follows:

Bc (x ,y ,z ,t)  =
2 Ba

G ;z l + G ;z2 + <7; £ _ L L .  _ GxGzxz -  G vG:yz
(3.3)

Because Bc is non-negative, it is more intuitive to express it in the non-negative form:

Bc (x ,y ,z ,t) 1
2 B0

r G,x
2

G,r Gzy

The accumulated phase shift due to the concomitant field is:

(3.4)

^ c = Y \B c (x ,y ,z)d t (3.5)

Subsequently, the resulting phase error in the subtracted phase contrast image will simply 

be the difference between the reference and velocity encoded scans:

A0C <̂t>c.vene<x^y>z)-<l>c,nf {x ,y ,z )  (3.6)

Several methods for reducing these phase errors have been developed over the years. 

These methods tackle the problem by employing special pulse sequence design or by 

correcting the phase error directly in the subtracted images or in the raw data. The simplest 

way o f dealing with these phase errors is to employ two opposing bipolar gradients in the 

reference and velocity encoded scans. In such a way, the phase due to the concomitant 

magnetic fields during the encoding time will cancel out in the final phase subtraction as 

given in Equation (3.6). However, this would make total scan time impractical for single 

breath-hold imaging.
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Alternatively, the phase error can be corrected for in the subtracted image using the fact 

that the phase error can be fitted to a polynomial. In this approach, a quadratic polynomial 

is fitted to the final velocity images using the stationary material such as the chest wall as 

points of zero velocity. The phase error can then be calculated and subtracted from the 

image. This method has the advantage that phase errors due to eddy current and 

concomitant field can be removed at the same time. However, it is not always accurate as 

the fitting may be affected by the flow-related phase. Care also has to be taken when 

designing the correction algorithms, that the software is able to fit non-linear slopes as this 

can be a problem especially in oblique planes through the body.

Another correction method is to calculate the phase error directly from the gradient 

waveform and then subtract it from the final image. Firstly, the read-phase-slice gradient 

waveforms are transformed to x, y, z co-ordinate system using point-by-point multiplication 

by the orthogonal rotation matrix. Then, the phase correction coefficients can be calculated:

These integrals are evaluated for all the gradients over the period between the two velocity 

encodes. The calculated phase error can then be expressed in terms o f the calculated 

coefficients:

(3.7)

A^c = Az2 + B(x2 + y 2) + Cxz + Dyz (3.8)
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3.4.4 Partial Volume Error

When a small structure is entirely contained within the slice thickness with other tissue o f  

differing signal intensity then the resulting signal displayed on the image is a combination 

of these two intensities. This may cause the small structure to disappear. If the slice is the 

same thickness or thinner than the small structure, only that structures signal intensity is 

displayed on the image.

The phase o f an image voxel is the phase o f the complex average o f signals within the 

voxel. In voxels straddling the edge o f a vessel, the error depends on the relative 

magnitudes o f static and flowing signals. It also depends on the flow profile since signal 

from slow flow near vessel walls may become saturated. Therefore, the type o f sequence, 

relaxation time and repetition time all affect the error level.

In a voxel on the vessel edge, if  static and moving signals have the same amplitude, partial 

volume error is not significant. However, if the static signal is negligible, the velocity 

represented by the voxel will be the mean velocity o f the flowing material resulting in over­

estimation o f the true velocity. One method to address this problem is to outline the vessel 

by thresholding the magnitude image at about 50% o f the flow signal. This method may be 

further refined by interpolated display and is accurate in cine flow imaging where static 

surroundings tend to become saturated. In general, the accuracy o f  flow measurement 

increases with the number of voxels in the cross-section o f the vessel being imaged.

Some researchers have suggested the use o f a combination o f complex subtraction and 

phase subtraction to estimate the fraction o f signal from moving spins in voxels on the 

vessel edges to correct for the measured phase shift [103, 104]. The applicability o f this 

technique is limited by the need of some assumptions on the ratio o f static and moving 

signal strengths and the range o f velocity phase shifts. A possible solution to this problem 

is to use Fourier velocity imaging to separate the different motions in each voxel.
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3.4.5 Flow variability

Phase variation between phase encoding steps will appear as position shift after Fourier 

transform. Varying flow in any direction would generate this kind o f “accidental phase­

encoding” effect in a velocity sensitive image. This ghosting effect is greatly reduced by 

using a velocity compensated reference image. This is accomplished by acquiring two 

opposing velocity-encoded phase images with velocity sensitivity equals to + vmax /2  and

— vmax /2  , which are then subtracted to get the final velocity image with velocity sensitivity 

vmax instea<i o f the use o f a reference image and a velocity-encoded image with sensitivity 

vmax . This effect occurs because ghosting and its related signal loss are reduced more 

when velocity sensitivity is reduced from vmax to vmax/ 2 ,  rather than when velocity 

sensitivity is set from 0 to vmax / 2  .

In general, variations in flow during the long imaging time of conventional phase velocity 

mapping are assumed to be averaged out, although this assumption is debatable. Phase 

velocity mapping has been attempted without cardiac gating to obtain mean flow rates in 

the aorta but this may result in large random errors. It has been shown that flow variability 

with respiration is around 20% in the inferior and superior venae cavae. This effect might 

lead to flow measurement biased towards one end o f the respiratory range.

3.4.6 Flow-related Signal Loss

The most significant factor that can affect the accuracy o f flow measurement is flow-related 

signal loss. This normally results from a loss o f phase coherence within a voxel and can 

eventually fail to detect the encoded phase o f the flow signal above the random phase o f  the 

background noise. This loss of phase coherence arises from the acceleration and higher 

orders o f motion present in complex flows, which is unavoidable even if a velocity- 

compensated imaging sequence is used. Nevertheless, partial signal loss on its own, when 

not accompanied by partial volume errors, does not greatly affect the accuracy o f the phase 

contrast velocity measurement. An effective way to reduce signal loss is to use a 

symmetrical gradient waveform that nullifies phase shifts due to all odd-order derivatives 

o f position and then to shorten the sequence as much as possible to reduce the effects o f the
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even-order derivatives [105]. This kind o f signal loss is much less o f a problem for the 

Fourier flow imaging method in which the Fourier transform is used to separate out 

constituent velocities.

3.4.7 Phase-encoded Motion Artefacts

In MR velocity mapping, phase-encoded motion artefacts appear as bright noise or 

repeating densities oriented in the phase direction. These artefacts may be seen from arterial 

pulsations, swallowing, breathing, peristalsis, and physical movement of a patient. Phase- 

encoded artefacts can be reduced by various techniques depending on their cause and 

location. Arterial pulsation artefacts can be reduced by spatial presaturation pulses prior to 

entry o f the vessel into the slices. Spatial presaturation can also reduce some swallowing 

and breathing artefacts. Surface coil localization can reduce artefacts generated at a 

distance from the area of interest. Alternatively, pulse sequences can be shortened to reduce 

this artefact.

3.5 Conclusions

MR velocity imaging is a non-invasive and versatile modality that is well suited for 

imaging in vivo blood flow because the acquisition process does not affect the quantity 

being measured. The two main approaches o f MR velocity imaging are time-of-flight and 

phase flow imaging methods, o f which phase contrast velocity mapping is the most 

frequently used technique in both clinical and research settings. This technique allows the 

acquisition o f comprehensive quantitative blood flow information, thus enabling detailed 

physiological flow studies to be performed.

With conventional phase contrast velocity mapping, the acquisition o f three dimensional 

velocity data usually involves cardiac gating and averaging over several cardiac cycles to 

reduce artefacts. This could significantly prolong the acquisition time, rendering the 

method unsuitable for analysing short-term physiological flow changes. To this end, a 

number o f rapid flow-imaging techniques have been developed in recent years. The most
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common way to speed up acquisition is to combine a phase mapping approach with 

imaging methods such as echo-planar and spiral imaging. Typical imaging time for these 

techniques can be made as short as 50ms. In practice, MR velocity data is susceptible to a 

certain amount o f noise. The source o f error could be intrinsic to system hardware setup or 

caused by patient movements. Commonly encountered errors include cardiac and 

respiratory motion artefacts, phase wrap, errors due to partial volume effects, flow 

variability and other flow related signal loss. A number o f methods have been developed to 

address such sources o f error. Nevertheless, it is practically impossible to remove all noise 

in the acquisition process. It is therefore important to develop robust noise removal 

algorithms for improving the consistency o f the MR velocity data. Before we move on to 

the technical details o f our proposed vector field restoration technique, we shall first discuss 

the existing blood flow analysis and processing techniques in Chapter 4.
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Chapter 4
Blood Flow Analysis and 

Processing Techniques

4.1 Introduction

In the previous chapter, we have discussed the basic physical principles o f MR velocity 

imaging and outlined the potential sources o f error that may be introduced in practical 

clinical applications. In recent years, significant improvements in both the temporal and 

spatial resolution have been made in MR velocity imaging techniques, thus making them 

important clinical tools in blood flow analysis and the assessment o f flow related 

cardiovascular disease. Key clinical applications o f MR velocity imaging techniques, for 

example, include the measurement o f wall shear stress, which has been implicated as a 

localised factor o f atherosclerosis. MR techniques have also been widely used to study the 

velocity profile o f major blood vessels and the flow patterns in the cardiac chambers, thus 

allowing the interaction between blood flow and its surrounding structure to be explored. 

In this Chapter, we will outline common flow processing techniques for extracting the 

inherent haemodynamic indices o f the velocity distribution, and their clinical applications.
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As mentioned in the Introduction, one o f the major emphases o f the thesis is to perform 

comprehensive validation of flow field restoration, abstraction, and feature tracking 

techniques. This requires the generation of noise free reference data sets with known flow 

features. To this end, we have used computational fluid dynamics (CFD) in this thesis to 

simulate detailed LV flow patterns based on realistic in vivo anatomic geometries. 

Although the exact technical details o f CFD with patient specific geometry fall out o f the 

scope o f this thesis, we will provide an overview o f the basic principle o f blood flow 

simulation with CFD, and discuss some of the technical caveats related to model 

reconstruction, mesh generation, and numerical simulation.

4.2 Blood Flow Analysis

4.2.1 Wall Shear Stress

As described in previous chapters, atherosclerosis can lead to myocardial infarction, strokes 

and aneurysms. As such, the genesis and progression of atherosclerosis have been studied 

extensively. Clinical studies have revealed that atherosclerosis primarily occurs in large 

and medium-sized arterial vessels and several arterial segments including the abdominal 

aorta. The carotid artery and the coronary arteries are particularly prone to atherosclerosis. 

Previous studies have also shown that certain regions may be more susceptible to the 

disease and that atheroma tends to form at bifurcations, branches and along the inner wall 

of curvatures [106], The localisation of the disease has led to the hypothesis that 

haemodynamics play a role in the genesis or progression o f atherosclerosis. In particular, 

wall shear stress (WSS) has been implicated as a localising factor. To this end, studies 

have been conducted to investigate the correlation between wall shear stress and the 

development o f atherosclerosis.

Wall shear stress is the force per unit area that flowing blood exerts on arterial vessel walls. 

For a Newtonian fluid, whose viscosity is constant with a varying shearing force, wall shear 

stress t w can be calculated from the product o f the fluid viscosity and the velocity gradient 

at the wall:
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dv
(4.1)

where /J is the viscosity o f the fluid and -----  is the shear rate or the velocity gradient at
d r*

the wall. Wall shear stress may act as a localising factor by influencing the morphology 

and function o f the endothelial layer that lines the interior o f arterial blood vessels [107, 

108]. The shape o f endothelial cells determines the cell turnover rate, the amount of 

cholesterol deposition within the arterial wall and the permeability to various proteins. 

Several studies have reported a correspondence between the areas o f low wall shear stress 

and the locations o f atheroma [109-111], However, the precise correlation between wall 

shear stress and the locations o f atheroma cannot be established due to several 

shortcomings in these studies. Firstly, the models were constructed from the mean 

anatomical structure and the results were correlated to the average postmortem histologic 

results, thereby limiting the investigation of the relation between geometry and shear stress 

in each individual. Secondly, over-simplified models with approximated haemodynamics 

conditions were used. Lastly, the upstream flow conditions o f the arterial segment cannot 

be represented exactly in an in vitro model, thus further limiting the accuracy o f the 

method.

To overcome these drawbacks, MR phase velocity mapping, which provides quantitative 

measurements of in vivo flow velocity, has been used to directly calculate the wall shear 

stress in various arteries [112-114]. Oshinski et al. have used MR phase velocity mapping 

to calculate wall shear stress in the suprarenal and infrarenal abdominal aorta, two sites 

with very different proclivities in the development o f atherosclerosis [112]. Eight subjects 

were studied and the maximum, minimum and mean wall shear stress was calculated at the 

posterior and anterior walls o f the suprarenal and infrarenal abdominal aorta. The values 

o f the peak and mean wall shear stress over the cardiac cycle showed a wide variation 

among the subjects. However, a general trend was observed that the peak and mean wall 

shear stress values were higher in the suprarenal aorta than in the infrarenal aorta. As the 

infrarenal aorta is known to be more sceptical to atherosclerosis than the suprarenal aorta, 

these findings supported the hypothesis that low wall shear stress may be a localising factor 

for atherosclerosis and that high wall shear stress may be a deterrent to the formation of 

atheroma. In the same study, a wide variation in the mean values o f wall shear stress was
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also observed, from 10.4 dynes/cm: at the posterior wall o f the suprarenal aorta to 4.7 

dynes/cm3 at the posterior wall of the infrarenal aorta, representing a 150% difference over 

a 70mm distance within the vessel. This result suggested that wall shear stress values 

might vary significantly in different regions in the vessel.

In a later study by Oyre et al., the oscillating shear index (OSI) values at the anterior and 

posterior walls o f suprarenal and infrarenal abdominal aorta were measured in addition to 

the wall shear stress values [115]. The oscillating shear index describes the degree of 

deviation o f wall shear stress from the antegrade flow direction and it is defined as:

OSI =
\a  1 + A || neg 1

(4.2)

where ¡A and \A
” 1 1 V 1 V  \ posi \ neS

are the absolute values o f  the integrals over time under the positive

and negative parts o f the WSS curve respectively. By convention, wall shear stress values 

are considered to be negative when flow is directed towards the heart. The results 

supported the theory that more pronounced atherosclerosis development was found in areas 

with low and oscillating wall shear stress. In a similar study o f  the abdominal aorta, the 

intimal thickness was measured blindly using histomorphometric techniques and correlated 

to wall shear-stress variables using linear-regression analysis [116]. Experiment results 

showed a linear relationship between the intimal thickness and the values o f mean and peak 

wall shear stress. The findings suggested that low and oscillating wall shear stresses are 

localising factors for intimal thickening and hence the early development o f atherosclerosis.

Although most early studies on wall shear stress were performed at the abdominal aorta, 

other arteries have also been investigated. Stokholm et al. performed a study on wall shear 

stress in the internal carotid artery using in vivo data [113]. In this study, velocity fields 

were acquired using a FID-Acquired-Echoes (FAcE) sequence while the wall shear rate 

was determined using a 3-dimentional paraboloid (3DP) fitting technique [117]. This 

technique allows highly accurate measurement o f circumferential sub-pixel vessel wall 

position and wall shear stress by fitting the velocity profiles to a multiple sectored three- 

dimensional paraboloid model [117]. With this technique, velocity data from all sector 

layers at four specified radial positions were fitted to the 3DP model and wall shear rate
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was then derived by differentiating the polynomial o f the model at the vessel wall where 

velocity equals zero. Wall shear stress can subsequently be obtained by multiplying the 

value o f wall shear rate by a fixed value o f the viscosity of the blood. The results, which 

showed that low and oscillating wall shear stress was found in the parts o f the carotid artery 

that are prone to atherosclerosis, further supporting the hypothesis that low and oscillating 

wall shear stress is associated with the development o f atherosclerosis.

With the recent advances in 3D MR velocity acquisition techniques, methods that apply 

high-resolution three-dimensional phase contrast mapping for estimation o f wall shear 

stress in vivo have been explored [118]. Wall shear stress derived from 3D velocity 

measurements were compared with that derived from 2D velocity measurements and a 

good agreement was found. The improved resolution and image quality o f 3D velocity 

mapping enables the accurate estimation of wall shear stress patterns circumferentially and 

longitudinally in human arteries. Wu et al. used 3D MR velocity mapping to investigate 

wall shear rates in vivo in the common carotid, brachial, and superficial femoral arteries 

[114]. The mean, maximum, and minimum wall shear rate and an oscillatory shear index 

were measured for 20 volunteers by using the 3D paraboloid fitting technique [117]. The 

results were in good agreement with previous studies. It was concluded that a nonuniform 

distribution of wall shear rates throughout the arterial system.

4.2.2 Other Haemodynamic Parameters

The potential o f MR velocity mapping in measuring haemodynamic parameters such as 

blood pressure, vascular compliance and shear stress has drawn a lot o f research interests in 

recent years. Urchuk et al [64, 119, 120] approached the problem by considering the 

vascular compliance and vessel distension. The estimates o f vascular compliance are 

obtained from a correlation of spatial and temporal velocity derivatives and that o f vessel 

distension based on measurements o f the velocity gradient in the direction o f flow. The 

derived pressure waveform showed a good correlation with catheter pressure measurements 

taken in a porcine model [64],

Yang et al. [65] have taken a different approach by deriving flow pressure maps from the 

cine phase contrast velocity maps using the Navier-Stokes equations, which are recognised
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as a complete description of simple fluid mechanics. Using this technique, altered pressure 

distribution has been demonstrated in patients with cardiovascular disease. Figure 4.1(a) 

shows the pressure field in an aortic aneurysm of a patient with Marfan’s syndrome derived 

from the MR velocity measurements by using the Navicr-Stokes equations. The pressure 

distribution was displayed using 1 mmHg pressure bands and overlapped on an anatomical 

image. Figure 4.1(b) illustrates the associated flow pattern within the area marked by the 

rectangle in Figure 4.1(a). The distortion to the normal pressure distribution has resulted in 

a high pressure area at the right lateral wall and a low pressure area near the left lateral 

wall. The high pressure area was believed to be introduced by the impact of the oblique 

flow jet whereas the low pressure area was associated with a vortex due to flow separation.

Figure 4.1 (a) Pressure distribution in an aortic aneurysm calculated from the MR velocity 

measurements by using the Navier-Stokes equations for incompressible fluids. The pressure 

distribution was displayed using I mmllg pressure bands and overlapped on an anatomical 

image, (b) The associated velocity vector map of the bounded area in (a). |Yang GZ, e t ul., 

C om pu ta tion  o f  f lo w  p re ssu re  f ie ld s  f r o m  m a g n etic  re so n a n ce  ve loc ity  m appin g . Magn Reson 

Med, 1996.36(4): p. 5201
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4.2.3 Blood Flow Pattern Visualisation

Effective visualisation techniques are crucial in the analysis o f blood flow patterns. Thus 

far, the most frequently used visualisation techniques in clinical research are vector 

mapping and streamlines display [121, 122], each having its own strength. Vector mapping 

techniques are typically employed in the study o f instantaneous velocity distribution. 

Basically, a vector map, also called arrow map or vector arrow-map, is composed o f the 

velocity vectors or short-duration particle paths displayed at on a uniform grid within the 

flow domain. It was first used for visualisation o f ascending aorta flow in normal subjects 

[123] which revealed that the right-handed helical flows predominated in the upper aortic 

arch in late systole and end-systolic retrograde flow along inner wall curvatures were 

clearly displayed. This technique has also been applied to visualise flow in aortic 

aneurysms and grafts [124] and in dilated left ventricle [125].

Streamline technique, on the other hand, are mainly used to visualise the transition o f blood 

flow patterns and it allows the rapid assessment o f spatial and temporal varying flow 

patterns. In clinical settings, this technique can be applied to investigate the progression of 

atherosclerosis, as streamline separation and recirculation are known to be associated with 

the genesis o f atherosclerosis. With the conventional streamline tracking techniques, one or 

more seed points are first identified within the blood vessel o f interest and they are then 

tracked through the velocity field. One of the earliest studies combined the calculated 

streamlines with 3D MR angiograms and the results were then visualised in 3D [121]. By 

using this combined technique, the helical flow patterns in aneurysms, and the filling 

patterns o f the common carotid artery and the carotid bulb were revealed. Nevertheless, 

early techniques may produce unrealistic streamlines that pass through the vessel walls or 

intraluminal sources and sinks o f blood. Algorithms have been developed to correct these 

problems by pre-processing the velocity field to ensure that it obeys the divergence free 

constraints [126].
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An alternative technique, called transient streamlines, uses texture synthesis for flow 

visualisation [127], With this method, the streamlines generated are uniformly distributed 

and their appearances are similar to those generated with the conventional techniques. This 

technique has been applied to visualise the disturbed flow patterns in aortic aneurysm and 

dilated ventricle and the cavity filling patterns. Transient streamline technique has also 

been successfully applied to elucidate major directional changes o f the blood, thus 

facilitating the investigation o f the functional implications o f the inter-cavity flow patterns. 

Figure 4.2 illustrates the flow patterns in the right atrium of a normal subject at different 

phases o f the cardiac cycle using transient streamlines. It can be seen that the streams enter 

from the superior vena cava from above and inferior vena cava from below and these two 

opposing streams do not collide head on but are deflected to form a forward-rotating 

vortex.

The technique was used in a recent study on the redirection o f flow through the heart by 

Kilner et al. [8]. In this study, it was proposed that asymmetries and curvatures o f the 

looped heart have potential fluidic and dynamic advantages. The atrial filling patterns 

appear to be asymmetric, thereby allowing the momentum o f the inflow stream to be 

redirected towards the atrio-ventricular valves. Whereas at the ventricular level, the flow 

stream change direction in such a way that recoil o f the ventricle away from ejected blood 

enhances ventriculo-atrial coupling. Based on these observations, it was suggested that the 

heart is able to redirect blood through the heart with minimal dissipation o f energy and 

dynamically enhanced reciprocation o f atrial and ventricular function during exercise and 

that the efficiency o f the heart involves coupled interactions between contractility, elasticity 

and change in momentum of all heart chambers. This interpretation was expected to 

provide further insight in clinical cases where the relations between forms, flow, mobility 

and timing o f the heart was affected.
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Figure 4.2 Visualisation of flow pattern in the right atrium of a normal subject at different 

phases of the cardiac cycle using transient streamlines, (a-c) In systole, the streams enter from 

the superior vena cava from above and inferior vena cava from below, (d-f) The two opposing 

streams do not collide head on but are deflected to form a forward-rotating vortex in diastole. 

[Yang GZ, e t aL, T ran sien t s tream lin es: tex tu re  syn th esis  f o r  in  vivo  f lo w  visu a lisa tion . Int J 

Card Imaging, 2000. 16(3): p. 175-84.]
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4.2.3.1 Flow Patterns in the Aorta and Great Vessels

The flow patterns in the aorta and its branches have been studied extensively with MR 

velocity imaging. Klipstein et al. described the blood flow patterns in the aorta with 

detailed velocity profiles [128]. A skewed velocity profile with higher velocities around 

the inside arch of the aorta was revealed. In diastole, flow was reversed along the posterior 

left wall o f the ascending aorta while it continued forwards at the anterior right wall. This 

phenomenon was later quantified in a study by Bogren et al. [129].

In a later study [130], Bogren and Buonocore measured the antegrade and retrograde flow 

in the aorta and its major branches using cine MR velocity mapping in order to determine 

the haemodynamic significance o f retrograde flow in arteries. Synchronous or isolated 

antegrade and retrograde flow was found in the entire aorta and in arteries supplying 

muscles. No retrograde flow was found in arteries supplying internal organs, such as the 

internal carotid artery. Based on these findings, it was suggested that the retrograde flow in 

the aorta and the extremity arteries contributes substantially to supplying diastolic perfusion 

o f internal organs such as the heart, brain, and kidneys.

Flow patterns in the pulmonary artery have also been studied. Abnormal flow patterns with 

large retrograde flow have been reported in patients with pulmonary hypertension [131]. In 

a study o f the flow patterns in the pulmonary arteries o f patients with lung transplant [132], 

the flow profile in the pulmonary artery o f the transplanted lung showed a wide forward 

flow during systole and most o f  diastole, whereas that o f the native lung showed a narrow 

early systolic peak and a reverse flow in most o f diastole. The volume o f blood flow in 

transplanted lung was 2.8 times o f that in native lung. It was suggested that the relative 

resistance in the native and transplanted lung contributed to the significant differences in 

volume and flow patterns between the native and transplanted lungs.

Blood flow in the superior and inferior vena cava were also measured [133]. Both normal 

subjects and patients with right-sided cardiac diseases were studied. In patients with 

tricuspid regurgitation, a reduced systolic peak and retrograde flow in the inferior vena cava 

were observed. In patients with pulmonary hypertension, pericardial constriction, and right 

ventricular dysplasia, reduced diastolic peak was seen, implicating reduced diastolic
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compliance o f the right ventricle. In patients with obstruction o f the superior vena cava, 

absence of flow was confirmed, and retrograde flow was seen in the azygos vein.

A recent study has investigated the effect o f aging and coronary artery disease on the aortic 

flow [134], The flow patterns in the thoracic aorta o f patients with coronary artery disease 

o f variable age were compared with those in age-matched normal subjects. Flow patterns 

in mid to late systole and diastole were found to be irregular, implying that there was a 

wide range o f flow directions which change frequently and smaller regions o f organised 

antegrade flow in the ascending aorta. The extent and duration o f these irregular flow 

patterns were found to increase with age. In patients with coronary artery disease, reduced 

regions o f organised antegrade flow and increased irregular flow could be explained by a 

loss o f elasticity in the aortic wall. Similar abnormalities in flow patterns were also found 

in the elderly group of normal subjects. These abnormal flow patterns may result in 

reduced blood flow to the coronary artery, which could lead to more severe consequences.

4 .2 3 .2  Quantitative Analysis

Vortical motion o f the blood is an intriguing aspect o f blood flow pattern that has long 

attracted attention [135], These flow patterns have been reported in aneurismal aortas and 

the cardiac chambers. Visualisation techniques permit visual assessment o f flow patterns 

but do not allow quantitative evaluation o f salient flow features and their interaction with 

the surrounding structure. As such, quantitative methods for characterising flow patterns 

are needed.

Kim et al. investigated the left ventricular flow patterns in normal subjects using 3D MR 

velocity mapping [15]. The results showed that early diastolic mitral inflow was directed 

towards the apex and a large anterior vortex developed in the left ventricle shortly after the 

onset o f the mid-diastolic semi-closure o f the anterior mitral leaflet and reappeared during 

the final mitral valve closure. These findings demonstrated the coupling between the 

formation o f vortex in the left ventricle and the mitral valve motion. In the same study, the 

velocity distributions at the mitral and aortic valves were also analysed. The velocity 

distribution in the aortic annulus was slightly skewed, with the highest velocities directed 

towards the septum. At the mitral valve, a uniform velocity profile was seen at the mitral
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annulus whereas a skewed profile, with the highest velocities near the posterior leaflets, 

was found at the leaflets.

Yang et al. developed an automatic vortex detection method to allow extraction of vortical 

flow feature and the comparison of their propagation through the cardiac cycle [16]. Figure 

4.3(b-d) illustrate the flow patterns in the left ventricle of a patient with dilated left 

ventricle visualised using vector map. The figures show that the early diastolic inflow was 

directed towards the posterior free wall and two vortices were formed beneath the posterior 

and anterior leaflets of the mitral valve. The positions of the vortices extracted by the 

automatic detection method are marked in the figures. By using the vortex detection 

method, it was found that there was a clear difference in the dynamics of the two vortices 

formed during diastole between normal subjects and patients with dilated left ventricles. 

However, the clinical significance and implication of the difference between normal and 

dilated left ventricles has yet to be fully established.

Figure 4.3 (a) A horizontal long axis MR image of a patient with dilated left ventricle. Ao: 

aorta, LA: left atrium, LV: left ventricle, RA: right atrium, RV: right ventricle, (b-d) Vector 

map visualisation of the flow patterns in the dilated left ventricle during diastole. The early 

diastolic inflow was directed towards the posterior free wall and two vortices were formed 

beneath the posterior and anterior leaflets of the mitral valve. The two detected vortices are 

marked in the figures. |Yang GZ, e t a l., V ortica l f lo w  fe a tu r e  reco g n itio n : a  to p o lo g ica l s tu d y  o f  

in  vivo  f lo w  p a tte rn s  u sing  M R  ve loc ity  m appin g . J Comput Assist Tomogr, 1998. 22(4): p. 577- 

86.)
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Figure 4.4 shows the result from a patient with aortic aneurysm due to Marfan’s syndrome. 

The anatomical image in Figure 4.4(a) depicts the symmetrically dilated aortic root and 

ascending aorta. The flow patterns as shown in Figure 4.4(b-d) show a central forward 

stream, slightly skewed to the right, with vortices developing on both sides of the flow. 

These vortices, which are in fact the cross section of an advancing vortex ring, lasted 

through systole and most of diastole as demonstrated in Figure 4.4(f). The trajectories of 

the two vortices are depicted in Figure 4.4(e), the amount of movement is not seen in a 

normal aorta.

Figure 4.4 (a) An anatomical MR image depicting the aneurismal ascending aorta of a patient 

with Marfan’s Syndrome, (b-d) Reconstructed flow patterns and the detected vortices (A & B) 

at different phases of the cardiac cycle, (e) The trajectories of the two detected vortices 

overlaid on the anatomical image. (0 The size and vorticity of the two vortices measured over 

the cardiac cycle. [Image Courtesy GZ Yang, Imperial College London, UK|
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4.3 Blood Flow Simulation with CFD

As mentioned in the introduction, the validation o f the proposed flow restoration and 

feature extraction techniques in this thesis will be carried out by using CFD simulated data 

sets. CFD is a method o f determining a numerical solution to the governing equations of 

fluid flow whilst advancing the solution through space or time to obtain a numerical 

description o f the complete flow field o f interest [136]. The basic steps involved in 

applying CFD for flow simulations given a morphological shape definition are: (1) 

discretise the fluid domain into small cells to form a volume mesh or grid; (2) define the 

physical model, i.e. the set of equations to be solved; (3) define the boundary conditions; 

and (4) apply numerical methods to solve the equations. The physical laws that govern the 

motion o f fluid within a complex geometer are highly complex. As such, it is not feasible 

to construct a physical model that can represent the entire flow domain as a single entity. It 

is necessary to partition the flow domain into smaller units in a process called meshing. 

After meshing, the set o f equations governing the flow within each cell can be constructed. 

The governing equations o f fluid flow used in CFD simulations are the Navier-Stokes 

equations. These equations form a system of coupled non-linear partial differential 

equations. In general, closed form analytical solutions do not exist, thus numerical methods 

are employed to solve these equations. To get a unique solution, the boundary conditions 

have to be defined prior to the numerical simulation process. In cardiac flow simulations, 

blood is modelled as an incompressible, unsteady flow. Coupled with an accurate 

morphological representation o f the structure o f the left ventricle, CFD technique can be 

employed to simulate time-dependent blood flow. With this technique, high spatial and 

temporal resolutions, usually much higher than those acquired by any medical modality, 

can be achieved. The prerequisite o f success o f CFD, however, is an accurate delineation 

of the geometrical boundaries o f the dynamic structure. In the next section, we will review 

some o f the key techniques that have been used for ventricular modelling.
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4.3.1 Ventricular Modelling Techniques

4.3.1.1 Parameterisation Models

Early techniques for 3D ventricular modelling involved the fitting of simple geometric 

primitives such as ellipsoids and cylinders to the image data to generate a globally 

parameterised model [137], These techniques are generally inadequate for capturing the 

morphology o f the ventricle and have inspired the use o f more complex primitives such as 

superquadric to obtained a more accurate model [138], Superquadrics have been used to 

describe general shapes with a small number o f parameters, thus making it possible to 

apply statistical analysis to classify the morphology o f the ventricles. Another 

parameterisation scheme decomposes the object surface into sinusoidal basis functions, 

allowing a wide variety of smooth surfaces to be described with a small number of  

parameters [139]. Application specific parameters have also been used. One such 

technique incorporates functional parameters acquired with MR tagging to allow the 

representation o f radial and longitudinal contraction, twisting and long-axis deformation 

[140].

Contrary to the global parameterisation techniques described above, local parameterisation 

techniques generally enable higher degrees o f freedom, thus allowing more complex 

geometries to be represented. One existing technique applies B-spline to delineate cardiac 

boundaries in a set o f cross-sectional images [141]. However, this approach requires a 

human observer to identify the points on the cardiac boundaries and is therefore not 

practical in clinical settings.

To overcome the shortcomings o f both the global and local parameterisation models, hybrid 

models have been developed. A typical hybrid model is obtained by fitting a global model 

to the image data by using a small number of parameters and then deforming the global 

model by incorporating finer local variations. In this way, the overall shape o f the left 

ventricle can be captured rapidly while further refinements may be performed when 

necessary to improve the accuracy o f the model. In one study, a truncated ellipsoid was 

translated, rotated and scaled to fit the cardiac boundaries and the model was then deformed 

using B-spline curves to approximate the set o f manually delineated contours [142],
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A more sophisticated method used superquadrics with free-form deformation to model the 

LV surface [143], This technique has been applied to characterise LV motion in an image 

sequence by fitting a model in the first time frame and then adjusting the free-form 

deformation in the following time frames. Similar techniques that combine global 

parameterisation with local deformation have been applied to delineate cardiac boundaries 

in the assessment o f gated perfusion SPECT and promising results have been demonstrated 

[144, 145].

4.3.1.2 Active Contour Models

The active contour models, also called Snakes, were first introduced by Kass et al. [146]. 

They have been extensively used for the segmentation of biological shapes such as the 

cardiac chambers [147, 148], Multiple active contour models have been used to model the 

3D morphology given a set o f cross-sectional images. This technique is generally 

formulated as an energy minimisation problem in which low gradient and high curvature 

correspond to high energy.

The model starts from an initial approximation o f the contour, usually defined manually, 

and evolves automatically subject to certain constraints defined using the prior knowledge 

on the object geometry and topology. To reduce the amount o f human involvement needed 

in defining the initial approximations, several techniques have been employed. One such 

technique utilises the fact that the object shape does not change drastically in consecutive 

time frames to reduce the number o f manual delineation needed. With this technique, only 

the first time frame requires initial manual delineation, the subsequent frames uses the 

model obtained in the previous time frame as the initial approximation.

When applied to cardiac delineation, the active contour model can be problematic in areas 

with significant partial volume effects such as the region near the apex. This method is also 

error-prone in delineating objects with complex geometry such as the papillary muscles. 

As a result, heavy involvement o f human interaction is required in practice to ensure the 

accuracy o f this method.
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Variations of the basic active contour model have been developed to improve the 

robustness and accuracy of the method. Cohen et al. introduced the balloon model in 1991, 

which extends the active contour model by using a sphere as the initial model and making it 

behaves like a balloon which is inflated by an additional force [149]. Unlike the original 

snake model, this deformable balloon model does not require the initial curve to be placed 

close to the solution. A finite element method for solving the balloon model in 2D and 3D 

images were also developed subsequently [150],

Bredno et al. further extended the active contour model to multi-dimensional image domain 

[151]. In this model, the object is represented by a set o f simplex meshes and the iterative 

segmentation process is driven by a mechanical formulation o f influences. Both the 

representation and the influences are valid for any dimension o f the image domain. In 

[151], a 4D spatio-temporal model was applied to delineate a left ventricle from an MR 

sequence.

4.3.1.3 Statistical Shape Models

Statistical shape model is a powerful tool in capturing the variability o f the anatomical 

structure over time and across different subjects. When used in delineating an object in an 

image, a statistical model, called the point distribution model (PDM), is first constructed 

from a training set o f images with the object boundaries delineated manually, then the 

constructed model is allowed to deform iteratively to fit into an unseen occurrence o f the 

object in a new image. The final model can subsequently be compared to the statistical 

model to ensure consistency. Two widely used statistical models for shape modelling are 

the Active Shape Model (ASM) [152, 153] and the Active Appearance Model (AAM) [154, 

155]. The Active Shape Model represents a parametric deformable model where a point 

distribution model o f the global shape variation from a training dataset is built. The AAM 

is similar to the ASM but it incorporates the statistics o f the image intensity on top as well 

as the shape variation.

To construct a point distribution model, each labelled shape as described by a vector X is 

aligned to a common coordinate frame by applying rigid body transformation:
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x = S  R X + T (4.3)

where S denotes the scaling matrix, R the rotation matrix and T the translation matrix. 

Then, Principal Component Analysis (PCA) [156, 157] is applied to these aligned vectors 

to compute the modes o f variations, i.e. transforming the axes in a multidimensional space, 

in such a way that each mode of variation is linearly independent o f each other. This can 

be accomplished by first computing the covariance matrix o f the aligned vectors

where N is the number of vectors in the training set, dx, is the deviation of vector x, from 

the mean shape x given by

The modes o f variation, given by the principle axes o f the transformation, are described by 

the unit eigenvectors p, o f the matrix C such that

where A,. is the /th eigenvalues o f the covariance matrix C which represents the variance o f

By applying PCA, the dimensionality o f the sample space or the number o f parameters 

required may be reduced by truncating the dimension with the least variance. The number 

o f dimensions or parameters needed is determined by the total variance o f  the samples, 

where the total variance represented by /-dimension is

(4.4)

dx, =  x, -  x (4.5)

Cp, =  /l,p, 

and p, p* =1
(4.6)

the vectors in the z'th dimension and the eigenvectors are arranged in such a way that

A, > i i+l.
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A- = 2 > , (4.7)

It is usually sufficient to ensure that 98% of the variation is captured, i.e. > 0 .98 . In

this way, any instance x can be approximated by using the mean shape and a linear 

combination of its deviation as follow:

x = x + P, •!>, (4.8)

where = ( p , ,p 2, . . . ,p , )  is the set o f orthogonal modes o f variations and bs is a set o f

shape parameters. With the PDM as described in Equation (4.8), new shapes can be 

generated by varying the shape parameter bs within suitable limits. The variation o f the 

shape parameter can be restricted by ensuring that the Mahalanobis distance Dm is less than 

a predefined threshold

£ > ; = £
;=i

V 2
J

< D l (4.9)

After the PDM is built, a functional is needed for evaluating the fit o f  current shape model 

to the unseen image. The original ASM used the intensity distribution or the gradient 

profiles normal to the shape boundary to determine the quality o f the fitted model [152]. 

Several other similarity measures have been developed since then. One such method used 

the cross correlation coefficient between the measured and the mean profiles [158]. Cootes 

et al. proposed a non-linear representation o f the appearance with improved robustness 

against lighting conditions in computer vision applications [159], Using their method, both 

the orientation and the magnitude o f the local gradient were evaluated at each pixel in the 

region of interest.
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To overcome the problem of converging to local minima in the model matching process, 

multi-resolution strategy has been employed [160, 161]. This approach involves 

convoluting each image with Gaussian kernels o f different scales in which the result from 

the coarse scale is used as the starting point o f the subsequent finer resolutions. The 

potential o f statistical shape models for 3D segmentation of anatomical structures from 

medical images have been demonstrated. Mitchell et al. generalised the concept of 

concatenating the shape vectors in spatio-temporal statistical shape and appearance models 

and extended it for volumetric data [162], In this approach, a stack of planar contours was 

used to represent the PDM in 3D under the assumption that the underlying topology o f  the 

model was cylindrical or parabolic. Based on similar contour-based representation, several 

3D PDMs have been implemented [163, 164]. These implementations have one major 

drawback that the topology o f the derived model is constrained with the planes, thereby 

limiting the variations to the radial directions. As a result, the through-plane motion as well 

as non-radial components o f the motion o f the heart cannot be modelled. In view of this 

shortcoming, more generic representations have been proposed. One representation used 

spherical harmonic coefficient to build a parametric statistical shape model, in which the 

intensity information at the object boundary was represented as ID profiles normal to the 

surface [165].

Based on the observation that the AAM tends to be less sensitive to local structure and 

boundary information whereas the ASM locates local boundaries well while disregarding 

the global shape, hybrid models that combine both models has been proposed. In a study 

by Mitchell et al., a multistage hybrid model was proposed for the segmentation o f the left 

and right ventricles in cardiac MR images [166]. In this method, both models were run in 

turn and the model parameters were combined after each turn and the process is repeated 

until convergence. In another study, the ASM was combined with the Active Contour 

Model for the segmentation o f the left ventricle from echocardiography [167].
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4.3.2 Patient Specific Flow Simulation with CFD

4.3.2.1 Navier-Stokes Equations

With a reliable morphological definition o f the left ventricle and an appropriate setting o f  

boundary conditions, it is possible to perform computational prediction o f blood flow 

patterns. In fluid dynamics, the Navier-Stokes equations are a set o f equations that describe 

the flow o f fluid [168]. The equations are derived by considering the conservation of mass, 

momentum and energy for an infinitesimal control volume. For incompressible flow, the 

Navier-Stokes equations are given by [169]:

du dv dw
—  +  —  + -------=  0
dx dy dy

(4.10)

for conservation o f mass, and

P -

P ‘

(  du du du du' dP (  d 2u d 2u
— + u — + v — + w — ==------- + J] • + ,

[ d t dx dy dx d y1 d z2 )

f  dv dv dv d v ' dP ( d 2v d 2v ô 2v i
— + u — + v — + w — —  — _ + TJ- + , -I----- -

I 5' dx dy d z , dy ydx2 d z2 ,

+ p - F x

+ P -F V (4.11)

P -
(  dw dw dw dw ' dP d 2w d 2w d 2w '

— + u — + v — + w — = -------+ T1- + .
dx dy dz J dz  ̂dx1 dy d z2 J + p - F z

for conservation o f momentum, where u, v and w are the velocity components o f the fluid, 

p  the density o f the fluid, P  the pressure, 77 is the dynamic viscosity, and Fx, Fy and Fz the 

components o f the body force, such as gravity, acting directly on the fluid. Equation (4.10) 

is often referred to as the equation o f continuity.
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4.3.2.2 Mesh Generation

As discussed earlier, meshing is a vital process in CFD flow simulation. The process of 

dividing the flow domain into a large number o f cells, which are usually tetrahedral or 

hexahedral, is a challenging problem itself. This is because an interwoven set o f conditions 

must be maintained in the process. First o f all, every point within the flow domain must be 

included in one and only one cell. Secondly, neighbouring cells should have approximately 

the same size and thirdly, the shape o f the cells should not vary extensively from a regular 

tetrahedron or hexahedron. For flow domains with a simple structure, a basic method 

called structured meshing may be used. On the other hand, flow domains with a complex 

structure require a more sophisticated technique called unstructured meshing.

Structured Meshing

There are many well-established methods o f structured mesh generation in the literature 

[170-172]. In a typical structure mesh, the flow domain is typically divided into a large set 

of hexahedral cells arranged in a regular lattice. With this regular layout, neighbouring 

cells have similar size and orientation and the neighbours o f each cell can be efficiently 

identified with a simple indexing scheme. Limited by its simplicity, this technique can only 

be applied to relatively simple topologies. Objects that have the same topologies as a 

hexahedron can be represented by one single lattice. On the other hand, for more complex 

topologies such as cylinders, spheres and bifurcation, a block-structured approach may be 

adopted to first divide the flow domain into a number o f  lattice structures and then further 

divide each lattice structures into a large set o f hexahedral cells. Care must be taken when 

partitioning the entire domain into lattice structures to ensure that the number o f cells on 

both sides o f each interface is equal.

Unstructured Meshing

Contrary to structured meshing, unstructured meshing allows any number of elements to 

meet at a single node, i.e. the cells are arranged in an irregular mesh [173-175]. This 

irregular arrangement requires a separate list to store the connectivity information, thus 

adding extra complexity to the computation process. Nevertheless, the flexibility in cell
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arrangement allows the modelling o f more complex structures that could not be achieved 

with structured meshing.

In unstructured meshing, tetrahedral meshes are most commonly used. A large number of 

tetrahedral meshing techniques have been established over the years and they can be 

broadly categorised into three main classes: Octree [176, 177], Delaunay [178-180] and 

Advancing Front [181-184], The Octree techniques involve recursively sub-dividing the 

cubes containing the geometric model until the desired resolution is reached. The Delaunay 

techniques refer to mesh generation methods that utilise the Delaunay criterion, which 

states that every circumcircle o f any three points must be an empty circle. With the 

Advancing Front method, tetrahedrons are built progressively inward from the triangulated 

surface while an active front o f the newly formed tetrahedrons is maintained.

43 .2 .3  Numerical Flow Simulation

With recent advances in CFD, it is now possible to simulate time-dependent 3D blood flow. 

Blood flow is generally considered to be incompressible, viscous and laminar. Except for 

very simple steady flow, exact solution for the Navier-Stokes equations do not exist. 

Numerical methods are required to solve the Navier-Stokes equations. Methods commonly 

used in CFD are finite difference method (FDM), finite volume method (FVM) and finite 

element method (FEM).

To obtain a unique solution in a CFD simulation, the boundary conditions have to be 

specified at all points on the outer surface o f the fluid domain. In general, three types o f  

boundary conditions are used, for flow inlet, outlet and impermeable walls. For flow inlet, 

Dirichlet conditions are used, in which the velocity at each boundary point is specified. For 

flow outlet, Neumann conditions, in which the derivative o f the velocity is specified instead 

o f its actual value, are applied such that the outflow velocity can be made to be dependent 

on the flow simulation. For impermeable walls, they are simply represented by setting the 

velocity o f the fluid relative to the boundary to zero.
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Finite Difference Method

Finite difference method (FDM) [185] is the simplest method used in CFD applications. 

This method requires that the domain, including the boundary of the physical problem, 

being covered by a grid or mesh. At each of the interior grid point the original Differential 

Equations are replaced by equivalent finite difference approximations. By substituting the 

partial derivative terms in the PDE with its equivalent finite difference approximations, a 

difference equation is obtained. The finite difference approximations are usually obtained 

by Taylor series expansion or polynomial fitting. In this substitution process, an error that 

is proportional to the size o f the grid is introduced. This error can be reduced by making 

the grid size smaller to get an accurate solution within some specified tolerance. Although 

the FDM is simple to implement and computationally inexpensive, its applications are 

generally restricted to simple geometries.

Finite Volume Method

Finite volume method (FVM) is generally considered as the standard approach in 

commercial software and research world. The solution domain is divided into a finite 

number of control volumes (CV). Unlike the FDM, the FVM starts from the integral form 

of the conservation equations. In each CV, the solution at the centre is first computed and 

is then used to calculate the values at the CV surface by interpolation. The advantage o f the 

finite volume method is that it can be easily formulated to allow for unstructured meshes. 

Hence, it is particularly suitable for complex geometries.

Finite Element Method

Finite element method (FEM) involves breaking up a solution domain into small regions 

known as finite elements. Similar to the FVM, an approximating function known as 

interpolation polynomial is selected to represent the variation o f the dependent variable 

within each element. The equations are then multiplied with a weighting function to 

produce a set o f algebraic equations, one equation for each element. The set o f algebraic 

equations are then solved to get the approximate solution o f the problem. Solutions are 

found for each region taking into account only the regions that are right next to the one
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being solved. Therefore, the FEM formulation requires special care to ensure a 

conservative solution.

4.3.2.4 Immersed Boundary Method

The immersed boundary (IB) method is an innovative approach for simulating fluid- 

structure interaction given the information on geometry and contractile pattern [186]. This 

method is applicable to any modelling problem in which fluid flows interact with a flexible, 

elastic boundary such as the muscle fibres o f the heart [187], In essence, it is a "coupled 

system", in which the elastic boundary moves the fluid at the same time as the fluid pushes 

back against it and thus, the standard techniques o f computational fluid dynamic are 

inadequate. This technique represents an alternative to blood flow simulation where the 

prescription of the cardiac wall motion is not required.

The principle o f the immersed boundary method is to treat the elastic material as part o f the 

fluid in which additional forces arising from the elastic stresses are applied. The fluid 

equations are solved on a regular cubic lattice, while the elastic material is tracked by 

following a set o f pre-defmed points. First, the elastic forces are computed from the spatial 

configuration o f  the pre-defmed material points. Subsequently, the fluid velocities o f the 

neighbouring fluid lattice points under the influence o f  the elastic forces are updated and 

the updated velocities are then interpolated to obtain the velocity at the elastic material 

points. Finally, the elastic material points are moved at the calculated velocity.

4.4 Towards Subject Specific Ventricular Blood Flow 

Simulation

The success o f CFD techniques in flow modelling has greatly advanced research into 

physiological blood flow modelling. Studies have been performed to investigate 

ventricular blood flow using CFD. Most o f the early studies that apply CFD in cardiac 

blood flow simulation used simplified heart models [188-191]. As these models represent 

huge simplifications o f the geometry o f the heart, the practicality was limited to qualitative
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analysis. Nevertheless, similar techniques can be combined with more realistic model to 

allow quantitative analysis. Attempts have been made to improve the ventricular flow 

simulation by deriving a ventricular model from real anatomical data. In one such study, a 

realistic model of a canine left ventricle was constructed from a cast using a coordinate 

measuring device [11], With this model, it was found that complex vortices were formed in 

the diastolic phase and these complex vortices could account for experimentally observed 

turbulent blood flow fluctuations in the aorta.

With the recent improvement in the spatial and temporal resolutions o f medical imaging 

techniques, subject specific ventricular modelling and blood flow simulation were made 

possible [192-194], Various techniques for constructing realistic anatomical geometry o f  

the heart from medical images were developed and they have been discussed in the 

previous sections. The derived ventricular models can be combined with flow simulation 

techniques to allow subject-specific flow simulation and analysis. One o f the early patient 

specific flow simulation study was performed by Jones et al., where the LV models were 

constructed from tagged MR images [192], Using tagged images, twisting motion of the 

left ventricle may be captured, thereby improving the accuracy o f the subsequent flow 

simulation. Another patient specific flow modelling study also employed MR images to 

obtain anatomical information o f  the LV [193]. In this study, the simulation involved the 

construction of a geometric model o f the LV and imposition o f flux conditions at orifices 

that corresponds to the mitral and aortic valves. The flow structure and qualitative 

characteristics derived from their model agreed well with in vivo clinical experiments. 

However, some quantitative discrepancies were found between the CFD and MRI flow 

velocities. These discrepancies were believed to be caused by the limitations o f the MR 

dataset in the valve region, heart rate differences in the anatomical and velocity 

acquisitions, and certain conditions that were not simulated.

In a clinical investigation performed by Merrifield [195], the flow fields in the left ventricle 

o f a patient who had a history o f myocardial infarction measured with MR velocity imaging 

and simulated using CFD techniques were compared. Their results showed that the overall 

topology and some key flow features such as the formation of a vortex in diastole were 

similar in both flow fields. However, discrepancies were also displayed in the inflow 

direction and the formation of a vortex near the outflow tract.

113



Chapter 4 - Blood Flow Analysis and Processing Techniques

Despite the advances in ventricular modelling, the prescription o f proper flow boundary 

conditions remains one of the major challenges towards accurate subject specific flow 

simulation [196]. In most ventricular flow simulation studies, the aortic and mitral valves 

are not modelled explicitly but are typically simplified as an inflow or outflow boundary 

that opens and closes at specific times. It has been demonstrated that the predicted flow 

was highly sensitive to the prescribed boundary conditions. To further improve the 

robustness of existing subject specific CFD simulation techniques, Long et al. have 

developed a technique for improving the prescription o f inflow boundary conditions [197].

4.5 Conclusions

Blood flow patterns in vivo are complex, and abnormal flow patterns have been implicated 

in various cardiovascular diseases such as atherosclerosis and aortic aneurysm. With the 

availability o f detailed in vivo blood flow information acquired by MR velocity imaging 

techniques, comprehensive studies in exploring the relation between blood flow and 

cardiovascular disease are possible. In this chapter, key clinical applications o f blood flow 

analysis have been discussed.

Atherosclerosis, being the leading cause o f  death in the developed world, has been studied 

extensively. Methods have been developed to derive wall shear stress from velocity data. 

Most studies have confirmed the hypothesis that wall shear stress is a localising factor in 

atherosclerosis. To elucidate the complex flow patterns in vivo, various visualisation 

techniques have been developed over the years. These techniques provide convenient ways 

to interpret the flow patterns and have greatly improved our understanding o f the transition 

and underlying structure o f blood flow.

The flow patterns in the aorta and the great vessels that are prone to atherosclerosis are an 

active area o f research. Abnormal flow patterns have been reported in the great vessels of 

patients with atherosclerotic coronary artery diseases. It was suggested that these disturbed 

flow patterns could be both the causes and consequences o f cardiovascular disease. To 

further characterise the difference between normal and disturbed flow patterns, methods for 

quantifying the flow features are necessary. The idea o f extracting salient flow features
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such as vortices and tracking its evolution over the cardiac cycle has been proposed. By 

using this approach, significant differences in the vortical flow patterns between normal 

and dilated ventricle were reported. This study has demonstrated the potential of 

quantitative flow pattern analysis in exploring the interaction between blood flow and its 

surrounding structure in health and disease.

Like any feature extraction techniques, the reliability o f the method is highly dependent on 

the quality o f the underlying data. As discussed in Chapter 3, there are many different 

factors that can introduce artefact to the MR velocity data. The prerequisite o f flow pattern 

analysis is therefore the development o f a robust flow restoration method that can facilitate 

the subsequent feature extraction process. In this thesis, we have developed an analysis 

framework that consists o f three main components: flow field restoration, flow field 

abstraction and feature extraction and vortex tracking. Each o f these components will be 

described in detail in the next three chapters. With the proposed framework, it is possible 

to extract and quantify vortical flow patterns in a systematic way, thus making it easier to 

characterise abnormal flow patterns and perform inter- and intra-subjects comparison.
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Flow Field Restoration

5.1 Introduction

To enable a systematic study and quantitative analysis o f  the flow patterns, several 

techniques for extracting salient topological features depicted by phase contrast MR 

velocity mapping techniques have been developed in recent years. The success o f these 

techniques, however, depends greatly on the quality o f the MR images. Flow velocity 

images acquired with MR velocity-mapping are subject to a certain amount o f noise that is 

intrinsic to system hardware setup and specific to patient movement in relation to imaging 

sequence designs. In practice, the signal-to-noise ratio (SNR) is frequently compromised in 

order to increase the speed o f the image acquisition. To alleviate this problem, it is 

desirable to enhance the overall quality of the velocity data prior to analytical assessment o f  

blood flow patterns.

Restoration and denoising o f vector-valued image has drawn a lot o f interest in recent years 

due to its general applicability to a wide variety o f applications [198-200], which include 

colour image restoration [201-203], regularization o f orientation [204] and tensor 

fields[205-208]. Majority o f the existing methods are based on functional minimisations
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via a variational approach[209-211], and Total Variation (TV) based method is one o f the 

most commonly used technique [212-214], The choice o f TV norm as the function to be 

minimised is due to the fact that it does not penalise discontinuities, thus edges and other 

topological features in the image can be preserved. TV-based restoration methods have 

been demonstrated to be effective and superior to linear filtering methods for scalar images 

[215], and several researchers have extended TV norm to vector-valued image [201, 211]. 

In particular, Chan and Shen [211] have extended the definition o f TV-norm for the 

restoration o f non-flat image features that do not reside on Euclidean space. Examples of 

commonly encountered non-flat image features include vector distribution from flow 

images and chromaticity features from colour images. Coulon et al. [216]has applied this 

method to restore the principal diffusion direction (PDD) of Diffusion Tensor Magnetic 

Resonance (DT-MR) images.

The restoration method in this study is formulated as a constrained optimisation problem 

that restores the original images by minimising the total variation (TV) energy of the 

normalised velocity field subject to a constraint that depends on the noise level. It has been 

shown that the effectiveness o f this restoration method greatly depends on the choice o f a 

regularization parameter [211], which is often conveniently fixed or determined empirically 

in practice. This renders a major difficulty to the practical application o f the technique as 

the restored image may converge to different results depending on the parameter settings. 

To avoid having to fix this parameter, we propose to use the First Order Lagrangian 

Method to derive the optimal value o f this parameter while solving the minimisation 

problem.

5.2 Total Variation (TV) Based Restoration

Image restoration method based on the total variation (TV) norm was first introduced by 

Rudin et al. [215], TV norms are essentially L| norms o f the gradients. Using TV norms in 

image restoration problem allows discontinuities to be preserved while spurious oscillations 

are removed. Rudin et al. have formulated the image restoration problem as a constrained 

minimisation problem. The image restoration problem is given by
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«o(x,y)  = u(x,y)  + n(x,y)  (5.1)

where u( x , y ) denotes the original noise-free image, w0 (x, y )  denotes the noisy image 

with additive noise n(x,y)  . By assuming that the noise is Gaussian distributed and that

the variance o f the noise a 1 is known, the constrained minimisation problem can be 

written as

minimise wul + u l

subject to
o

= a

(5.2)

(5.3)

where Q  denotes the image domain and Q  the size o f the image domain.

This optimisation problem can be resolved by solving the corresponding Tikhonov 

regularised unconstrained problem [217], which can be written in one o f the following 

forms:

min j(u - u 0) 2 + y  JVM*2 + u]

2 " , ----------- <5-4)
mm A J(w - w0) + J

il il

where A is a regularization parameter known as the Lagrange Multiplier o f the constrained 

optimisation problem, y  is a positive regularization parameter and is inversely proportional

to A . This approach can be viewed as a penalty approach for the constrained optimisation 

problem, in which the first term is to restrict the distance between the final image and the 

initial noisy image and the second term is the smoothness term. Several computational 

algorithms [213, 214] have been proposed to solve this unconstrained problem and in most 

cases, the value of the régularisation parameter is conveniently fixed. Alternatively, the 

constrained problem can be resolved by applying the First Order Lagrangian method [218], 

which finds both the minimal solution and the associated Lagrange Multiplier for the 

constrained optimisation problem.
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Although the initial TV based restoration scheme was designed for the restoration o f scalar 

images, the technique was later extended to cover vector-valued images and non-flat image 

features. Chan and Shen [211] have presented a systematic way for constructing the TV 

energy o f non-flat image features. For a feature distribution /  e  (Q —> A /) where Q  

denotes the image domain and M  represents the feature manifold, the TV norm is defined as

(5.5)
n

where e ( / ;  a ) denotes the energy at pixel a  which is defined as

</;«) = > ,/(« ) |f  + |M «)||2 (5-6)

Then, the fitted TV energy can be written as

ETr( / M = j e ( f - , a )  + j f d 1( fo . / )  (5 7)
n ^ n ' ' '

where the first term regularises the restoration solution and the second term is the fitting 

constraint, X is the Lagrange multiplier and d  denotes the metric on M  that measures the 

distance o f the path that link any two points g  and h in M.

Minimising the fitted TV energy is analogous to minimising the Tikhonov regularised 

unconstrained problem given in Equation (5.4). Typically, the Euler-Lagrange equation is 

employed to solve the unconstrained minimisation problem.

5.2.1 First Order Lagrangian Method

As discussed earlier, a constrained optimisation problem can be solved by solving its 

unconstrained counterpart. Alternatively, it can also be tackled directly. Consider a 

constrained optimisation problem with m constraints:
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minimise / ( x )

subject to /î,(x) = 0, i = l,...,m  (5.8)

where x is an n-vector, J{x) is the function to be minimised and h,{x) are the equality 

constraints o f the problem. For a minimum to exist, the gradient o f the function f(x) must 

equal to 0 at the minimal solution x * , i.e.

V /(x * )  = 0 (5.9)

The constraints, being constant at the minimal solution, should have zero gradients:

V/»,(x*) = 0, V/ (5.10)

Subsequently, by assuming that the gradients o f  the function and constraints are linearly 

independent, we have

V / ( O  +  2 > ,V A (( i -) =  0 (5.11)
1 = 1

where A , , . . . , A m are scalar constants. Based on this derivation, the Lagrange Multiplier 

theorem states that the necessary condition for optimality is that for a given minimal 

solution x ‘ , there exist scalars A l , . . . , A m such that they satisfy the necessary condition 

given in Equation (5.11), in which A,. are referred to as the Lagrange multipliers o f the 

constrained problem and are sometimes represented as a vector A = [A ,,..., Am], called the 

Lagrange multiplier vector.

The necessary condition given in Equation (5.11), together with the set o f constraints 

hi(x)=0 can be viewed as a system of (n+m) nonlinear equations with (n+m) unknowns -  

the vectors x and X . This system o f nonlinear equations is referred to as the Lagrangian 

system. It is sometimes more convenient to write Equation (5.11) in terms of the 

Lagrangian function L ( x , X )  defined as
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£ ( M )  = / ( * )  + £ 4 A ( x )
/=!

(5.12)

Thus, the necessary condition given in Equation (5.11) can be rewritten compactly in the 

following form

\ v  L(x*,X") -  0
1 . . (5.13)

where the vectors x* and X* are the optimal solutions o f the Lagrangian system.

A general class o f methods, called the Lagrangian methods, for solving the Lagrangian 

system [218] is given by

x*+1 = G( xk,Xk)

Xk+' = H { x k,Xk) (514)

where G and H  are continuously differentiable functions. The iterations defined in (5.14) 

can only converge at fixed points (x* , X*) satisfying

x* = G(x*, X*)

r  = h (x , x ' ) (5.15)

The simplest o f all Lagrange Methods, called the First Order Method, is given by:

x*+1 = x* - S sV xL ( x k , X k )3 fC 1 fi\
X k+' = X k + S sV , L ( x k , X k )

where Ss is a positive scalar step-size and L( ) is the associated Lagrangian function. The 

convergence o f this method can be proved using the Ostrowski’s theorem, which states that 

if ( x * , X * )  is a fixed point o f the iterations defined in (5.14), and all eigenvalues o f the 

matrix
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. f V vG ( x \ r )  V t/ / ( x ’ , / ) ' j
[ v AG ( x , r )  V a H ( x , X * ) }  (5'17)

lie strictly within the unit circle o f the complex plane, then (x*, k*) is a point o f attraction 

o f  the iterations and that if the generated sequence |(x* ,^ * )j converges to (x*,^*) , then 

the rate o f convergence is at least linear. A pair (x* ,^ ”) is said to be a point o f attraction 

if  there exists an open set S such that if ( x ° , i ° ) 6 S ,  then the sequence |(x* ,A *)| 

generated by the iterations also belongs to S and converges to (x*, X ) .

To show that the iterations given in Equation (5.16) converge for sufficiently small value of 

Ss , consider its associated matrix R*

rV rG ( x \ r )  V , / / ( x U Y

ri „ - s y l L ( x X )  s y h ( x f  
\  - s y h ( x )  i m ,

where
'V ^ I(X * ,A ‘ ) - a V / i ( x y  

 ̂ aV /t(x*) 0  y

(5.18)

(5.19)

It can be shown that the real part o f each eigenvalues o f B is strictly positive and that for 

sufficiently small value o f Ss , R* satisfy the condition stated in the Ostrowski’s theorem

and it follows that (x * ,i* )  is a point o f attraction o f the iterations given in Equation 

(5.16). Thus, the iterations in Equation (5.16) will converge with a small value o f Ss at a 

linear rate.
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5.3 TV Base Flow Field Restoration

In this study, the restoration scheme is formulated as a constrained optimisation problem 

that minimise the TV energy o f the direction field o f the flow images. The definition of 

TV-norm for direction field proposed by Chan et al. [211] was adopted and a new 

numerical scheme based on the First Order Lagrangian Method is developed for solving the 

constrained optimisation problem.

Let u# denote the directional field o f the noisy velocity images, u represent the desired 

direction field that we want to restore and that u# = u + n, where n is the additive noise. 

Assuming the variance o f the noise n is <72 and the value o f which is known, the 

restoration o f the direction field o f a velocity field can be formulated as a constrained 

optimisation problem by minimizing the following term

E Ty( u)= Je(u ;a)
n

(5.20)

subject to the equality constraint:

(5.21)

where EJV denotes the total variation energy of the whole image, e (u ; a )  denotes the 

energy at pixel a  , Q  denotes the image domain and |Q| the size o f the image domain.

5.3.1 Numerical Scheme

Based on the First Order Method, a numerical scheme is derived for solving the constrained 

optimisation problem. The definition o f the TV energy for direction (i.e. unit vector that 

lives on unit sphere S2) and the numerical scheme of our proposed method can be defined 

as follows.
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Let v denotes the velocity vector defined in R3 and u denotes the corresponding normalised 

vector defined in S2. The velocity vector v is mapped to the unit vector u by a mapping f: 

R3 —» S2 defined as:

U = f (v) = T—7 
v (5.22)

Note that the mapping defined in Equation (5.22) is valid for both 2D and 3D vectors as we 

can consider a 2D vector as a 3D vector with the z-component set to zero. Therefore, the 

following formulation applies to both 2D and 3D vector fields.

The strength function e(u;a)  at voxel a  can be defined as:

e(u ;a)
2

I 4 2( » , . « U
fieNct

(5.23)

where N a denotes the neighbourhood o f  voxel a , di denotes the embedded Euclidean 

distance in S2 and is given by:

rf,(f,g) = ]f-g |„ ,V f,g€S2 (5.24)

The total variation (TV) energy of the direction field is then:

E "  =  I
creO PsNa

\_
2

(5.25)

Therefore, the constrained optimisation problem becomes:
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m in E TV 2 X ( U,».UJ (5.26)
a \_fleNa

subject to:

(5.27)

The corresponding Lagrangian function, referred to as the unconstrained TV energy, is:

Note that at the optimal solution, Z,(u; A)  is the same as the constrained TV energy E™ 

because at the minimal point, the second term of the equation equals to zero when the 

constraint is met.

To compute the gradient o f L(u;A)  w.r.t. u at u a , we first consider the first term on the 

right hand side o f Equation (5.28)

I ( u ; A ) = £  + 4  Z £//2(u « ’u ° H Q lcr2 (5.28)

(5.29)
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Accordingly, the gradient o f the second term on the right hand side o f Equation (5.28) can 

be derived as follow:

d u .

X

\ 2 _
2 X ( u „ , 0 - | Q h 2
aeO J J

/I 8 

2 d u .
■ d f ( u a ,u°a ) (5.30)

By combining Equations (5.29) and (5.30), the gradient o f L { u \ X )  w.r.t. u at ua is given 

by

ÔL

du„ -Iß&Na |_c/uadu.
■df(up , u a )

V 1 1

e(u ; a )  e{u,ß)_

+ ■
X

r (5.31)

\ d u a
d f ( u a y a )

In order to compute the gradient o f any given function G(u) on S2, the gradient o f G(u) on 

R3 is first calculated and then projected onto the plane orthogonal to u, i.e.,

= n „  grad }G(u)  (5.32)
cu

where r i a denotes projection to the plane orthogonal to u. For any vectors f and g, the 

projection of g onto the plane orthogonal to f can be computed by

n f g = g - f
y

In the case when f is unit vectors, this can be simplified to

(5.33)
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n f g = g - ( f  g)f (5.34)

Hence, the gradient terms in Equation (5.31) can be rewritten as follow

d u .
- d ] (u ^ ,u a) = n aagradi[Up -  u a ]  )=  - 2  r iUo (u^) (5.35)

Therefore, the gradient o f L ( u ; A )  w.r.t. u at ua can be simplified to

d L

du„ fleNa

l l

e ( u  ; a )  e ( u ; / 7 ) ^
- ¿ 1 1 . ( 0  (5.36)

The gradient o f L ( u , A ) w.r.t. A  can be derived easily and is given by

d L _ _  J_ 
d A ~  2 Z i//2(Ua ’Ua ) " l Q l°'2

_ae£l
(5.37)

Based on the above equations, the discrete form o f the First Order Lagrangian method can 

be written as follows:

< ' = « » : + * , - i i . .

i

£ w t% u / ) + A nu 0a
flzNa

A n+' = A n + d ' Z £//2(Ua ’U« ) _ M ° r2
aefl

(5.38)

w h e r e  w t i  -
( 1 1

e ( u - a )  e ( u ; p )

To ensure that uan+l remains on Sz, uun+l is normalised at the end o f each step.-,2 „ n+1
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In theory, the iterative algorithm is considered to have converged when the constraint is 

met, i.e. when the constrained and unconstrained energy terms converged to the same 

value. In practice, this can be ensured by terminating the iterative process when the 

differences in both the constrained and unconstrained energy terms between the current and 

previous iterations and that between the two energy terms are smaller than a predefined 

threshold. After the direction field is restored, the final velocity field is obtained by 

multiplying the unit vectors with the corresponding original magnitudes.

5.3.2 Validations

In order to provide a detailed analysis o f the performance o f the proposed restoration 

method, a set o f 3D CFD data simulating flow in a normal left ventricle and a set o f MR 

flow images were used for validation. To illustrate the effect o f restoration, the winding 

index method for vortex detection was applied to the original and restored MR flow 

images.

5.3.2.1 CFD Simulated Data

The CFD flow simulation was based on a LV structure reconstructed from MR images o f  

the entire LV of a normal subject [197]. A volume mesh that described the internal 

structure o f the flow domain was generated so that the flow domain can be divided into a 

large set o f hexahedral volumetric cells, which were then partitioned into 24 blocks. This 

mesh generation scheme gives a final model that contains 54,230 nodes and 41,000 cells. 

To enable CFD simulation, a higher temporal resolution than that acquired by MR images 

is required. This is achieved by applying cubic spline interpolations to generate 60 meshes 

from the 20 meshes generated from the MR images over the cardiac cycle. With the final 

LV model constructed, the blood flow was simulated by solving the Navier-Stokes 

equations for 3D unsteady laminar flow with prescribed wall motions using CFX4 (AEA 

technology), a finite-volume based CFD solver. The simulation was repeated until a 

periodic solution was reached and the result obtained in the following cycle was used.

A set o f 2D flow data was then extracted from the 3D data at a particular time frame and 

Gaussian noise was added to the velocity distribution and the corresponding noise variance
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in the direction field was then calculated from the noisy velocity data to assess the accuracy 

of the proposed technique.

5 .3 2 .2  MR Velocity Mapping Data

Twelve MR flow velocity data sets acquired from five patients with sequential examination 

following myocardial infarction with consent were selected from seventeen data sets for 

evaluating the proposed flow restoration method. The five discarded datasets were too 

noisy to be used. All images were acquired using a Picker Edge whole body MR scanner 

operating at 1.5T. Cine phase contrast velocity mapping was performed using a Field Even 

Echo Rephasing (FEER) sequence with a flip angle o f 30° and a TE o f  4.4ms. The 

sequence is ECG-gated and velocity encoding was performed on all 3 velocity-axes with a 

velocity sensitivity (VENC) o f 200cm/s. The slice thickness was 10mm and the in-plane 

pixel size is 2mm by 3.125mm, with a field o f view o f 30-40cm. Selected frames acquired 

during diastole from the 12 datasets were used for validation. The datasets have a temporal 

resolution o f 40ms-50ms and the diastolic phase is covered in about 5-10 frames.

5.3.2.3 Winding Index Method

Winding index method is a traditionally used vortex detection method. Winding index is 

the total accumulated directional change for a vector field along a closed path that encloses 

the point o f interest. It can be computed using the equation:

where N is the number of velocity vectors along the path, 6j is the angle formed by a 

vector v, and the x-axis and y/( ) is a phase-wrapping operator that confines the angular 

difference between adjacent vectors within the range { - n ,n ) . If the selected closed path 

encloses a single critical point, the value o f C,«^ will be 1.

After a critical point is extracted by calculating the index, it can be classified by using the 

phase portrait theory. This is accomplished by examining the eigenvalues o f the

(5.39)

129



Chapter 5 - Flow Field Restoration

characteristic matrix A o f each critical point. A critical point is classified as a vortex if the

imaginary parts of the eigenvalues of A are large. Further details on using phase portrait 

theory on classifying critical points are provided in the next chapter.

5.4 Results

5.4.1 CFD Simulated Data

To analyse the sensitivity o f the regularization parameter, the existing variational method 

with various fixed lambda values was used to restore the noisy synthetic data with results as 

shown in Figure 5.1. It is found that when the value o f lambda is set to be the optimal 

value, the restoration result is at its best and comparable to that o f our newly proposed 

method. As expected, when the value o f lambda is too small, the image is over-smoothed; 

whereas when the value o f lambda is too big, the image is under-smoothed. The result 

clearly demonstrates the advantage o f the proposed method in converging automatically to 

the optimal solution without explicitly presetting the regularization parameter.

To verify that the value o f regularization parameter found by the proposed method 

corresponds to the optimal value, experiments with a range o f lambda values were carried 

out and the RMS error o f the results are compared. In Figure 5.2, the optimal value o f  

lambda found empirically coincides with the value obtained by the First Order method, 

justifying the robustness o f the proposed technique.

To assess the convergence behaviour o f  the proposed technique, the constrained and 

unconstrained energy terms and the value o f lambda recorded at each step are plotted in 

Figure 5.3 It is found that both energy terms converge to the same value as expected and 

the value o f lambda converges in a similar behaviour. The rate o f convergence depends on 

the choice o f step size, which is typically o f the order o f 0.01. The algorithm converged 

after approximately 1500 iterations.
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(0 (g)

Figure 5.1 A comparison of the restored images selected from the 21) CFD dataset, which 

simulates flow in a normal left ventricle, with streamline How visualisation (a), with arrow 

plots of the original velocity field (b), with additive noise (c), restored with First Order Method 

(d), restored with lambda fixed at 1.» (over-smoothed) (e), restored with lambda fixed at 3.5 

(optimal) (0, and restored with lambda fixed at 20.0 (under-smoothed) (g).
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Figure 5.2 A plot of the average RMS error against the value of fixed lambda of the restoration 

method for the 21) CFI) dataset as shown in Figure 5.1. The optimal value of lambda found 

automatically by the First Order Method for this dataset is 3.5, which coincides with the value 

determined empirically as shown in this graph.
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(c)

Figure 5.3 Convergence behaviour of the constrained (a) and unconstrained (b) energy terms 

and the value of lambda (c) of the restoration process of the 21) CFD data shown in Figure 5.1. 

(Note the difference in the scales of the two energy terms.)
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Figure 5.4 A comparison of the restored images selected from the 21) CFI) dataset, which 

simulates flow in a normal left ventricle, with arrow plots of the original velocity field (a), 

restored with estimated noise variance = 0.10 (b), restored with estimated noise variance = 0.30 

(actual value) (c) and restored with estimated noise variance = 0.50 (d).
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Figure 5.5 A plot of the average RMS error of the 21) CFD dataset against the estimated noise 

variance. The actual noise variance is 0.30.

To analyse the sensitivity of the restoration method to the estimated noise variance, 

experiments with a range of variance were carried out and the results were compared with 

that of using the known value. Figure 5.4 demonstrates the restoration results with different 

estimated noise variance. It is apparent that the restoration process is not sensitive to the 

estimated noise level within the range of ± 50% of the actual value. As a reference, Figure

5.5 illustrates the RMS errors of the restoration results at various estimated noise variance, 

further justifying the immunity of the restoration result to the selection of a  .

Although the main framework of this study is described for 2D velocity mappings, the 

restoration method can be readily applied to restore 3D How data. To evaluate the 

effectiveness of the proposed method on 3D flow data, the 3D CFD dataset simulating flow 

in a normal left ventricle was used. The visualised streamline plot of the simulated flow at 

a selected time frame during diastole is illustrated in Figure 5.6(a), which depicts the 

formation of a vortex ring in the left ventricle. The proposed method and the existing 

variational method with various fixed A values were applied to restore the noisy flow 

pattern. It is evident from Figure 5.6 that a similar trend to that of 2D flow data can be 

observed. That is, when the value of lambda is set to be smaller than the optimal value, the 

image is over-smoothed; when the value of lambda is too big, the image is under-smoothed.
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Figure 5.6 A comparison of the restored images selected from the 3D dataset, which simulates 

blood How in the left ventricle during diastole, with streamline flow visualisation (a) and arrow 

plots of the original velocity field (b), with additive noise (noise variance = 0.15) (c), restored 

with First Order method (d), restored with lambda fixed at 1.5 (over-smoothed) (e), restored 

with lambda fixed at 3.5 (optimal) (I), and restored with lambda fixed at 7.0 (under-smoothed) 

(g)-
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Lambda

Figure 5.7 Plots of the RMS error against the value of lambda for the 3D CFD dataset.

The corresponding RMS error of the results at various values of lambda were plotted in 

Figure 5.7 and the optimal value of lambda found empirically also coincides with the value 

obtained by the First Order method. In order to assess the convergence behaviour of the 

energy terms and lambda, the values of the constrained and unconstrained energy and 

lambda were plotted against the number of iterations as depicted in Figure 5.8. The graphs 

show that all three values converged after about 5000 iterations in a similar behaviour and 

the two energy terms converged to the same value as expected.
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(a)
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Figure 5.8 Convergence behaviour of the constrained (a) and unconstrained (b) energy terms 

and the value of lambda (c) of the restoration process of the 3D simulated data as shown in 

Figure 5.6. (Note the difference in the scales of the two energy terms.)
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5.4.2 MR Velocity Mapping Data

After validating our method by using the synthetic dataset, the proposed method was 

applied to MR flow velocity data acquired from six patients with sequential examination 

following myocardial infarction. The noise level in this case was estimated from a static 

region o f interest in the image, and was approximated by calculating the variance o f noise 

in terms o f direction when the noise vectors extracted from the static region were added to a 

flow field with a constant velocity that equals to the average o f the selected region o f  

interest.

A sample MR image depicting the four main chambers o f the heart and the flow pattern 

reconstructed from the velocity data are shown in Figure 5.9(a-b). The flow patterns 

obtained using the proposed method with the estimated noise acquired as described above 

is given in Figure 5.9(c), which clearly show that the consistency o f the flow pattern was 

greatly improved with the main features well preserved after restoration. To study the effect 

o f  the choice o f  lambda and the value o f estimated noise on restoration, experiments with a 

range o f fixed lambda value and estimated noise variance were carried out. The results 

with fixed lambda values are shown in Figure 5.9(d-f). As expected, the restored pattern 

with fixed lambda equals to the optimal value is comparable to that with the proposed 

method. When the value o f lambda is too small, the result image is over-smoothed; when 

the value o f lambda is larger then optimum, the image is under-smoothed. When the value 

o f  estimated noise was varied in the range o f +/-50% o f  the calculated value, the restoration 

results were only slightly affected as shown in Figure 5.9(g-h), thus, justifying the 

robustness o f the proposed method with unknown noise level.

To demonstrate the importance o f the restoration step, the traditionally used winding index 

method was applied to extract vortices from the original images from the twelve datasets 

and the corresponding restored images. A sequence o f flow images depicting the two main 

vortices identified by the winding index method with and without the restoration step are 

shown in Figure 5.10. It is obvious from the results that vortices are more readily detected 

if  the original flow image is pre-processed by using the restoration method.
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(g) (h )

Figure 5.9 (a) A horizontal long axis (I1LA) MR image of the left ventricle with the four main 

chambers and the descending aorta are labelled (DA: descending aorta; LA: left atrium; LV: 

left ventricle; RA: right atrium; RV: right ventricle), (b) The flow pattern in the left ventricle 

(the region marked in Figure (a) at the onset of diastole) consists of 1728 vectors, (c-h) The 

restored flow patterns using the proposed method with calculated noise variance = 0.1(c), with 

lived lambda= 5 (optimal) (d), with fixed lambda = 1 (e), with fixed lambda = 20 (0, with fixed 

noise variance = 0.05 (g) and with fixed noise variance = 0.15 (h).
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Figure 5.10 The flow patterns and the extracted vortices at various stages of the diastolic phase 

of the cardiac cycle from one of the patients studied. All extracted vortices are marked with a 

circle, (a-d) The depicted vortices were extracted by using the traditional winding index 

method, (c-h) The flow patterns were first restored followed by vortex extraction with the 

winding index method.
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Data ID

Figure 5.11 The sensitivities of the winding index method with and without a restoration step 

of the MR data.

To analyse the sensitivity of the winding index method with and without a restoration step, 

the number of vortices correctly identified by this method performed prior to and after 

restoration were recorded and compared against the number of vortices spotted visually. 

The sensitivities, defined as the number of vortices correctly identified divided by the 

number of vortices spotted visually, of the two combinations arc given in Figure 5.11. It is 

evident from the chart that with restoration, the winding index method has performed 

consistently better than the others across all twelve datasets, achieving an average 

sensitivity of over 60%, much higher than that of the winding index method.

142



Chapter 5 - Flow Field Restoration

5.5 Discussions and Conclusion

In this chapter, we have proposed a new numerical scheme for the restoration of flow field. 

We have demonstrated that the First Order Lagrangian based restoration method is effective 

in restoring velocity field and that the choice o f the regularization term greatly affects the 

restoration result. Fixing the régularisation parameter renders a major difficulty to the 

practical application of the technique as the restored image may converge to different 

results depending on the parameter settings. With the proposed method, this problem is 

avoided as the optimal value o f this parameter is derived automatically without explicit or 

empirically defined stopping criteria, thus greatly enhancing its practical value.

It has been shown that the optimum performance o f the proposed method relies on the 

correct identification of the noise level o f the image. Because in most restoration 

applications, the exact value o f a  is unknown, an estimated value has to be used instead. 

For MR velocity mapping, the variance o f noise can be estimated from the variance o f  

signal in a region where the velocity is expected to be zero, which typically can be located 

at the chest wall o f the images. It has been demonstrated in this study that the performance 

of the restoration and vortex detection process is not greatly affected by the value of a , 

thus justifying the robustness o f the proposed restoration method for practical applications. 

It is expected that the proposed restoration method is equally applicable to flow field with 

varying local noise variance such as those encountered in parallel imaging.

It is worth noting that the proposed restoration scheme has the advantage that it allows 

extra constraints to be incorporated. With additional constraints, we expect that the 

consistency o f the velocity data can be further improved. One o f the possible constraints is 

the zero divergence constraint based on the law of mass conservation for incompressible 

fluid. This, however, is only applicable to volumetric data and is not suitable for 2D MR 

images. Limited by the prolonged acquisition time, 3D cine MR velocity imaging is still 

not widely used in routine clinical examinations. Nevertheless, with the recent advances in 

echo planar and spiral flow imaging techniques combined with selective volume excitation 

and k-t space interpolation, 3D cine velocity measurement will become clinically applicable 

in the near future. The proposed restoration method can then be served as a vital pre­

processing tool for systematic study of the velocity data.
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In conclusion, we have described a new numerical method for the restoration o f flow field. 

The use o f the First Order Lagrangian method proves to be effective in improving the 

consistency o f the MR velocity data. The convergence behaviour and accuracy o f the 

method evaluated with both simulated and patient data demonstrated the practical value of 

the proposed method.
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Chapter 6
Flow Feature Extraction

6.1 Introduction

Although blood flow patterns have been investigated by both computational modelling [11, 

191], invasive and non-invasive imaging techniques [15, 16], their evolution and 

connection with cardiovascular diseases has yet to be explored. Previous research has 

shown that in order to achieve a comprehensive and integrated description o f  flow in health 

and disease, it is necessary to characterise and model both normal and abnormal flows and 

their effects. This permits the establishment o f links between blood flow patterns and the 

localised genesis and development o f cardiovascular disease.

With the introduction o f MR phase contrast velocity mapping, detailed quantitative analysis 

o f flow patterns is made possible. For MR velocity imaging, direct visualisation or 

quantification o f vector fields is o f limited clinical uses, especially for inter-subject or serial 

comparisons of changes o f flow patterns due to the progression o f disease or in response to 

therapeutic measures. To achieve a comprehensive assessment o f MR flow data, it is 

necessary to generate a compact topological description o f the complex flow patterns such 

that dynamic indices associated with salient flow features can be measured and compared.
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To accommodate the diversity o f flow patterns in relation to morphological and functional 

changes, the approach of detecting salient topological features prior to analytical 

assessment o f dynamical indices o f the fluid has been regarded as an important way 

forward [16], To this end, critical points associated with salient flow features have to be 

extracted such that the remaining flow field and its geometry and topology can be 

compactly described. The practicality o f these feature extraction techniques, however, 

relies greatly on the quality of the MR images. As pointed out in the previous chapter, flow 

velocity images acquired with MR phase contrast velocity mapping are subject to a certain 

amount o f noise that is intrinsic to system hardware setup and specific to patient movement 

in relation to imaging sequence designs. To alleviate this problem, a restoration method 

was developed for improving the overall quality o f MR flow velocity images.

The purpose o f this Chapter is to provide a compact representation o f the entire flow field 

by using a clustering algorithm to partition the dense vector field after restoration. Unlike 

the conventional approaches, we propose to use local linear expansion for the 

representation o f a cluster o f 2D vectors. With this representation, the neighbourhood o f a 

critical point can be compactly described, thus greatly reduces the amount o f  information 

needed to describe complex flow fields while preserving intrinsic flow details. Another 

advantage o f using this representation is that given a cluster, the approximation of the 

original vectors can be easily deduced from the analytical description o f the vector fields. 

We demonstrate in this Chapter that with the proposed flow abstraction technique, critical 

points can be more easily and accurately extracted by subsequent processing steps. After 

the critical points are extracted, phase portrait theory can be applied to separate them into 

attracting/repelling focuses, attracting/repelling nodes and planar vortex [219, 220]. 

Comparison to the traditional approach o f vortex detection with winding index [16, 221] is 

also provided, demonstrating the much-improved sensitivity o f  the proposed technique.

6.1.1 Flow Field Abstraction

Both in MR and in CFD, the flow data to be analysed is typically o f large size and high 

complexity. To facilitate quantitative comparison, there is a need for generating an abstract 

representation of the flow field. Helman and Hesselink [222] introduced the idea o f  

simplifying a vector field by visualising its topology. Their methods involve the extraction 

and classification o f critical points o f vector fields and the computation o f streamlines
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emanating from saddle points. These streamlines separate the vector field into disjoint 

regions, thus providing a simplified view o f the topology of the vector field.

Since then, there has been extensive research in compressing or simplifying a complex flow 

field in the fluid dynamic community, mainly for visualisation purposes [223-227], Two 

different approaches involving topology simplification and topology preserving have been 

developed. With the topology simplification approach, a flow field is compressed by 

simplifying the topology. This approach is particularly useful for flow data containing 

turbulent flows with complex topology. The topology preserving approach aims to 

compress a flow field while preserving the critical points and is generally suited for smaller 

dataset with less complex flows.

6.1.1.1 Topology simplification

Topology simplification methods usually involve the removal or merging o f minor critical 

points. De Leeuw et al. [224] used a filtering mechanism to prune minor critical points. 

The filtering criterion is based on an area metric that measures the influence region o f  a 

critical point. Tricoche et al. [223] proposed another method, where simplification is 

achieved by merging critical points within a prescribed radius into higher order critical 

points. This method has the advantage that the simplified result can be easily visualised by 

using existing visualisation techniques.

6.1.1.2 Topology preserving compression

Most o f the topologically preserving compression methods are based on hierarchical 

clustering. They can generally be divided into two categories: a top-down strategy and a 

bottom-up strategy. In both cases, a hierarchical tree is generated to represent the vector 

field. Heckel et al. [225] used a top-down approach where a discrete vector field is 

segmented into a disjoint set o f clusters. Initially, it starts with a single cluster containing 

all the vector data and then at each step, the cluster with the highest associated error is split 

into two clusters. The bisection plane is selected using principal component analysis, and 

the error measure depends on the differences in the streamlines generated in the original 

field and the simplified field.
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Telea et al. [226] used a bottom-up clustering approach. Initially every cell, each 

containing a single vector, belongs to its own cluster. The clusters are then recursively 

merged using a cost function until there is only one cluster left. The cost function is based 

a composition of the direction and magnitude error and the position error. Lodha et al. 

[227] used the same clustering approach as Telea et al. but with a different error metric to 

preserve topology o f the vector field. In their approach, the topology of the vector field 

needs to be pre-computed and two additional error measures are used, involving either the 

local node importance error or the global Earth Mover Distance (EMD) error. The node 

importance error is added especially for the preservation of topology. Topology 

preservation is achieved by assigning a high value o f “node importance” to critical points 

and their neighbours, a low value to all other nodes such that the cost of merging a critical 

point with a non-critical point is high and hence not preferred. The EMD [228, 229] is a 

measure o f the global topology, which is defined as the cost for moving a set o f critical 

points from one vector field to another.

More recently, Garcke et al. [230] have proposed a continuous clustering method based on 

the Cahn-Hilliard model for the simplification of vector fields. This technique is 

effectively a bottom-up method in which a multi-scale vector field representation is built by 

merging neighbouring cells in a continuous manner. Generally speaking, all these methods 

use a single vector to represent a cluster and are well suited for visualisation purposes, 

however, given a set o f  such clusters, it is difficult to recover the original vector field.

6.1.2 Vortex Detection

Vortex is a complex flow feature and the analysis o f vortices plays an important role in the 

study o f fluid dynamics. In aerodynamics, vortices can produce undesirable effects such as 

reduced lifting on wings and hence it is a vital feature to be considered in aeroplane design 

[231]. In oceanography, the evolution o f vortices also plays an important role in ocean 

circulation. In medicine, vortical motion is known to exist in the diastolic phase o f the 

cardiac cycle and its evolution over different phases o f  the cardiac cycle can provide 

important insight into the health status of the heart. It has been suggested that vortices in 

the left ventricle may help avoiding left atrial stasis and facilitating the closure o f the mitral 

valve.
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Detecting vortex in fluid flow is a difficult task because there is no unified definition of a 

vortex, which is usually identified by its swirling flow pattern. A wide range of methods 

has been developed. Some methods based on physical quantities such as pressure and 

velocity gradient at fixed sample points o f the flow domain. As for detecting vortices in 

velocity vector field, most methods are based on the concept o f critical points. Critical 

points are points at which the velocities vanish. They can be characterised into 

attracting/repelling focuses, attracting/repelling nodes and planar vortex by using phase 

portrait theory [219, 220]. Alternative methods that based on the analysis o f winding angle 

or curvature o f streamline, and the global topology of the flow patterns are also available.

Winding index method, also called the winding angle method, is commonly employed for 

detecting vortices in 2D flow [221], The winding angle is defined as the total directional 

changes along a closed path surrounding a point and it should equals ± 2/r if it the path 

encloses a critical point. In which case, the corresponding winding index should equal ± 1. 

This method has been combined with phase portrait theory for detecting vortical flow 

patterns in MR velocity data [16].

Sadarjoen et al. [232] approached the problem by identifying circular path or streamlines 

in velocity field. Two methods were proposed. The first method is based on the concept o f  

winding-angle in the selection o f streamlines that belong to a vortex by ensuring that the 

selected streamlines have a winding-angle o f a multiple o f 2n, and that the starting and final 

point o f the streamline are relatively close. Afterwards, these selected streamlines are 

clustered such that those belonging to the same vortex are grouped together. The second 

method is known as the curvature centre method, which detects 2D vortices by finding the 

centre o f curvature o f the streamline through the sample points within a box-shaped 

window. If the window contains a vortex, the centre points would be clustered near a point, 

otherwise, the centre points would be scattered. This method works well on circular 

vortices but fails to locate elliptical vortices.

Alternatively, Brandt et al. proposed a 3D template matching strategy to detect vortex 

[233]. Idealised vortex patterns were first defined and a similarly measure is used to 

compare a vector field with the idealised patterns. The similarity measure is computed by 

convolving oriented templates o f a 3D vortex core pattern with velocity data. Isosurfaces
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are then derived by thresholding the similarity data. This method has been applied to detect 

a vortex ring inside an in vivo left ventricle depicted in 3D MR velocity data.

6.2 Flow Feature Extraction Based on Abstraction and 

Phase Portrait

6.2.1 Flow Field Abstraction

For the work reported in this thesis, the original flow field is partitioned into a set o f flow 

regions, each containing a cluster o f vectors. A crucial factor to a good abstraction 

algorithm is the choice o f the representation for a cluster o f  vectors. In our study, local 

linear expansion of the velocity vectors is employed to represent a cluster o f 2D vectors. 

This representation is effectively the same as using two planes with limited scopes, one for 

each velocity component, to locally represent the cluster o f vectors. The choice o f  using 

planes to represent a flow field is particularly suitable for regions near critical points, and 

thus this abstraction technique intrinsically preserves critical points and provides a good 

foundation for the identification of critical points.

To partition the flow field, we apply a hierarchical clustering algorithm to merge individual 

flow vectors into clusters through an iterative process. The planes are fitted automatically 

by using a least squares fitting method and the fitting error, E(C), for each cluster C  is 

defined as the total squared distance between the data points and the plane. Subsequently, 

the cost o f merging two clusters, Ct and C2, to form a new cluster Cnew is defined as:

M e r g e C o s t ( C x, C2) = E ( C new) -  [£(C,) + £(C2)] (6.1)

Initially, each vector forms its own cluster and the neighbouring vectors are used to 

approximate the local linear expansion of this cluster. Subsequently, the associated cost of 

merging a pair o f clusters is calculated and stored in a pool for each pair o f neighbouring
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clusters. After the initialisation step, the following steps are repeated until all clusters are 

merged to form one single cluster that contains the entire flow field. Firstly, the pair of 

clusters with the smallest merging cost in the pool is selected and merged to form a new 

cluster. Then, the cost o f merging the newly formed cluster with its neighbours is 

calculated and inserted into the pool. By repeatedly merging clusters, a hierarchical tree is 

constructed in the process, as illustrated in Figure 6.1. In this figure, each node represents a 

cluster and its children represent its sub-clusters. Once the hierarchical tree is constructed, 

abstract flow field at various compression ratios can then be obtained from this tree 

efficiently.

Figure 6.1 A diagram illustrating how a hierarchical tree is built from six initial vectors. The 

corresponding abstraction ratio is shown on the right.

With the proposed cluster representation, either one or none critical point can be extracted 

from each cluster, hence the number of critical points that can be extracted from an abstract 

flow field varies with the compression ratio (i.e. the number o f clusters needed to represent 

the entire flow field). At low compression ratios, the critical points extracted directly from 

all clusters would clutter together around the actual location o f all real critical points and 

therefore further processing is needed to determine the actual number o f critical points and 

their corresponding location. Details o f the post-processing algorithm are given in the 

following section. At high compression ratios, some or all critical points may be merged 

and disappeared. In other words, the choice o f compression ratio affects the accuracy o f
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our vortex detection algorithm. In this study, the optimal compression ratio is obtained by 

increasing the compression ratio from a fixed ratio until the extracted critical points do not 

clutter together.

6.2.2 Vortex Detection based on Phase Portrait

The detection o f vortices and other salient flow features in vector fields can be 

accomplished by using phase portrait theory [234, 235], which is a useful tool for analysing 

the qualitative behaviour o f non-linear dynamical systems . If we express the velocity 

components o f a velocity vector as a pair o f coupled first-order equations as below:

u =  P(x, y )  

v = Q (x ,y )
(6.2)

where P(x, y) and Q(x, _y) are continuously differentiable functions and x and y  are the 

coordinates in the (x, y) plane, the solution to this system o f equations may be plotted in the 

(x, y) plane, known as phase plane, and the collection o f trajectories o f the system, known 

as the phase portrait, describes the flow pattern o f the velocity field. In this system, critical 

points are points at which the magnitude o f the vector vanishes, that is, when velocity is 

zero. By assuming that in the region of a critical point the equations P(x,y) and Q{x,y) are 

linearisable, they can be expressed in matrix form

u _ " n ".2

1-----0X1H\____

V .«21 "2 2 . _ y - y 0_
= 4 * - * o )

where A is the Jacobian matrix o f the critical point defined as:

(6.3)

d{u,v)
d {x ,y )

W o

du du
dx dy
dv dv

ax dy .

(6.4)
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The two eigenvalues, X| and X2, o f  matrix A govern the qualitative behaviour o f the system 

and can be used to classify the critical point. If both X\ and X2 are real and have equal sign, 

the portrait describes an attracting node or a repelling node. If Xi and X2 are real and are o f  

opposite sign, the portrait describes a saddle point. If A,, and X2 are complex, the portrait 

describes a centre if  A.j and X2 are pure imaginary, or a repelling or attracting focus 

otherwise. The classification o f  critical points is given in Figure 6.2.

With the proposed local linear expansion representation, the location (x0, yo) o f the critical 

point in a cluster can be computed at sub-pixel accuracy by solving the following set of 

equations:

where u and v are the velocity components, x and y  are the coordinates o f the velocity 

vector and A, B and C are constants. After the critical points are extracted, phase portrait 

theory described above can be applied to separate them into attracting/repelling focuses, 

attracting/repelling nodes, planar vortex, or saddle by solving for the eigenvalues o f the 

Jacobian matrix. For vortices, the associated eigenvalues will have large imaginary values.

The traditionally adopted method o f  winding index is sensitive to image noise as one single 

noisy vector can cause the method to fail. With the proposed flow field abstraction method, 

this problem is naturally avoided as each vortex is derived from the velocity planes, which 

are, in turn, derived from a cluster o f velocity vectors.

(6.5)
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A ttr a c t in g  F o c u s  

Ax a n d  A2 a r e  im a g in a r y ,  

R e (A ,)  < 0  a n d  R e (A 2)  <  0

R e p e ll in g  F o c u s  C e n tr e

A, a n d  A2 a r e  im a g in a r y , A, a n d  A2 a r e  p u r e  im a g in a r y  

R e ( / l , )  > 0  a n d  R e ( / l2 ) > 0

A ttr a c t in g  N o d e  

Ax a n d  A2 a r e  r e a l a n d  < 0

R e p e ll in g  N o d e  

A, a n d  A2 a r e  r e a l a n d  > 0

S a d d le

Ax a n d  A2 a r e  r e a l,

Ax >  0 a n d  A2 < 0

F ig u r e  6 .2  C la s s i f ic a t io n  c r it e r ia  o f  c r it ic a l  p o in ts . Ax a n d  A2 a r e  th e  e ig e n v a lu e s  o f  th e  

c h a r a c te r is t ic  m a tr ix  A  a s  d e f in e d  in  E q u a t io n  6 .3 . R e ( - )  d e n o te s  th e  r e a l p a r t  o f  e ig e n v a lu e s  

a n d  I m (- )  d e n o te s  th e  im a g in a r y  p a r ts .

6.2.2.1 Voting

With the proposed abstraction method, the neighbourhood of a vortex maybe partitioned 

into two or more clusters, each containing one vortex. In this case, two or more vortices 

referring to the same vortex would be identified in the region where there should be only 

one vortex. To resolve this issue, post-processing is needed to select the best candidate 

from a group o f potential vortices.
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A simulated velocity field depicting a vortex as shown in Figure 6.3(a) was used to 

illustrate this idea. First, the proposed abstraction algorithm was applied to generate an 

abstract flow field at 99% compression level, i.e. the entire flow field was partitioned into 3 

clusters. The dense vector field reconstructed form this abstract flow field overlaid on the 

corresponding cluster map depicting the cluster boundary was shown in Figure 6.3(b). 

Then phase portrait method was employed to extract vortices from the three clusters and the 

extracted vortices were shown in Figure 6.3(c). It is obvious that there should be only one 

vortex in the flow field but three vortices, which were cluttered together, were found using 

the proposed method.

A simple voting algorithm is adopted to select the best candidate from a group of cluttered 

vortices in this study. First, the mean position (xmea„, y mea„) o f  all vortices in the same group 

G is calculated using the size o f the cluster as a weighting factor. It is defined as:

( \

v  mean '  T  mean v F "|2 X  *Ic4 v P i Z a  *|c>-.
V v'cG VteG

(6.6)

where Cv denotes the cluster from which vortex V is derived, |CV| denotes the size o f the 

cluster and xv and y v denote the x and y coordinate o f vortex V. After the mean position is 

computed, all vortices in the group are compared to the mean value and the one with 

position nearest to the mean is selected with the rest discarded.
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Figure 6.3 A simulated vortical flow pattern illustrating the effect of vortex voting, (a) Dense 

vector field of the region containing one vortex, (b-d) The vector field reconstructed from the 

abstract How field at 99% compression level (3 clusters) overlaid on the corresponding cluster 

map delineating the cluster boundary, (c) The three vortices (marked with circles) derived 

from the three clusters by applying phase portrait method, (d) The selected vortex (marked 

with circle) after voting.

6.2.3 V alidations

6 .2 .3 .1  C F D  S im u la te d  D a ta

The set of 2D CFD data simulating flow in the left ventricle as described in Chapter 5 was 

used to validate the abstraction and vortex detection method. The effect of restoration on 

the proposed abstraction and vortex detection method was studied.
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6 .23 .2  MR Velocity Mapping Data

The twelve sets of MR flow velocity data described in Chapter 5 were used here for 

evaluating the effectiveness o f the proposed flow abstraction and vortex detection method. 

The effect o f restoration on the proposed method on abstraction and vortex detection was 

also studied by using the MR flow data.

6.3 Results

6.3.1 CFD Simulated Data

The 2D CFD flow data was used to analyse the performance o f our proposed flow 

abstraction algorithm. A number of abstract flow fields at various compression ratios were 

generated for each flow field and the abstract flow fields were then used to reconstruct the 

original flow field. The reconstructed flow fields were compared to the original 

uncompressed flow fields as shown in Figure 6.4. It is evident that with the proposed local 

linear representation, the flow pattern and the salient flow features were well preserved in 

the abstract flow field even at a very high compression ratio, typically up to 90% and in the 

sample shown in Figure 6.4, up to 98%. As a reference, the cluster map delineating the 

cluster boundaries o f  the abstract flow field at 98% compression ratio was provided in 

Figure 6.4(f). The results show clear evidence that with a suitable representation, a complex 

flow field can be accurately represented in a much more compact way. For reference 

purposes, the corresponding RMS errors o f the velocity vector field (normalised with Venc) 

at different compression ratios were provided in Figure 6.5.
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(d) (e) ( f)

Figure 6.4 Flow abstraction results, (a) The original flow pattern, consisting 3536 vectors, in 

the left ventricle of the 2D CFD dataset, (b-e) Dense vector fields reconstructed from the 

abstract flow fields at 75%(b), 85%(c), 95%(d) and 98%(e) compression, (f) The cluster map 

delineating the cluster distribution at 98% compression level (71 clusters).

200cm/s
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Figure 6.5 The RMS error in the velocity field (normalised with VlTlc)of the abstract flow fields 

at various compression ratios of the simulated flow field show n in Figure 6.4.

To analyse the performance of combining the restoration and abstraction method, the same 

set of experiments was repeated with the 2D CFD flow data restored using our proposed 

method described in Chapter 5. A number of abstract flow fields at various compression 

ratios were generated for each restored flow field and the abstract flow fields were then 

used to reconstruct the original flow field. The reconstructed flow fields were compared to 

the original noise-free flow fields as shown in Figure 6.6. The results again show that the 

flow pattern and the salient flow features were well preserved in the abstract flow field 

even at a very high compression ratio. For reference purposes, the RMS errors of the 

directional field and velocity vector field (normalised with Venc) at different compression 

levels were provided in Figure 6.7.
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Figure 6.6 Flow patterns demonstrating the effect of restoration and abstraction on a noisy 

dataset, (a) The original flow pattern in the left ventricle of the 2D CFD dataset, (b) The noisy 

flow field, (c) The restored flow field. (d-Q Dense vector fields reconstructed from the restored 

abstract flow fields at 75% (d), 85% (e) and 95% (f) compression.
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(a)

(b)

Figure 6.7 The corresponding RMS error in the directional field (a) and the velocity vector 
field with velocity normalised with V,.nc (b) of the abstract flow fields depicted in Figure 6.6.
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Winding Restoration Abstraction Restoration 
Index + Winding +

Index Abstraction

Figure 6.8 The overall sensitivity and specificity of the Winding Index method and the 

proposed vortex detection method with and without a restoration step of the 2D CFD dataset. 

Fhc abstraction method achieved a much higher sensitivity than the winding index method 

both with and without the restoration step.

To validate the new vortex detection method and demonstrate the importance of the 

restoration step, the proposed method and the winding index method were applied to the 

noisy images and the corresponding restored images and the number of vortices correctly 

and falsely identified by these two methods were recorded and compared against the 

number of vortices spotted visually. The sensitivity and specificity measures used here are 

slight variants of the ones commonly used and are defined as follows:

_ N o. o f  V o r tic e s  C o r r e c t ly  I d e n tif ie d  ,
Sensitivity = ------ ---------------------- -------- --------x 100%

No. o f  Vortices Spotted  Visually

(6.7)
„ . N o. o f  V o r tic e s  C o r r e c t ly  Id e n tif ie d
S p e c if ic i ty  = ------------------- - ----------------------- -----------------------------xl00%

T o ta l no. o f  V o r tic e s  Id e n tif ie d  (C o r r e c t + F a ls e  o n es)
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The sensitivities and specificities o f different combinations o f pre-processing are compared 

in Figure 6.8. It is evident that the proposed abstraction method achieved a much higher 

sensitivity than the winding index method. The result also showed that with the restoration 

step, both the sensitivity and specificity o f the winding index method improved 

significantly, whereas for the abstraction method, only the specificity was further improved.

To assess the sensitivity o f the vortex detection framework on the value o f the estimated 

noise variance and lambda for the restoration process, the proposed vortex detection 

method was applied to flow fields restored with different values of estimated noise variance 

and lambda. The sensitivity and specificity versus estimated noise variance were plotted in 

Figure 6.9, which shows that within a range o f ± 50% o f the actual noise variance, the 

sensitivity maintains a high value o f nearly 90% and reaches its maximum when the actual 

noise variance is used, whereas the specificity increases with the estimated noise variance, 

indicating the possible side effect o f over-smoothing. The sensitivity and specificity versus 

lambda were given in Figure 6.10, which shows that the sensitivity reaches its maximum 

when the value o f lambda equals to the optimal value found by the proposed method and 

drops as the value o f lambda deviate from the optimal value.

Finally, to evaluate the effect o f compression ratio in the abstraction process on the vortex 

detection framework, experiments were carried out with various fixed compression levels 

and the corresponding sensitivity and specificity o f the proposed vortex detection method 

were recorded and plotted in Figure 6.11. It has been shown that the sensitivity remains 

consistent at a value o f nearly 90% with increasing compression rate, giving strong evident 

that the vortex detection result does not vary with the compression rate. On the other hand, 

the specificity improves gradually with compression ratio, indicating that at low 

compression level, the effect o f noise is more significant and introduces a higher false 

identification rate with lower specificity.
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Estimated Noise Variance

Figure 6.9 The overall sensitivity and specificity of the proposed vortex detection method with 

varying estimated noise variance in the restoration step for the 2D CFD dataset. The actual 

noise variance was 0.30.

Figure 6.10 The overall sensitivity and specificity of the proposed vortex detection method with 

varying lambda in the restoration step for the 2D CFD dataset. The optimal lambda was 3.5.
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Figure 6.11 The overall sensitivity and specificity of the proposed vortex detection method with 

varying compression level in the abstraction step for the 21) CFD dataset. The optimal 

compression level ranges from 90% to 98% for this dataset.

6.3.2 3D Extension

The proposed flow abstraction method has been extended to 3D and an effective 

visualisation method was especially designed to display the clustering results [236], The 

essence of this visualisation method is to selectively display streamlines using correlation 

information of streamlines and clusters. Firstly, streamlines are grown from equally spaced 

points throughout the image and each streamline passes through one or several clusters. A 

streamline “correlation” matrix Cciusler is then built by computing the ratio between common 

clusters occupied by streamlines and the total number of clusters panned by each 

streamline:

C c lu s ,A e ^ )  =

r (e , v) 
y ( e ) (6.8)

where r ( e ,  v)  is the number of clusters occupied by both streamlines e and v and y ( e )  is 

the total number of clusters occupied by streamline e.
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After the correlation matrix is created, the total “correlation” Tciusler(e) of each streamline is 

computed:

Tch,U, 0 )  =  X  C duster V ) „  ())

where E  denotes the set of all streamlines. By setting a threshold on the value of total 

correlation, the most representative streamlines can then be selected. Users can 

interactively choose the threshold value in the process. Figure 6.12 shows the visualised 

results of a 3D CFD dataset.

Figure 6.12 A 31) simulated How data visualised using a combined flow abstraction and 

selective visualisation method with various total correlation threshold values, (a) All 

streamlines are shown, (b) Max Tdus,er(c) =  20. (c) Max Tdusl„ (e )  = 10. (d) Max Tclus,„(e) = 5.
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6.3.3 MR Velocity Mapping Data

A sample MR image depicting the four main chambers o f the heart and the flow pattern 

reconstructed from the velocity data are shown in Figure 6.13(a-b). To illustrate the effect 

of restoration and abstraction, the flow patterns obtained after restoration and that followed 

by abstraction are also given in Figure 6.13(c-d), which clearly show that the consistency of 

the flow pattern was greatly improved with the main features well preserved after 

restoration and abstraction. For reference purposes, a cluster map superimposed on the 

velocity vectors is also included to depict the boundary o f clusters. The average processing 

time for the entire restoration and abstraction process for a typical MR flow image, such as 

the one shown in Figure 6.13, is approximately 28 seconds on a PC with a Pentium III 

1GHz processor with 256M RAM.

To validate the new vortex detection method and demonstrate the importance o f the 

restoration step, the proposed method and the winding index method were applied to the 

original images from the twelve datasets and the corresponding restored images. A 

sequence o f flow images depicting the two main vortices identified by the proposed flow 

abstraction method and the winding index method with and without the restoration step are 

shown in Figure 6.14. It is obvious from the results that vortices are more readily detected 

if the original flow image is pre-processed by using the restoration method. The results 

shown in Figure 6.14 also indicate that the proposed flow abstraction method, together with 

restoration, performed better than the traditional winding index method.

167



Chapter 6 - Flow Feature Extraction

Figure 6.13 (a) A horizontal long axis (HLA) MR image of the left ventricle with the four main 
chambers and the descending aorta are labelled (DA: descending aorta; LA: left atrium; LV: 
left ventricle; RA: right atrium; RV: right ventricle), (b) The flow pattern in the left ventricle 
(the region marked in Figure (a) at the onset of diastole) consists of 1584 vectors, (c) The 
restored flow pattern, (d-e) Dense vector fields reconstructed from the abstracted flow fields at 

95% compression level (79 clusters) and the corresponding cluster map delineating the 
boundary of clusters.
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Figure 6.14 The flow patterns and the extracted vortices at v arious stages of the diastolic phase 

of the cardiac cycle from one of the patients studied. All extracted vortices, including minor 

and misclassified vortices, are marked with circles where the major vortices are highlighted 

with an arrow to indicate its rotational direction, (a) The depicted vortices were extracted by 

using the traditional winding index method, (b) The flow patterns were first restored followed 

by vortex extraction with the winding index method, (c)-(d) The flow patterns were 

reconstructed from the abstract flow field at 95% to 98% compression using the flow 

abstraction method with and without the preceding restoration step, followed by the new 

vortex detection algorithm. The results shown in (b) and (d) are restored using the proposed 

First Order method with 500 iterations.
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To analyse the sensitivity o f the two vortex detection methods, the number o f vortices 

correctly identified by these two methods performed prior to and after restoration were 

recorded and compared against the number o f vortices spotted visually. The sensitivities, 

measured against the number of vortices spotted visually, o f the four combinations are 

given in Figure 6.15. It is evident from the chart that the method of combining restoration 

and abstraction has performed consistently better than the others across all twelve datasets, 

achieving an average sensitivity o f nearly 90%, much higher than that o f the winding index 

method.

Although the proposed vortex detection method has achieved a much higher sensitivity than 

the traditional method o f using winding index, some unwanted vortices, either minor 

vortices or false identification, are identified along with the major vortices as shown in 

Figure 6 .14(d). This problem can be rectified by applying a tracking algorithm to track the 

two main vortices. To achieve this, the two main vortices were first identified manually in 

the time frame where they first appear, then a tracking algorithm which locates the nearest 

neighbour with the same rotating direction in the next time frame were applied to track the 

two main vortices through the image sequence. In this way, the two main vortices can be 

located and all the unwanted vortices can be filtered out. A tracking algorithm based on 

relaxation labelling is introduced in the next chapter.
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Data ID

Figure 6.15 The sensitivities of the proposed vortex detection method and the winding index 

method with and without the restoration step for the twelve MR flow image data sets studied. 

The method of combining restoration and abstraction has performed consistently better than 

the others across all twelve datasets, achieving an average sensitivity of 93.1%, much higher 

than that of the winding index method.
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6.4 Discussions and Conclusion

In this Chapter, we have shown that the proposed flow abstraction method together with the 

vortex detection algorithm is effective in detecting vortical flow features with much 

improved sensitivity than that o f the winding index method. It was shown that the 

proposed method achieved the best result when combined with the restoration approach 

described in Chapter 5. The sensitivity o f the proposed vortex detection technique on the 

estimated noise variance and lambda was compared, and the results showed that sensitivity 

depended more on the value o f lambda than estimated noise variance. This justifies the 

robustness o f combining restoration with flow field abstraction and vortex detection.

It was also shown that the proposed method achieved a high sensitivity irrespective o f the 

compression ratio chosen in the abstraction step, indicating that the choice o f compression 

ratio does not affect the apparent accuracy o f our method and hence can be conveniently 

fixed. It must be noted that this can potentially be coupled with a decreased specificity in 

that some unwanted vortices might be wrongly identified. This, however, does not pose a 

major problem to our study as these vortices can be filtered out by applying the tracking 

algorithm as will be described in the next chapter. In conclusion, we have described a new 

framework for the restoration, abstraction, and extraction of flow features. The method 

allows accurate quantification o f dynamic indices associated with salient features so that 

inter- and intra-subject comparisons can be easily performed. The use o f the First Order 

Lagrangian method proves to be effective in improving the consistency o f  the MR velocity 

data and the proposed flow abstraction technique greatly reduces the amount o f data 

required to encode the velocity distribution, which permits an analytical representation of  

the flow field from which critical points associated with salient flow features can be 

accurately extracted.
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7.1 Introduction

In the previous Chapter, we have shown that vortical motion in diastole is a salient flow 

feature and its evolution over time can provide important insight into the health status o f  

the heart. Previous study has shown that there are significant differences in flow pattern 

topology between normal subjects and patients with dilated ventricle [16]. The difference is 

manifested not only in general flow pattern such as the formation and propagation of 

vortices, but also in its dynamics over the cardiac cycle. To allow for a detailed study on 

the evolution of vortices, it is desirable to track salient flow features to examine its 

temporal characteristics.

Tracking techniques for time resolved image sequences have found a wide range o f  

applications, particularly in the field o f computer vision. Common applications include 

motion tracking in video stream, contour tracking in image sequence and cloud tracking in 

meteorological satellite images. To accommodate the wide variety o f problems associated 

with different applications, a number o f techniques have been developed. They include 

Hopfield neural network [237], image warping, condensation algorithm [238] and
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correlation relaxation labelling [239], Most o f the techniques available require a large 

training dataset and are, therefore, not suitable to this study because the image sequence 

typically contains 10 or less time frames.

For tracking vortices over time, the simplest method is the nearest neighbour approach 

which identifies the nearest vortex with the same rotation direction in the next time frame. 

This method is based on the assumption that vortices do not move drastically between 

consecutive time frames. The technique is simple to implement but has a major drawback 

that it fails to work when there is a missing vortex in any o f the time frames, usually due to 

image noise.

Reinders et al. [240] has proposed a feature-based tracking algorithm for tracking time- 

resolved 2D vortices. First, a number o f  features o f the vortex are extracted and then these 

features are used in the tracking algorithm. The selected features are the position, size and 

rotational direction of the vortices. Each feature is associated with a set o f attributes that 

helps to further define the correspondence between them. Subsequently, a correspondence 

function is defined for each attribute, which measures the similarity between a candidate 

and the prediction. The correspondence between two features can be defined as the 

weighted sum o f all the correspondence values o f its attributes. By computing the 

correspondence value o f  a candidate feature and a prediction, one can define whether or not 

there is a match. In a later study by the same authors [241], the tracking method was 

applied to first construct 3D vortex tube by tracking vortices in a stack o f 2D planes and 

then to track the 3D vortex in a time-resolved data sequence. However, this method has 

only been validated using simulated data, which is free from image noise, and its 

practicality in real-life flow data is limited because the problem of missing vortices in noisy 

dataset was not addressed.

To overcome the drawback of the existing vortex tracking methods, a probabilistic 

relaxation technique can be used. In this chapter, we shall describe a vortex tracking 

algorithm that is formulated as a relaxation labelling problem in which each vortex is 

assigned a label, namely “connected” or “not connected”. Relaxation labelling is a formal 

method o f expressing low-level contextual information and applying them to extract high- 

level image features such as edges, lines and segments [242]. It is an effective technique 

for incorporating contextual information and has been applied to many areas o f  image
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analysis and computer vision. In image analysis applications, the basic elements o f the 

relaxation labelling method are a set of objects such as pixels or line segments in the 

context o f vision and a set o f labels for the objects. The labelling schemes are normally 

probabilistic in that for each object, probabilities are assigned to each and every label in the 

set initially basing on the estimated likelihood of the label being the correct one for the 

given object. Subsequently, a probabilistic approach is used to adjust the probabilities 

iteratively by taking into account the probabilities associated with neighbouring objects.

7.2 Relaxation Techniques

7.2.1 Technical background

The first practical use o f relaxation technique was the computation of stresses in braced 

frameworks. Nowadays, relaxation technique has found a much wider range of 

applications. In the field o f image analysis and computer vision, this technique has been 

used for interpreting high-level objects using low-level contextual information. Typically, 

the identification of a high-level object is based on a set o f measurements that are related to 

the object itself. This object-specific information is usually not sufficient for unambiguous 

interpretation of the object and therefore, the inter-relationship among objects within the 

same image domain may be used to reduce the ambiguity. In essence, each object can be 

considered as a source o f contextual information for interpreting other objects. A relaxation 

process therefore incorporates this contextual information and iteratively updates the object 

labels so that a consistent interpretation can be obtained without violating the constraints 

imposed.

There are many types o f relaxation techniques available and the two most common ones are 

probabilistic relaxation, also called relaxation labelling, and stochastic relaxation. 

Probabilistic relaxation process is essentially a labelling process, hence the name relaxation 

labelling. A relaxation labelling problem consists o f a set o f objects, a set o f possible labels 

for each object and a set o f neighbourhood relationship specifying the constraints among 

the objects. A solution to such a problem is in effect a consistent assignment o f labels to
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the set o f objects without violating the constraints. The classical algorithm and the 

probabilistic framework shall be discussed in more details in Section 7.2.2.

Stochastic relaxation technique, also referred to as simulated annealing, is a statistical 

mechanics technique that has been introduced to solve complex optimisation problem. 

During the relaxation process, a random element is introduced into the iterative scheme to 

prevent the result from being trapped in local minima. With simulated annealing, the value 

of the random element is made to depend on a 'temperature'. As the temperature increases, 

larger disturbances are input to the system, when it is reduced, the process converges and 

the optimal result is reached. German et al. [243] have shown that simulated annealing can 

be employed in image restoration problem with low signal-to-noise ratios. With this 

approach, the pixel grey levels and the orientation o f edges are mapped to the states of 

molecules in a lattice-like physical system, which are then updated using the simulated 

annealing algorithm until the result converged. However, this technique falls out o f scope 

of this thesis and will not be discussed further.

7.2.2 Relaxation Labelling Algorithm

The initial work in relaxation labelling was done by Waltz [244], in which the problem of 

line drawing interpretation for a set o f polyhedra was studied. An unambiguous 

interpretation o f the line segments was derived by sequentially filtering out inconsistent 

connected label pairs. Rosenfeld [245] popularised Waltz’s approach by demonstrating that 

the method could be carried out in parallel and subsequently implemented as a network o f  

processors, each associated with one object. Since then, relaxation labelling method has 

drawn a considerable amount o f interests.

The basic elements in a labelling problem are: 1) a set o f objects, 2) a set o f labels for each 

object, 3) connectivity relation of the objects and 4) a set o f constraints defined over labels 

at pairs o f connected objected. The solution to such a problem comes in two forms, either 

only a single label is assigned to an object, or a set o f labels, each with a probability o f  

belonging to an object, can be associated with an object. The former is referred to as a 

discrete relaxation labelling whereas the later one is a continuous one. In a discrete 

formulation, the constraints are represented as a logical compatibility function, i.e. each
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pair o f labels is either entirely compatible or incompatible. The continuous relaxation 

scheme, on the other hand, allows greater flexibility in the constraints by replacing the 

logical compatibility values with real value that express the relative preferences o f  

compatibility. This feature has increased the general applicability o f the continuous 

relaxation framework. Our discussion will focus on the continuous framework.

To describe the relaxation labelling process, we first introduce the essential notations. We 

denote:

where N is the number of objects, M the number o f labels, and Cii denotes the connectivity 

relation o f the object o, , i.e. the set o f neighbour o f  o , . The goal o f the relaxation 

labelling process is to assign labels to objects oi for all / using measurements X i taken 

from the objects o , . The constraints are represented as a set o f compatibility functions 

that give the support for labelling oi with A, from labelling o ( with Ak:

In general, the value o f all the compatibility functions ranges from -1 to 1, with negative 

value representing inconsistency, 0 representing no connection and positive value 

representing consistency. Specifically, in the discrete formulation, this value will be either 

1 or 0. The label assignment o f A, to object o , , denoted as P (6i = A,) ,  is defined as the 

likelihood o f such assignment. The assignment value has to fulfil the requirements:

Set o f  objects O :{ot ,o 2, ........ , oN}

Set o f  labels L : {Al , A2, ........ ,AM} (7.1)

Connectivity i l : {Q ,, Q  2, ........ , Q  ̂  }

(7.2)

0 < P ( ^ = / 1 ;) < 1  V /,/
M (7.3)

v ;
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Subsequently, the support function for assigning X, to object o, can be formulated. As this 

support function would be iteratively updated in the relaxation process, we denote the 

support function in the $ h iteration as Q s (#, = X, ) ,  which can be computed as:

0 s (0, = 4 ) =  Z Z C (W  = •* ,) .(« , =*>))■ P S& , = 4 )  (7.4)
je il, k=1

Based on the intuition that the current label assignment should be adjusted according to the 

relative support given by its neighbours, the updating formula of the assignment value 

P(Q. =  X,) proposed by Rosenfeld [245] can be written as follow:

p5"'(el = x , )=ps(ei =xl ) Q s(el = \ , )

M
To ensure that the requirement o f ^ P (6 i : Xt ) =  1 is fulfilled at all time, the values are

/=i

normalised after each iteration:

(7.6)

The updating scheme given in Equations (7.5) and (7.6) is termed the non-linear relaxation 

scheme. Its linear counterpart, also proposed by Rosenfeld [245], aimed to find label 

assignments such that

P(e, = A ,)= e (^ = A ,)  Vi,/ (7.7)

This linear approach suffers from a major pitfall that it may reach a unique solution that is 

independent o f any measurements X t . A remedy to this problem is to incorporate the

measurements in the relaxation process by means o f initial probabilities, which are defined

as
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P ’ fa  = '< ,)=  f ^ , = X \ x )  V /,/  (7.8)

where p{9i = A,|A'( ) denotes the a posteriori probabilities o f assigning label A, to object

o i given the measurement X ( .

7.2.3 Compatibility and Support Functions

The choice o f compatibility and support functions plays a crucial role in the design of a 

relaxation labelling process. Several researchers have attempted to define and interpret the 

functions using various theories. Zucker et al. [246] suggested that the compatibility 

coefficients should be rewritten such that they convey the meaning o f conditional 

probabilities by expressing C{(ûi = = ¿k )) in the form o f conditional probability

p((#, = A/)|(0, = Ak))- Using this representation, it is required that:

/>((«, = A,)|«?, = A ,) ) > 0

and £ / > ( ( £ ,=  k, )|(0, = /!» ))
(7.9)

The aim o f using this expression is to provide better control over the relaxation process and 

facilitate interpretation. It doe not cause any fundamental change in the formulation 

discussed above. Zucker et al. have also argued that the geometric averaging should be 

used instead o f arithmetic averaging in Equation (7.4). The modified support function 

takes the form:

Qs W  = K ) =  n i t Km = 4  ) I <«, =  K  ))• Ps 0 ,  =  K  )
yeO, k=\ (7.10)

Peleg [247] suggested the first theoretically correct interpretation o f relaxation labelling in 

1980. In his theory, the labels have an unknown probability distribution and various
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statistical independence assumptions are used in developing the algorithm. He suggested 

that the compatibility coefficient should be expressed in the form

* P &  = ,i( )
(7.11)

For the case where only object o, have influence over o, , he made the conditional 

independence assumption that:

p(p,s, p ; e , = A „ 0 , = !>(/>,% =,!,) (7.12)

where P* denotes the probability distribution o f the labels for object oi given probability 

distribution at iteration S-l for all objects that have influence over o i . Based on this 

assumption, it can be derived that

p(e, = K  K  É  '’fc = A>\P?  M«- = A‘ ■ e> = A* )
p ( e ^ A , \ p f , p f ) = — -------------- ---------------------— ---------------------- - (7.13)

= a, />/ ̂  = x„e, = a, )

Equation (7.13) was then generalised to the case where more than one object have influence 

on object o, by taking the average o f all the pairwise influences:

p(g, =*,\p,s ,p?)
7=1 (7.14)

N
where ^  an = 1 for all object o . .

7=1

Contrary to the approach proposed by Peleg, Kittler et al. [248] suggested that both the 

compatibility and support functions should be derived using statistical decision theory. To
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perform labelling using their theory, it is necessary to first compute the a posteriori class 

probabilities:

p ( 0 o = ^  (7.15)

where o , , . . . ,  o^ belongs to the contextual conveying neighbourhood o f o0, and X i 

denotes the set of measurements associated to object o , . Subsequently, the assignment of 

labels can be performed in such a way that label 0i is assigned to object o{ only if the 

following condition is satisfied

p[e„=x\x„, . . . ,xXMaxOf{p($,=xt \xa, . . . ,xr )) (7.16)

By assuming conditional statistical independence between observations X i , we have

p(x„ . . . , x l,\el„...,ell) = f l p ( x J\eJ)
i=i

(7.17)

and the following can be derived:

p(e„ = a , | * . .......- 0 =
'

4 y=l (7.18)

It can be seen from Equation (7.18) that the contextual label probability 

p(p0=A,\xa, . . . ,xf ) can be computed from the initial label probabilities P(o\^-i) at o0 

and its neighbours and the knowledge represented by the a priori probabilities
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P \P \,...,d M\60 = A, J. From this equation, the support function provided for A, at o0 can 

be derived in the form

The computational complexity o f Equation (7.19) could be exponential. It is therefore 

necessary to reduce its complexity to make it practical. One such method complied an 

exhaustive list o f all possible configurations o f labels in the contextual neighbourhood and 

stored the list in a “dictionary” [249, 250], This strategy could greatly reduce the 

computational complexity in applications where the contextual neighbourhood is relatively 

small.

7.2.4 Optimisation Approach

The heuristic nature o f the updating scheme given in (7.6) makes it difficult to establish the 

convergence properties. This has motivated the development o f an alternative scheme 

using optimisation approach. Faugeras et al. [251] formulated the labelling problem as an 

optimisation problem, in which a new objective function was introduced. The objective 

function comprises o f two components, a criterion o f consistency and a measure o f  

ambiguity, where consistency is defined as the difference between the current probability 

P(di =  A, ) and the total support Q{9i = At ) and ambiguity is a measure o f the distance

between the current probabilities o f all labels for each object and that o f a unique label 

assignment. This objective function is then minimised subject to the constraints:

(7.19)

M

(7.20)
O</>(0, = / l , )< l  Vi,/
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Combining ambiguity and consistency measures in the objective function has a major 

drawback that both measures tend to follow opposite directions. A simplified objective 

function was also proposed [252], and it takes the form

The definition o f F, which is usually referred to as the average local consistency, was 

widely adopted by many researchers [252-255]. Using this formulation, the updating 

scheme defined in Equation (7.6) can be viewed as an algorithm optimising the objective 

function.

7.3 Relaxation Labelling for Vortex Tracking

In this study, the objective is to track the vortices in patients with dilated left ventricles. 

The tracking problem is treated as a labelling problem and a probabilistic relaxation scheme 

is used.

7.3.1 Relaxation Labelling for Tracking

To formulate a tracking problem as a labelling problem, an object is first selected from the 

set o f N objects as the starting point o f tracking. Each object may be assigned as

“connected” or “not connected” to the selected object o * . We denote

.V M

(7.21)

Set o f  Objects O : |o ,,o 2, ........

Set o f  Labels L. { C : Connected, N C : N ot Connected} (7.22)

Each object is associated with two probabilities:
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{/>(*,. = C ) , P ( 0 , =  JVC)} (7.23)

where P {di = A,) denotes the probability o f object o, having label A, and 

= A, ) = 1. A set o f measurements taken from the objects and the contextual
le  L

information are used for defining the initial label probabilities and the compatibility 

function.

Subsequently, a probabilistic relaxation scheme is used to update the label probabilities 

until convergence. The classical probabilistic updating scheme is given as

** • '(« , .  A,) .  P ’ t o  -*■ » *< *■  =A ->

= i . )
*eL (7.24)

and 0 S( 3  = 4 ) =  2 > i / 2 C (W  = - » , )
7 ’e O j  i e L

where wty is a weighted factor representing the influence o f  object Oj on object o i .

One undesirable property o f the probabilistic relaxation scheme defined in Equation (7.24) 

is that after an initial improvement in a small number o f iterations, the scheme collapses 

and produces an answer that can be erroneous. In order to determine when the iteration has 

converged. Several consistency measures have been suggested, and the simplest is that

Vi,/ P‘(6, =A,) = e ' (0 ,= A ,)  (7.25)

Alternatively, the iterative scheme in Equation (7.24) can be considered to have converged 

when the following condition is met

P s^ \ e i = A l ) - P ^ 9 i = A l ) < P nthreshold V/,/ (7.26)
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where P,hn,,hM is a predefined threshold, typically o f the order o f 10'3.

7.3.2 C om patib ility  Functions and Initial Probabilities

The set o f objects is defined as the set o f all extracted vortices in all time frames and we 

want to label each object as connected or not connected to a selected object V *. We have:

Set o f  Objects O : {f ,, V2, ........ , VN_, V ' }

Set o f  Labels L :{C : Connected, N C : Not Connected}

F
N  = No. o f  vortices = Y  ^ m

m=1
where N m = No. o f  vortices in frame mm

F  = No. o f  frames in the sequence

(7.27)

The selected measurements associated with each vortex are the vorticity, the position and 

the occurrence time frame in the sequence. We have for each vortex

M easurem ents'll -  {vorticity(Vl ) ,pos{V i), frame{V{)} (7.28)

The initial probabilities of each label assignment are defined using the given measurements. 

We first consider the probabilities o f labelling a vortex Vt with “connected”. Obviously, if

vortex Vj is the selected starting vortex, the probability will be 1. Otherwise, if  vortex Vt

appears on the same time frame as V* , the probability is zero given the known fact that 

there is only one tracked vortex in each time frame. The probability is also zero if  Vt. and

V have different rotation direction, i.e. opposite sign o f vorticity. For all other cases, the 

initial probabilities shall be dependent on the distance between Vl and V ’ and the

difference in vorticity o f F( and V' such that a smaller distance and vorticity difference

gives a higher probability. This is based on the assumption that both the location and 

strength o f a vortex does not change drastically relative to other minor vortices between
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time frames. Based on the requirement that the sum of probabilities o f all possible labelling 

for each vortex has to be 1, the initial probabilities o f labelling a vortex with “not- 

connected” can be simply calculated from that o f labelling with “connected”. To 

summarise, the initial probabilities for labelling a vortex can be written as follow:

P°(Vit NC) = 1 -  P*(V„ C) 

where
d vorlialy(Vi,Vj ) = abs(vorticity(Vi) -  vorticity(Vj) ) / abs(MaxVorticity) 

dj,s, (Y„Vj) = dist(Vl ,Vj)/M axDist

MaxVorticity = MaxOf {vorticity(V]): signfvorticityfVJ) = sign(vorticity(V*)}
MaxDist = maximum distance between any two vortices

Subsequently, the contextual information is expressed as compatibility functions 

c{(Vi : A,),(Vj : Xk )), which measure how compactable it would be to label Vj with X,

and Vj with Xk. Given the fact that only one vortex in each time frame may be tracked,

we can derive that the compatibility o f any two vortices to be labelled as connected is zero 

if  they appear on the same time frame, or is dependent on their relative position and 

vorticity otherwise. For other labelling compatibilities, a neutral value is assigned. The 

compatibility functions can be defined as follows:

if  Vi = V*

i f  V ï  V* & frame(V]) = frame(V*) 
i f  sign(yorticity(V’.)) *  sign(vorticity(V*))

otherwise (7.29)

c({Vr .C),(Vj-.NC))= 0.5 

c((Vj : NC),(Vj : C))= 0.5 

c{(Vi : NC),{Vj : NC))= 0.5

i f  frame(Vi ) = fram e(Vj)

d . , ,A V ,y , ) \  otherwise

(7.30)
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As the influence o f the vortices on others decrease with time, we define the relative 

importance between nodes basing on this property:

a>j= <

0, if i = j
1, if abs(frame(Vi ) - frame(Vj)) <= 1 (7.31)

\ abs ( frame ( Vi ) -  frame ( vj ) otherwise

With the contextual support from other objects and the relative importance between nodes 

defined, the support function can now be derived as:

N  L

Qs( n  ' ,)  = Za»Ic„m A U V , A ) ) P S(V,,/,)
7=1 *=1 (7.32)

Subsequently, the probability updating schemed can be written as

P s+'(Vit l,) = M
£ , P s(V,.lt ) Q s(Y,.lt )

(7.33)

*=i

Note that at the end of each step, the probabilities have to be normalised to ensure that the 

total probability o f all label assignments for each object equals 1. When the iterative 

scheme converges according to the criteria set out in Equation (7.26), we have for each 

object (or vortex) the probabilities o f  two possible labels, which add up to be 1. For each 

vortex, the label with the larger probability is assigned to it and thus we can determine 

whether it is connected to the selected vortex.
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7.4 Results

The proposed tracking algorithm was applied twice to each o f the 12 MR image sequences 

to track the anterior and posterior vortices. The vortices in the 12 image sequences were 

extracted using the proposed restoration and vortex detection methods described in the 

previous chapters. The proposed tracking method achieved an overall accuracy o f over 

95%, i.e. an error rate o f less than 5%. Table 7-1 summarised the tracking results.

(a) (b) (c) (<■)
(e)

=(b)-(c)
(f)

=(d)+(e)
(9)=(f)/(a)

X
100%

DateSet
No. of 

Vortices 
Extracted

No. of 
Vortices in 

the
Sequence

Correctly
Identified

Falsely
Included

Missed
Vortices

Total
Error
Count

Error 
Rate (%)

P1-1A 23 6 6 1 0 1 4.35

P1-1P 23 6 6 0 0 0 0.00

P1-2A 30 9 6 2 3 5 16.67

P1-2P 30 6 6 2 0 2 6.67

P1-3A 22 6 6 1 0 1 4.55

P1-3P 22 7 7 0 0 0 0.00

P2-1A 21 7 7 0 0 0 0.00

P2-1P 21 7 6 2 1 3 14.29

P2-2A 29 7 7 0 0 0 0.00

P2-2P 29 8 8 3 0 3 10.34

P2-3A 22 8 7 2 1 3 13.64

P2-3P 22 7 7 0 0 0 0.00

P3-1A 17 8 8 0 0 0 0.00

P3-1P 17 2 2 0 0 0 0.00

P3-2A 26 8 7 0 1 1 3.85

P3-2P 26 7 7 0 0 0 0.00

P4-1A 24 8 8 0 0 0 0.00

P4-1P 24 6 5 0 1 1 4.17

P4-2A 37 10 10 0 0 0 0.00

P4-2P 37 10 10 0 0 0 0.00

P5-1A 16 5 4 1 1 2 12.5

P5-1P 16 5 5 0 0 0 0.00

P5-2A 19 5 3 0 2 2 10.53

P5-2P 19 4 4 1 0 1 5.26

All 572 162 152 15 10 25 4.37

Table 7-1 Results of applying the proposed tracking algorithm to track the posterior (P) and 

anterior (A) vortices in 12 image sequences.
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To assess the convergence behaviour of the proposed relaxation algorithm, the probabilities 

of labelling the vortices with ''Connected (C)” are recorded and plotted against the number 

of iterations. The probabilities of all vortices in all datasets converged to either 0 or 1 in 

between 100 to 7000 iterations in a manner similar to a typical probabilistic relaxation 

labelling algorithm. The typical convergence behaviour of the “connected” probabilities is 

depicted in Figure 7.1, which is taken from dataset “P1-3P” in Table 7-1. It can be seen 

that a significant improvement was achieved initially and then the rate of convergence 

becomes very slow towards the end.

Figure 7.1 Probabilities of labelling the set of 22 vortices with “Connected (C)” in dataset 

P1-3P listed in Table 7-1. All probabilities converged to 0 or 1 in 100 iterations.
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To allow inter- and intra-patient comparison, the trajectories o f the tracked vortices were 

overlaid on the MR anatomical images and the corresponding vorticities were plotted 

against the time after ECG R-wave. The results o f two patients studied are shown in Figure

7.2 and Figure 7.3, which demonstrate significant difference in the vortical flow patterns 

acquired in three sequential examinations, from 2 weeks to 3 months, following myocardial 

infarction.

In the first patient studied, the vortical flow patterns acquired in the three examinations did 

not vary significantly. It can be seen in Figure 7.2(a-c) that the trajectories o f the two main 

vortices at 2 weeks, 1 month and 3 months following myocardial infarction demonstrated a 

similar movement and location. The corresponding vorticity as shown in Figure 7.2(d) also 

demonstrated a similar trend in the three examinations.

In contrast to the first patient, the vortical flow patterns o f another patient demonstrated 

significant differences in the three examinations. Figure 7.3(a-c) depict the trajectories of 

this patient at 2 weeks, 1 month and 3 months following myocardial infarction respectively. 

The direction o f the movement o f  the anterior vortex (A) does not change in Figure 7.3(a), 

whereas those in Figure 7.3(b) and Figure 7.3(c) seem to deviate a lot more from the initial 

movements. The corresponding vorticity o f the vortices measured in the three 

examinations were given in Figure 7.3(d). It can be seen that the variations in vorticity 

through the diastolic phase were significantly different in the three examinations.

A significant difference between the vortical flow patterns o f the two patients can be found 

by comparing the trajectories o f the vortices. It can be seen that the posterior vortex in the 

first patients depicted in Figure 7.2(a-c) demonstrated a larger movement compared to that 

of the second patient depicted in Figure 7.3(a-c). The anterior vortex (A), on the other 

hand, seems to be more restrained in the first patient than in the second patient. By 

comparing the vorticity plots, one could easily find that the maximum strength o f the vortex 

in the second patient (Figure 7.3(d)) is higher than that in the first patient (Figure 7.2(d)).
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Figure 7.2 (a-c) Trajectories of the posterior (P) and anterior (A) vortices in the left ventricle 

of a patient with a history of myocardial infarction. The vortices were extracted from velocity 

images acquired at 2weeks (a), 1 month (b) and 3months (c) following myocardial infarction, 

(d) The corresponding vorticity of the vortices depicted in (a-c).
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Figure 7.3 (a-c) Trajectories of the posterior (P) and anterior (A) vortices in the left ventricle 
of a patient with a history of myocardial infarction. The vortices were extracted from velocity 
images acquired at 2weeks (a), 1 month (b) and 3months (c) following myocardial infarction, 
(d) The corresponding vorticity of the vortices depicted in (a-c).
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7.5 Conclusions

In this chapter, we have described a tracking algorithm based on the relaxation labelling 

approach. The tracking algorithm performed well on the patient sequences with an error 

rate o f less than 5%. The proposed algorithm, combined with the restoration and vortex 

detection method introduced in the previous chapters, offers a practical framework for the 

extraction and comparison of vortical flow features. The method enables accurate 

quantification of vortical flow patterns and facilitates inter- and intra-subjects comparison. 

By using the proposed technique, the vortical flow patterns in the left ventricles for patients 

with sequential examinations following myocardial infarction were compared. The general 

similarities and differences are manifested in the vortex trajectories and temporal changes 

in vorticity, which are caused by a coupled effect o f ventricular contractility, morphology, 

and function.
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Cardiovascular disease is the leading cause o f death in the developed world, and extensive 

clinical studies have been conducted to investigate the causes and consequences o f the 

disease. This is mainly attributed to atherosclerosis which leads to narrowing or 

obstruction o f one or more o f the coronary arteries. This may subsequently result in 

myocardial infarction, which could be fatal. Following myocardial infarction, a natural 

process called myocardial remodelling may occur. The remodelling process typically 

involves topological changes characterised by the dilation o f one or both ventricles and 

functional changes such as reduced contractility. This process can also be associated with 

non-ischaemic heart disease such as dilated cardiomyopathy and heart failure. It is 

generally believed that the topological changes o f the ventricle and the associated 

functional impact can be reflected in the blood flow patterns.

8.1 Blood Flow Patterns and Cardiovascular Disease

With the introduction o f MR velocity imaging techniques, comprehensive multi­

dimensional flow distribution can now be measured. MR phase contrast velocity mapping
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is a versatile technique that is well suited for the study o f in vivo flow patterns. With this 

technique, abnormal flow patterns in the cardiac chambers and major blood vessels have 

been analysed in great detail. The aortic flow, in particular, is one o f the most extensively 

studied flow distributions. Existing studies have shown that abnormal flow patterns can be 

caused by a loss o f elasticity in the vessel wall, which is one o f the consequences of 

atherosclerosis and aging. Disturbed flow patterns have also been observed in the left 

ventricle o f patients who have undergone myocardial remodelling. It has been demonstrated 

that the morphology and dynamics o f the ventricular structure can have a significant 

influence on the resultant flow patterns. However, whether the disturbed flow would in turn 

affect the remodelling process remains an intriguing question to be explored.

8.2 Flow Patterns Analysis using MR Velocity Imaging

To elucidate the connections between blood flow patterns and cardiovascular disease, we 

have adopted the approach of detecting salient topological features prior to analytical 

assessment o f  dynamical indices o f the flow patterns. The primary focus o f this study is on 

vortical flow features during diastole. We have developed a framework that consists o f  

three main components: flow restoration, feature extraction and tracking. The proposed 

framework is applied to the analysis o f flow patterns in the left ventricle using MR velocity 

mapping.

8.2.1 Flow Field Restoration

As discussed in Chapter 3, MR velocity imaging techniques are subject to a number of 

errors that are intrinsic to hardware setup, pulse sequence design and patients movement. 

Although attempts have been made to minimise these errors in the image acquisition 

process, it is practically impossible to remove all image noises. As such, the acquired MR 

velocity data has to be post-processed to improve the consistency o f the data prior to further 

analysis.
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In this thesis, the velocity restoration method is formulated as a constrained optimisation 

problem, and a numerical scheme is developed based on First Order Lagrangian method. 

We have demonstrated that the proposed restoration method is effective in restoring 

velocity field. The main advantage o f the proposed method is that it converges to the 

optimal solution without explicit or empirically defined stopping criteria, thus greatly 

enhancing its practical value. Nevertheless, the optimum performance o f the proposed 

method relies on the correct identification o f the noise behaviour o f the image. As the 

precise amount of noise in the MR velocity images is not known, estimated values 

calculated from the velocity images are used. The variance o f noise in the MR velocity 

image can be estimated by calculating the variance o f signal in a region where the velocity 

is expected to be zero, which typically can be located at the chest wall o f the images. The 

proposed restoration scheme has the advantage that it allows extra constraints to be 

incorporated. With additional constraints, we expect that the consistency o f the velocity 

data can be further improved.

Although the proposed restoration algorithm is primarily developed for 2D MR velocity 

data, it is equally applicable to 3D velocity data. To demonstrate this feature, the result of 

applying the proposed method to a 3D dataset is also presented in Chapter 5. Currently, 3D 

cine MR velocity imaging is still not widely used in routine clinical examinations due to the 

prolonged acquisition time. However, with the recent advances in echo planar and spiral 

flow imaging techniques combined with selective volume excitation and k-t space 

interpolation, it is expected that 3D cine velocity measurement will become clinically 

applicable in the near future. The proposed restoration method can be served as a valuable 

pre-processing tool for a systematic study of the velocity data.

8.2.2 Flow Feature Extraction

To accommodate the diversity o f flow patterns in relation to morphological and functional 

changes, we have advocated the approach o f detecting salient topological features prior to 

analytical assessment o f dynamical indices o f the fluid. To this end, critical points 

associated with salient flow features have to be extracted such that the remaining flow field 

and its geometry and topology can be compactly described. We have described in Chapter 

6 a flow abstraction and vortex extraction method for the extraction o f vortical flow 

features.

196



Chapter 8 - Conclusions

The flow abstraction algorithm proposed is a hierarchical clustering algorithm that 

partitions a velocity flow field into different clusters. Each cluster is represented by the 

local linear expansion of its velocity components. With this representation, the 

neighbourhood o f a critical point can be compactly described, thus greatly reducing the 

amount o f information required to describe the complex flow fields while preserving the 

intrinsic flow details. Another advantage o f using this representation is that given a cluster, 

the approximation of the original vectors can be easily deduced from the analytical 

description of the vector fields. After an abstract flow field is generated by using the 

proposed flow abstraction algorithm, critical points, including vortices, can be more 

reliably extracted and classified by using the phase portrait theory.

We have shown that the proposed flow abstraction method together with the vortex 

detection algorithm is effective in extracting vortices with much improved sensitivity than 

that o f the traditional winding index approach. We have further demonstrated that for noisy 

data such as MR velocity mapping the sensitivity is further improved by pre-processing the 

noisy data by using the proposed restoration method. However, the improved sensitivity 

could be coupled with a decreased specificity. This, however, does not pose a major 

problem to our study as these vortices could be filtered out by applying the tracking 

algorithm described.

8.2.3 Vortex Tracking

As discussed in Chapter 7, the vortex detection results can be improved by using a tracking 

algorithm to pmne out the unwanted vortices. We have described in Chapter 7 an effective 

vortex tracking method based on the relaxation labelling approach. The parameters and 

constraints o f  the tracking algorithm are designed by using the data associated with the 

vortices specific to our application. By using the proposed framework, the evolution o f  the 

two major vortices in the left ventricle is tracked throughout diastole. The results have 

shown distinctive trends across different serial examination o f the subjects. We have shown 

that the changes in flow patterns in early examinations can be significantly different across 

patients. This could be caused by the difference in the initial myocardial injury and the 

extent o f subsequent remodelling. Further study involving a large patient population is 

required to further validate this hypothesis. The computational framework developed in this 

thesis should greatly facilitate such future studies.
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8.3 Conclusions and Future Work

In conclusion, this thesis presents a new framework for the restoration, extraction and 

tracking of flow features. The method allows the accurate tracking and quantification of 

dynamic indices associated with salient features so that inter- and intra-subject comparisons 

can be more easily made. The use o f  the First Order Lagrangian method proves to be 

effective in improving the consistency o f the MR velocity data and the proposed flow 

abstraction technique greatly reduces the amount o f data required to encode the velocity 

distribution, which permits an analytical representation o f the flow field from which critical 

points associated with salient flow features can be accurately extracted. The tracking 

algorithm adds a final touch to the proposed framework by improving the vortex detection 

results through tracking. The convergence behaviour and accuracy of the method 

demonstrate the practical value o f the proposed framework.

It is worth noting that although the reliability o f the proposed framework is demonstrated, it 

is necessary to analyse the reproducibility o f the method to make it clinically useful. To 

carry out this analysis, however, will require a large set o f flow data acquired from both 

normal subjects and patients. This is not performed in this study due to limited velocity data 

acquired.

Limited by the prolonged acquisition time o f three dimensional time-resolved (4D) velocity 

images, the analysis o f blood flow patterns using the proposed framework is mainly 

restricted to the use o f 2D MR velocity data in this thesis. Volumetric velocity data 

covering the entire volume o f the ventricle will allow a more comprehensive and realistic 

description o f the flow patterns. To this end, research into fast imaging techniques for the 

acquisition o f 4D velocity data is necessary. At present, spiral and EPI imaging have been 

successfully combined with zonal selective imaging to speedup the acquisition process and 

reduce the breath-hold time. Alternative methods for reducing scanning time have also been 

investigated. One potential solution would be to reduce the amount o f k-space encoding 

data required by exploiting the information content o f the k-space data. This idea could be 

achieved by using a scheme that is similar to the generalised series reconstruction technique 

for dynamic imaging, in which a time-resolved image sequence o f high-resolution is
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reconstructed from a single high-resolution reference image and a sequence of 

low-resolution images.

With the continuous improvements in MR velocity imaging techniques and hardware 

equipment, 3D cine velocity measurement is expected to be more widely available in the 

near future. To address the increasing volume and dimensionality o f the acquired velocity 

data, further improvement to the image processing techniques are essential in enhancing the 

practical value o f the proposed framework. As demonstrated in this thesis, the underlying 

principles o f the proposed restoration and flow abstraction method can be applied directly 

to 3D velocity data. However, this abstraction scheme presents a major problem for 

visualisation because flow surrounding the vortices may occlude them from the observer if 

the traditional way of displaying the flow patterns with streamline is used. Therefore, more 

sophisticated visualisation methods are needed for visualising the 3D flow patterns and 

displaying the vortices effectively. One possible solution to this problem is to build on top 

of the flow abstraction algorithm to use selective visualisation o f the streamlines such that 

salient flow features can be displayed clearly. The proposed abstraction algorithm can 

serve as a natural aid for this purpose. For three-dimension velocity field, however, 

identifying a vortex ring could be a more complicated issue. An effective way for the 

extraction and quantification of 3D vortices from the abstraction result is desired. 

Similarly, significant modifications to the constraints and parameters o f the tracking 

algorithm would be required to allow the tracking of 3D vortex. Another potential 

enhancement to the proposed framework is to perform coupled modelling o f myocardial 

dynamics and ventricular flow. By analysing the simultaneous changes in ventricular 

morphology with the flow patterns, the fluid-structure interaction can be investigated. It is 

expected that further insight can be gained with the morphology incorporated, as the 

disturbed flow patterns in diseased heart are believed to be introduced by the change in 

ventricular morphology.

The idea o f evaluating the fluid-structure interaction in the left ventricle has been explored 

by using computational flow models. Extensive research has been performed to extract the 

ventricular topology from medical images and to evaluate the influence o f the prescribed 

flow boundary conditions in ventricular flow simulation. It has been shown that with a 

realistic model of the ventricular structure and flow boundary conditions, subject specific 

flow simulations can be achieved by using CFD techniques. These techniques have been
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applied to predict the effect of myocardial dysfunction on flow patterns. Not only do they 

allow the measurements of haemodynamic parameters that cannot be obtained from in vivo 

data, they also provide velocity measurements with a much higher temporal and spatial 

resolution. These techniques are continuously being improved to enable realistic flow 

prediction and they can be combined with the flow feature extraction framework proposed 

in this thesis to enable detailed analysis on the correlation among flow patterns, other 

haemodynamics parameters and myocardial function in healthy and diseased heart. 

Ultimately, the combined efforts in subject specific flow simulations, medical image 

acquisition and flow image analysis techniques could help to establish the connection 

between blood flow and cardiovascular disease. The work presented in this thesis 

combines pattern recognition, image processing, flow modelling and simulation. It is an 

interdisciplinary effort made possible by the unique facilities at the Royal Society/Wolfson 

Foundation Medical Image Computing Laboratory at Imperial College London.
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