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Abstract

With unfocused plane/diverging ultrasound waves, the capability of simul-

taneous sampling on each element of an array transducer has spawned a

branch known as high-frame-rate (HFR) ultrasound imaging, whose frame

rate can be two orders of magnitude faster than traditional imaging sys-

tems. Microbubbles are micron-sized spheres with a heavy gas core that is

stabilized by a shell made of lipids, polymers, proteins, or surfactants. They

are excellent ultrasound scatters and have been used as ultrasound contrast

agents, and more recently researched as a mechanism for targeted drug de-

livery. With the Ultrasound Array Research Platform II (UARP II), the

objective of this thesis was to develop and advance several techniques for

manipulating and imaging microbubbles using unfocused ultrasound waves.

These techniques were achieved by combining custom transmit/receiving

sequencing and advanced signal processing algorithms, holding promise for

enhanced diagnostic and therapeutic applications of microbubbles.

A method for locally accumulating microbubbles with fast image guidance

was first presented. A linear array transducer performed trapping of mi-

crobubble populations interleaved with plane wave imaging, through the

use of a composite ultrasound pulse sequence. This technique could en-

hance image-guided targeted drug delivery using microbubbles.

A key component of targeted drug delivery using liposome-loaded microbub-

bles and ultrasound is the ability to track these drug vehicles to guide

payload release locally. As a uniquely identifiable emission from microbub-

bles, the subharmonic signal is of interest for this purpose. The feasibility

of subharmonic plane wave imaging of liposome-loaded microbubbles was

then proved. The improved subharmonic sensitivity especially at depth



compared to their counterpart of bare (unloaded) microbubbles was con-

firmed.

Following plane wave imaging, the combination of diverging ultrasound

waves and microbubbles was investigated. The image formation techniques

using coherent summation of diverging waves are susceptible to tissue and

microbubble motion artefacts, resulting in poor image quality. A correlation-

based 2-D motion estimation algorithm was then proposed to perform mo-

tion compensation for HFR contrast-enhanced echocardiography (CEE). A

triplex cardiac imaging technique, consisting of B mode, contrast mode and

2-D vector flow imaging with a frame rate of 250 Hz was presented.

It was shown that the efficacy of coherent diverging wave imaging of the

heart is reliant on carefully designed motion compensation algorithms ca-

pable of correcting for incoherence between steered diverging-wave trans-

missions. Finally, comparisons were made between the correlation-based

method and one established image registration method for motion compen-

sation. Results show that the proposed correlation-based method outper-

formed the image registration model for motion compensation in HFR CEE,

with the improved image contrast ratio and visibility of geometrical borders

both in vitro and in vivo.
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Chapter 1

Introduction

1.1 History

Ultrasound, a sub-discipline of acoustics, has broadened our horizons to see a world

invisible to us. It is a type of longitudinal wave and it compresses and rarefies the

medium during propagation. The particles of the medium undergo displacement in line

with the oscillations of this wave. With reflection, it can be used for localising objects.

The early use of ultrasound for echo-localisation extends back over 100 years to detect

submarines during World War I (Szabo, 2004). However, the connection between under-

water echo ranging and the application of ultrasound for healthcare diagnostics was not

made until the allied science and technologies, such as piezoelectric (PZT) transducers,

matured. The success of radar techniques in World War II hastened the evolution of

2-D underwater echo ranging techniques. With the understanding of bioeffects induced

by ultrasound on tissue, numerous eminent scientists started to use ultrasound to scan

human bodies with safe exposures. Ultrasound imaging of the head/brain was first

explored in the 1940s, but little progress was made over years due to the strong skull

attenuation. The consistence of the speed of sound (1540 m/s) in different types of soft

tissue enables accurate localisation of the target with the round-trip time delays. Thus,

a 2-D B-mode image reconstructed from the ultrasound echo can be faithful to repre-

sent the tissue geometry. From then on, the application list of diagnostic ultrasound

has been expanding to cover cardiac imaging, baby scanning and abdominal diagno-

sis, among others. Over other imaging modalities, such as CT and MRI, ultrasound

imaging has advantages of being affordable and portable. The continuing develop-
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1. INTRODUCTION

ments of enabling techniques have shaped the medical ultrasound imaging field since

its birth. The advances of electronics, seemingly nonrelevant, have revolutionized the

development of medical ultrasound imaging systems including ultrasonic transducers,

accelerating their continuous miniaturization but with equivalent or enhanced imaging

capabilities.

The development and use of microbubble contrast agents is a sub-discipline of med-

ical ultrasound imaging. The story dates back to 1968 in echocardiography (Gramiak

& Shah, 1968) with the demonstration of enhanced reflection in the aortic root due

to the injection of air bubbles. The boundary layer between the air bubble and blood

creates a substantial impedance mismatch, accounting for the enhanced reflection. The

early efforts (Feigenbaum et al., 1970) were seen mainly for diagnosis of cardiac dis-

eases such as the leaked valve and shunts. However, limited by the large size and

short lifetime, the widespread investigations did not occur until the development of

encapsulated microbubbles in the early 1990s. Nowadays, the most common microbub-

bles are micron-sized gas-filled spheres that are encapsulated by a shell made of lipids,

proteins, polymers or surfactants (Mulvana et al., 2017). The shell facilitates pro-

longed stability of the microbubble in circulation and allows for substantial oscillations

when subject to an ultrasonic field even with a low mechanical index (MI) (Apfel

& Holland, 1991; Church, 2005). When using conventional ultrasound beams, such

as that for colour Doppler imaging, the ultrasound signal can be amplified by 1000

folds (Greis, 2004), but at the cost of losing echogenicity in a few seconds. The un-

derstanding of microbubbles’ nonlinear behaviour under ultrasonic exposure underpins

myriad microbubble-specific detection techniques under low MI, such as second har-

monic imaging (van Neer et al., 2011), subharmonic imaging (Harput et al., 2013),

superharmonic imaging (Bouakaz et al., 2003), pulse inversion (PI) (Eckersley et al.,

2005), amplitude modulation (AM) (Eckersley et al., 2005) and contrast pulse sequences

(CPS) (Phillips, 2001), among others. Clinically, the injection of microbubbles is used

to increase the contrast between blood and tissue, enhancing the imaging sensitivity for

deep organs (Senior et al., 2009). Imaging blood flow at the microvascular level is the

key advantage with microbubbles, where tissue perfusion can be analysed (Hohmann

et al., 2003). The commonly used phospholipid microbubbles available in the market

are shown in Fig. 1.1 and their properties are shown in Table 1.1. Apart from the

use as imaging contrast agents, engineering microbubbles for targeted drug or gene
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delivery (Skachkov et al., 2014) is a highly active area of research. Microbubbles can

be functionalised by coagulating targeting ligands (Klibanov, 2009) as well as loaded

with drug-filled liposomes (Peyman et al., 2012), with which targeted drug release can

be triggered by bursting microbubbles using high intensity ultrasound (Escoffre et al.,

2013).

Gas core 

Phospholipid shell 

Figure 1.1: Schematic of the phospholipid microbubble and the commercially available

products: SonoVue, MicroMarker, Optison and Definity. Image courtesy of Dr. James

R. McLaughlan at the University of Leeds.

Table 1.1: Properties of Phospholipid Microbubbles Available in the Market (Arif,

2010)

Brand Manufacture Gas Size Range Concentration

(mb/ml)

Use

SonoVue Bracco SF6 ∼2.95 µm

(1−10 µm)

(2.0−5.0) x 108 Clinical

MicroMarker FUJIFILM

VisualSonics

C4F10/N2 2.3−2.9 µm 2.0 x 109 Pre-clinical

Optison GE Health-

care

C3F8 3.0−4.5 µm

(1−32 µm)

(5.0−8.0) x 108 Clinical

Definity Lantheus

Medical

Imaging

C3F8 1.1−3.3 µm

(1−20 µm)

1.2 x 1010 Clinical

In the last two decades, the maturing computer and electronics industry has vastly

promoted multiple innovations such as the development of 2-D piezoelectric microma-

chined ultrasonic transducers (PMUTs) (Qiu et al., 2015) and the pocket ultrasound
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1. INTRODUCTION

scanner which were not readily achievable before. Clinical systems are constrained

by cost and not easily modified which needlessly impairs ultrasound research that re-

quires arbitrary waveform generation and reconfiguration of transmit sequences. The

capability of exciting and sampling each individual element of an array transducer has

spawned a branch of high-frame-rate (HFR) imaging using plane/diverging waves (Boni

et al., 2018). HFR ultrasound technology opens new vistas for the development of new

methods for vector flow mapping (Ricci et al., 2018), tissue elasticity mapping (Mon-

taldo et al., 2009) and functional brain imaging (Macé et al., 2011). Fig. 1.2 shows the

typical HFR ultrasound platforms and Table 1.2 gives their main specifications (Boni

et al., 2018). The Ultrasound Array Research Platform (UARP) has been fastidiously

developed by the Ultrasound Group at the University of Leeds over 10 years. It is a

scalable system consisting of 16-channel modules controlled by Stratix V FPGA, sup-

porting truly arbitrary sequencing of transmit and receiving on each channel. The

UARP technologies feature a quinary excitation scheme (Cowell & Freear, 2008) to-

gether with harmonic reduced pulse width modulation (Cowell et al., 2013). Each

module is equipped with 1 GB DDR3 on-board memory, with raw data streamed to a

PC through peripheral component interconnect express (PCIe) for further elaboration

in post processing. Fig. 1.3(a) shows one 16-channel module and Fig. 1.3(b) shows the

128-channel configuration for the UARP II as shown in Fig. 1.2(a).

1.2 Motivation

The combination of unfocused ultrasound waves and microbubbles was initially ex-

plored in (Couture et al., 2009), where the transient phase of microbubble collapse was

depicted by using HFR plane wave imaging, enabling a vastly improved contrast-to-

tissue (CTR) ratio. From then on, methods aiming to achieve super-temporal (Leow

et al., 2015) and super-spatial resolutions (Errico et al., 2015) have been researched by

taking advantages of the large amount of data afforded by HFR microbubble-enhanced

ultrasound. In addition, it was shown that when subject to an ultrasound field, mi-

crobubbles can be manipulated by using acoustic radiation force (ARF) (Dayton et al.,

1999). The interaction between microbubbles and cells was proved to enhance drug

uptake through a process called sonoporation (Mclaughlan et al., 2013). Guiding mi-

crobubbles using ARF and imaging them using a single array transducer could improve
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(a) (b) 

(e) (d) (c) 

Figure 1.2: (a) Ultrasound Array Research Platform II (UARP II) developed by the

Ultrasound Group at the University of Leeds (Nie et al., 2018b). (b) Verasonics Van-

tage 256 (Kirkland, WA, USA). (c) Synthetic Aperture Real-time Ultrasound System

(SARUS) developed at the Technical University of Denmark (Jensen et al., 2013). (d)

Ultrasound Advanced Open Platform 256 (ULA-OP 256) developed at the University

of Florence (Boni et al., 2016). (e) SonixTouch research scanner (Cheung et al., 2012).
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Table 1.2: Specifications of Main HFR Ultrasound Platforms

UARP II Vantage 256 SARUS ULA-OP 256 SonixTouch

Channels Up to 256

Tx/Rx

256 Tx/Rx Up to 1024

Tx/Rx

Up to 256

Tx/Rx

128 Tx/Rx

Tx voltage Up to 200 Vpp 3 to 190 Vpp Up to 200 Vpp Up to 200 Vpp Up to 50 Vpp

Tx Freq. 0.5 to 15 MHz 0.5 to 20 MHz

(standard con-

figuration)

1 to 30 MHz 1 to 20 MHz 1 to 20 MHz

Tx Type 5-Level 3-Level Linear Linear 3-Level

ADC programmable

sampling rate

up to 80 MHz

@ 12 bits

programmable

sampling rate

up to 62.5 MHz

@ 14 bits

70 MHz @

12 bits, pro-

grammable

downsampling

with filtration

78 MHz @

12 bits, pro-

grammable

downsampling

80 MHz @ 10

bits/ 40 MHz @

12 bits

Buffer 16 GB 16 GB 128 GB 80 GB 16 GB

Connection

to PC

PCIe 3.0 PCIe 3.0 64 1GB/s eth-

ernet links cou-

pled through

four 10 GB/s

optical links

USB 3.0 USB 2.0

(a) 

(b) 

FPGA  

Controller  

16 Ch. Acoustic 

Tx/Rx 

Figure 1.3: (a) One 16-channel module. (B) 128-channel configuration with 8 modules

for the UARP II.
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1.3 Thesis Outline

microbubble-mediated targeted drug delivery by enabling more localised treatment with

imaging feedback. In this thesis, custom sequencing of unfocused ultrasound transmis-

sions and advanced signal processing algorithms are combined to manipulate and image

microbubbles by using the flexible UARP II, with the potential for both diagnostic and

therapeutic applications.

1.3 Thesis Outline

The work presented is divided into 7 chapters including the first chapter for the intro-

duction of the research.

Chapter 2 reviews the underpinning knowledge of medical ultrasound imaging. This

encompasses physics of ultrasound, B-mode imaging, ultrasound transducers, ultra-

sound Doppler imaging, nonlinear ultrasonics, microbubble contrast-enhanced imaging

and HFR ultrasound imaging using plane/diverging waves.

There has been a surge of interest in using microbubbles for targeted drug delivery.

The next chapter demonstrates microbubble trapping against arterial flow rates in a

large vessel by using the custom-designed transmit beams, with feedback provided by

the interleaved sequence for plane wave imaging. With a single linear array transducer,

this technique could contribute to image-guided targeted drug delivery, with the capa-

bility of locally increasing the concentration of payload when microbubbles are used as

drug vehicles.

Chapter 4 continues on the use of plane waves by demonstrating subharmonic plane

wave imaging of liposome-loaded microbubbles. The improved subharmonic sensitivity

compared to their counterpart of bare microbubbles was confirmed, providing a means

to specifically track the drug payload using subharmonic signals.

The advent of HFR ultrasound imaging using diverging waves is ushering revo-

lutionary ways to assess cardiac function. Chapter 5 demonstrates diverging-wave

microbubble-enhanced echocardiography with 2-D motion compensation. With the

same pulse sequence, HFR B-mode imaging, contrast-mode imaging and 2-D vector

blood flow mapping were obtained simultaneously at 250 Hz.

In an extension to chapter 5, two methods for motion compensation in coherent

diverging wave imaging are compared in chapter 6. The proposed correlation-based
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method outperformed the image registration-based technique, by providing enhanced

border delineation in vitro and the improved CTR in vivo.

The last chapter summarizes the presented work.

1.4 Contributions

This thesis was built upon the extensive use of the bespoke UARP II. The research

contribution of the candidate and other co-authors has been explicitly explained below.

The results of this thesis have been published in two journal papers, five conference

papers, and four conference abstracts. The research performed in this work also con-

tributed to two conference papers and one conference abstract that are not presented

in this thesis. The associated work for the 24th European Symposium on Ultrasound

Contrast Imaging was awarded the best poster prize in the category of technology in

January 2019 at Rotterdam. The associated paper was selected as the front cover of

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control in February

2019.

Journal Papers

• Luzhen Nie, David M. J. Cowell, Thomas M. Carpenter, James R. McLaugh-

lan, Arzu A. Çubukçu, and Steven Freear, “High-Frame-Rate Contrast-Enhanced

Echocardiography Using Diverging Waves: 2-D Motion Estimation and Compen-

sation,” IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Con-

trol, vol. 66, no. 2, pp. 359−371, Feb. 2019.

I was responsible for the concept, simulation programs, experiments and preparation

of the manuscript. D. M. J. Cowell and T. M. Carpenter were responsible for the array

excitations. S. Freear, J. R. McLaughlan and A. A. Çubukçu supervised the project.

• Luzhen Nie, Sevan Harput, David M. J. Cowell, Thomas M. Carpenter, James

R. McLaughlan, and Steven Freear, “Combining Acoustic Trapping with Plane

Wave Imaging for Localized Microbubble Accumulation in Large Vessels,” IEEE

Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 65, no.

7, pp. 1193−1204, July 2018.
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1.4 Contributions

S. Freear, J. R. McLaughlan and S. Harput were responsible for the concept. I was re-

sponsible for the simulation programs, experiments and preparation of the manuscript.

D. M. J. Cowell and T. M. Carpenter were responsible for the array excitations.

Conference Papers

• Luzhen Nie, James R. McLaughlan, David M. J. Cowell, Thomas M. Carpen-

ter, and Steven Freear, “Subharmonic Plane Wave Imaging of Liposome-loaded

Microbubbles,” 2018 IEEE International Ultrasonics Symposium (IUS).

• Luzhen Nie, Thomas M. Carpenter, David M. J. Cowell, James R. McLaughlan,

Arzu A. Çubukçu, and Steven Freear, “Coherent Diverging Wave Imaging with

2-D Motion Compensation,” 2018 IEEE International Ultrasonics Symposium

(IUS).

• Luzhen Nie, Sevan Harput, James R. McLaughlan, David M. J. Cowell, Thomas

M. Carpenter, and Steven Freear, “Acoustic Microbubble Trapping in Blood Mim-

icking Fluid,” 2017 IEEE International Ultrasonics Symposium (IUS).

• Chris Adams, David M. J. Cowell, Luzhen Nie, James R. McLaughlan, Thomas

M. Carpenter, and Steven Freear, “A HIFU Excitation Scheme to Reduce Switching-

induced Grating Lobes and Hard Tissue Interface Heating,”2017 IEEE Interna-

tional Ultrasonics Symposium (IUS).

• Chris Adams, James R. McLaughlan, Luzhen Nie, and Steven Freear, “Excitation

and Acquisition of Cranial Guided Waves Using A Concave Array Transducer,”

Proceedings of Meetings on Acoustics 173EAA. Vol. 30. No. 1. ASA, 2017.

• Luzhen Nie, Sevan Harput, David M. J. Cowell, and Steven Freear, “Velocity

Estimation Error Reduction in Stenosis Areas Using A Correlation Correction

Method,” 2016 IEEE International Ultrasonics Symposium (IUS).

• Sevan Harput, Luzhen Nie, David M. J. Cowell, Thomas M. Carpenter, B. Raiton,

James R. McLaughlan, and Steven Freear, “Simultaneous Trapping and Imaging

of Microbubbles at Clinically Relevant Flow Rates,” 2016 IEEE International

Ultrasonics Symposium (IUS).
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I was responsible for the entirety of these first-author publications, except the ini-

tial concept of the first conference paper which J. R. McLaughlan was responsible for.

For the fourth and fifth papers, I designed the transducer delay profiles. For the last

paper which was written by S. Harput, I was responsible for rendering vector flow maps.

Conference Abstracts

• Luzhen Nie, David M. J. Cowell, Thomas M. Carpenter, James R. McLaughlan,

Arzu A. Çubukçu, and Steven Freear, “Motion Compensation for High-Frame-

Rate Contrast-Enhanced Echocardiography Using Diverging Waves,” The 24th

European Symposium on Ultrasound Contrast Imaging, Rotterdam, Jan. 2019.

• Luzhen Nie, James R. McLaughlan, Thomas M. Carpenter, David M. J. Cowell,

and Steven Freear, “Subharmonic Imaging of Liposome-loaded Microbubbles,”

The 23rd European Symposium on Ultrasound Contrast Imaging, Rotterdam, Jan.

2018.

• Luzhen Nie, Sevan Harput, David M. J. Cowell, Thomas M. Carpenter, James R.

McLaughlan, and Steven Freear, “Acoustic Microbubble Trapping for Enhanced

Targeted Drug Delivery,” The Journal of the Acoustical Society of America, 141

(5), 4012-4012, May 2017.

• Chris Adams, James R. McLaughlan, Luzhen Nie, David M. J. Cowell, Thomas

M. Carpenter, and Steven Freear, “Excitation of Leaky Lamb Waves in Cranial

Bone Using A Phased Array Transducer in A Concave Therapeutic Configura-

tion,” The Journal of the Acoustical Society of America, 141(5), 3918-3918, May

2017.

• Luzhen Nie, Sevan Harput, David M. J. Cowell, Thomas M. Carpenter, James R.

McLaughlan, and Steven Freear, “Microbubble Trapping, Imaging and Destruc-

tion for Targeted Drug Delivery,” The 22nd European Symposium on Ultrasound

Contrast Imaging, Rotterdam, Jan. 2017.

I was responsible for the entirety of these abstracts, except the fourth one for which

I designed the transducer delay profiles.
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Chapter 2

Literature Review

Over the past few decades, medical ultrasound imaging has continued to constitute

an important aid for healthcare diagnostics. The list of its applications is expanding

including 2-D or 3-D blood flow imaging (Osmanski et al., 2014), elasticity imaging

of soft tissue (Grondin et al., 2017), wall motion analysis (Senior et al., 2009) and

myocardial perfusion imaging with microbubbles (Senior et al., 2009), among others.

Intriguing innovations such as ultrasound molecular imaging (Daeichin et al., 2015) and

super-resolution ultrasound imaging (Errico et al., 2015) are also being widely explored

for cancer diagnosis (Kaneko & Willmann, 2012; Opacic et al., 2018). This chapter

revisits the basic principles and related physics of ultrasound imaging which lay the

solid basis for the work in this thesis.

2.1 Fundamental Principles of Medical Ultrasound Imag-

ing

2.1.1 B-mode Imaging and Ultrasound Array Transducers

A B-mode image is the cross-sectional representation of the tissue boundary and struc-

ture as shown in Fig. 2.1. It is reconstructed with echoes that are reflected back from

the tissue boundary and received by the elements in an array transducer as shown in

Fig. 2.2. As the speed of sound in soft tissue is relatively constant (∼1540 m/s), the

positions of scattering points can be faithfully located by calculating the time of flight,

precisely depicting the anatomical structure. The received echoes are beamformed, en-

velope detected, and log-compressed to create a map with different brightness values.
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Figure 2.1: Parasternal long axis view of a heart. Reproduced from (Tong et al., 2019)

with permission under the CC-BY 4.0 licence.

(b)  (a)  

Electrodes Matching layer 

Kerf  

Backing material  
PZT elements 

Lens  

Figure 2.2: (a) Components of an array transducer. (b) Group of transducers that are

compatible to the UARP II.
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2.1 Fundamental Principles of Medical Ultrasound Imaging

‘B-mode’ is thus the short name of ‘brightness mode’.

B-mode imaging is a pulse-echo technique in which the array transducers play a

vital role as the transmitter and sensing device. As shown in Fig. 2.2(a), a typical

multi-element array transducer consists of PZT ceramics, a matching layer, an acoustic

lens, backing materials and wires that are attached to both sides of the PZT ceramics

through electrodes. The PZT elements are compressed or stretched to send ultrasonic

waves when a positive or negative voltage is applied through them, converting electrical

energy to ultrasonic power, and vice versa. A thin layer of conductive paint is coated

on both sides of the PZT elements as the electrodes. The matching layer is used to

decrease the acoustic impedance mismatch between the PZT elements and the coupling

medium, such as the ultrasound gel, minimising the loss of transmitted acoustic energy.

An acoustic lens is typically adopted to generate the elevation focus, at which the

elevation resolution achieves its best. Due to reverberations within the PZT elements,

the backward reflection needs to be attenuated by using a strong absorbing backing

layer. For further reading on the structure of ultrasonic array transducers, please refer

to (Hoskins et al., 2010; Szabo, 2004).

As shown in Fig. 2.2(b), a group of medical array transducers are available in the

market, fulfilling the need for scanning different parts of the body, such as superficial

carotid arteries or a relatively deep heart. The formation of B-mode images varies with

the type of transducer adopted. A linear array transducer is composed of sequential

PZT elements in a line, with beams or imaging lines typically perpendicular to the

array, as shown in Fig. 2.3(a). For an expanded field of view when scanning a heart or

baby, a phased or curvilinear array transducer is adopted, with varied imaging formats

as shown in Fig. 2.3(b) and Fig. 2.3(c). The phased array transducer is fabricated in

a way similar to that for a liner array transducer, except the pitch size is not larger

than one half wavelength (see Section 2.1.2 for its definition), avoiding grating lobes in

the imaging field during beam steering. In addition, the curvilinear array transducer

is similar to the curved version of the linear array transducer.

2.1.2 Frequency, Speed of Sound, Wavelength, Pressure, Intensity

and MI

The ultrasonic waves used for medical applications are longitudinal waves. If the PZT

elements are static, the surrounding medium will be in the rest condition where there

13
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(b)  (c)  (a)  

Figure 2.3: Different imaging formats with a (a) linear array transducer, (b) phased

array transducer and (c) curvilinear array transducer. The black lines represent the

focused beams or beamformed imaging lines.

will be a rest acoustic pressure at all locations. Applying voltages on both sides of the

PZT elements displaces the PZT surface. As a result, a positive or negative acoustic

pressure relative to the rest pressure exists, resulting in medium compression and rar-

efaction as shown in Fig. 2.4(a). The energy is transported through the passage of the

wave in the medium.

Frequency represents the number of repeated wave cycles in a second. Its unit is

hertz/Hz (1 Hz = 1 cycle per second). The audible sound waves have a frequency

range of 20 Hz−20 kHz, whilst the ultrasonic waves have a frequency above 20 kHz.

For medical ultrasound imaging, the frequency typically varies between 1 MHz and 10

MHz, encompassing most applications excluding intravascular ultrasound imaging that

employs higher frequencies. The ultrasonic wave with a frequency of f0, propagating

through the medium with a speed of sound of c, has a wavelength of λ (λ = c/f0). The

wavelength represents the distance between consecutive similar points on the wave as

illustrated in Fig. 2.4(a).

The pressure amplitude relative to the rest value corresponds to the acoustic inten-

sity. The relationship between them is described by Ia =
P 2

ρc
, where Ia is the acoustic

intensity, P is the relative acoustic pressure (normally referred to as acoustic pressure),

and ρ is the density of the propagating medium. Pressures are first measured by using

needle or membrane hydrophones which are calibrated by the National Physical Labo-

14
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Changes of the  
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Figure 2.4: (a) Medium expansion and compression in line with the acoustic pressure

distribution. (b) Schematic diagram showing microbubble compression in response to

the positive pressure and expansion during the negative part of the ultrasound wave.

ratory in the U.K. The Food and Drug Administration (FDA) (Food et al., 1985) and

the British Medical Ultrasound Society (BMUS) (BMUS, 2010) regulate the limits of

acoustic outputs for medical ultrasound imaging, with values given in Table 2.1.

Table 2.1: Limits of Acoustic Outputs for Medical Ultrasound Imaging

Isppa Ispta Im MI

FDA 240 1500 600 1.9

Unit W/cm2 mW/cm2 W/cm2 −

where Isppa is the spatial peak pulse average intensity, Ispta is the spatial peak

temporal average intensity, and Im is the maximum intensity. MI denotes mechanical

index which is determined by MI = PNP/
√
f0, where PNP is the peak negative pressure

(MPa) and f0 is the centre frequency of the ultrasound wave (MHz).
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2.1.3 Reflection, Scattering and Attenuation

The B-mode images are formed with echoes that are reflected back from the tissue

boundaries because of the differences in acoustic impedance. The acoustic impedance

of a medium Z is formulated as Z = ρc. When the beam insonifies the object of

size similar to or smaller than a wavelength, the wave is scattered over a large range

of angles as shown in Fig. 2.5. The scattered signal is received by multiple elements

across an array, facilitating parallel beamforming when using unfocused ultrasound

waves which will be discussed in Section 2.3. When propagating through the medium,

the transported energy is decreased mainly by the mechanism of absorption where the

acoustic energy is transferred to thermal energy. Attenuation is frequency relevant,

and Table. 2.2 (Hoskins et al., 2010) gives the attenuation values for different types of

tissue.

Figure 2.5: Illustration of scattering.

Table 2.2: Acoustic Attenuation Values of Different Types of Tissue

Tissue Attenuation(dB/MHz/cm)

Liver 0.399

Brain 0.435

Muscle 0.57

Blood 0.15

Water 0.02

Bone 22
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Plane Wave Steering  

Focusing  Combined Steering and Focusing 

Figure 2.6: Schematic of beam steering and focusing.

2.1.4 Beamforming

In modern ultrasound scanners, the transmitted beams are shaped by using electronic-

based time delays on multiple active elements in a group. Fig. 2.6 shows the basic

operation of beam steering and focusing. In order to acquire a line in the B-mode image

with a conventional sequential system, an active group of elements are programmed to

transmit the acoustic beam where the interrogated line is at the centre. For a linear or

curvilinear array transducer, once the previous echoes have been received by the same

transducer, the next group of active elements are activated. The new group is formed

by dropping one element at one side and adding a new element at the other side. This

moves the group of active elements and hence the image line by one element. The

whole region of interest (ROI) is swept by multiple transmissions and a full B-mode

image is then formed. In contrast, all elements are employed for every transmission

with a phased array transducer to maximise the lateral resolution due to an expanded

aperture size. Every line in the polar coordinate system as shown in Fig. 2.3(b) is

thus formed by combined beam steering and focusing with all elements as illustrated

in Fig. 2.6.
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2.1.5 Spatial Resolution

For 2-D ultrasound imaging, spatial resolution (Ng & Swanevelder, 2011) refers to

the minimum distance that can be differentiated between two objects in the direction

of the incident beam (axial resolution) or perpendicular to that (lateral resolution).

Mathematically, axial resolution is equal to half the pulse length. Lateral resolution is

predominantly determined by the transducer and transmission parameters, for sequen-

tial systems it can be improved by increasing the frequency of the wave or the aperture

size for transmission.

2.1.6 Doppler Effect, Continuous Doppler, Pulsed Doppler and Doppler

Aliasing

The Doppler effect can be observed in daily life as we might have noticed the changed

tone of a buzzer when a car passes by. The tone of the buzzer changes due to the change

of the sound frequency compared to the emitted frequency as illustrated in Fig. 2.7.

When there is no motion between the source and the observer, the observed sound

has the same frequency as the transmitted one. However, when the source is moving

towards the observer, the wavefront will be more closely packed, resulting in a higher

frequency. Conversely, a lower frequency is detected when the source is moving away.

The change of the received frequency relative to the emitted sound is called Doppler

shift and the amplitude of the Doppler shift is related to the relative velocity between

the source and the observer. The Doppler shift ∆f is quantitatively determined by

∆f =
v

c
f0, (2.1)

where v is the relative velocity between the source and the observer, and f0 is the

frequency of the originally transmitted sound.

The use of the Doppler shift of ultrasound waves can detect the velocity of blood or

tissue. Either the continuous wave (CW) or the pulsed wave system can be employed

to gather the Doppler shift and hence the velocity. For a CW Doppler system, the

incident wave is emitted without interruption from a transmitter, and the reflected

echo is captured with a separate sensor as the receiver. Only within the region where

the transmit and receiving beams overlap, the ultrasound echo is acquired. The CW

ultrasound systems are routinely used for accurately detecting the peak blood velocities
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Figure 2.7: Illustration of the Doppler effect. The circular curves represent the wave-

front.

especially in the stenosed vessels by analysing the spectrum of the Doppler signal with

a sliding temporal window of approximately 10 ms. However, the spatial information

indicating the location where these signals are picked up is missing with this technique.

Similar to fundamental B-mode imaging, the blood flow velocity can be depicted

in 2-D space by using the pulsed transmission scheme. Short ultrasound pulses are

transmitted and received with the same transducer, doubling the Doppler shift to

2∆f =
2v

c
f0. (2.2)

The pulse repetition frequency (PRF) determines how frequently the signal is sampled

in each pixel for Doppler processing. Based on the Nyquist sampling theory, the Doppler

shift that can be accurately detected will not be higher than a half of the PRF. If the

signal is sampled infrequently, we get a phenomenon called Doppler aliasing, where we

are measuring the wrong frequency and hence wrong velocity. The maximum detectable

Doppler shift without aliasing for a given PRF (fPRF) is

∆fmax =
2vzmax

c
f0 =

fPRF

2
, (2.3)

where vzmax is the maximum detectable velocity in the axial direction, and it is thus

determined by

vzmax =
cfPRF

4f0
. (2.4)
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The number of samples for calculation of the Doppler shift is the ensemble (packet)

size. In practice this number is in the range of 8 to 32, depending on the applications.

The deeper the object or the faster the object is moving (such as a heart), the smaller

the number. The short ensemble length hinders the ability to separate the blood

signal and the tissue signal due to the difficulty of designing the FIR or IIR filter to

operate on a short vector. Additionally, the short ensemble length imposes difficulties

in the determination of the Doppler shift by spectral analysis due to the broadened

bandwidth. Instead, the modern ultrasound pulsed-Doppler platforms measure the

blood velocity through detecting the phase shift of the pulse. A technique termed

‘autocorrelation’ is prevalent in such platforms especially for colour Doppler imaging.

Autocorrelation calculates the mean phase shift detected within each sample volume

(normally a pixel), which is then transformed to display the amplitude and direction

of the flow velocity. The axial velocity at each pixel vz can be estimated by using the

following equation (Kasai et al., 1985)

vz =
cfPRF

4πf0
atan

(∑N−1
i=1 I(i+ 1)Q(i)−Q(i+ 1)I(i)∑N−1
i=1 I(i+ 1)I(i) +Q(i+ 1)Q(i)

)
, (2.5)

where I and Q are in-phase and quadrature signals, and N represents the ensemble

length. A duplex mode consisting of ultrasound Doppler and B-mode imaging is usually

adopted in the clinic, allowing for a better location of the scanned region as shown in

Fig. 2.8.

2.1.7 Colour Doppler Imaging with Broadband Signals

In colour Doppler imaging, there is a tradeoff between the spatial resolution and accu-

racy of velocity estimations. The use of a short ultrasound pulse increases the spatial

resolution but broadens the spectrum of the incident wave, making the determination

of the centre frequency of the echo (or incident wave) f0 in Eq. 2.5 difficult. To tackle

the problems arising from broadband Doppler signals, a 2-D autocorrelator was pro-

posed (Loupas et al., 1995). The centroids of the Doppler frequency 〈fd〉 and centre

frequency of the echo 〈fRF〉 were first calculated using Eq. 2.6 and Eq. 2.7:

〈fd〉 =
fPRF

2π
atan

(∑M
j=1

∑N−1
i=1 I(j, i+ 1)Q(j, i)−Q(j, i+ 1)I(j, i)∑M

j=1

∑N−1
i=1 I(j, i+ 1)I(j, i) +Q(j, i+ 1)Q(j, i)

)
, (2.6)
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Figure 2.8: Example of duplex mode ultrasound imaging. Reproduced with permission

from http://folk.ntnu.no/stoylen/strainrate.

〈fRF〉 =
fs

2π
atan

(∑M−1
j=1

∑N−1
i=1 I(j + 1, i)Q(j, i)−Q(j + 1, i)I(j, i)∑M−1

j=1

∑N−1
i=1 I(j + 1, i)I(j, i) +Q(j + 1, i)Q(j, i)

)
, (2.7)

where fs is the sampling frequency, and M is the length of the spatial range gate.

Following these calculations, the axial velocity vz2D was determined by Eq. 2.8

vz2D =
c

2

〈fd〉
〈fRF〉

. (2.8)

To investigate the effect of using different autocorrelators on the accuracy of es-

timation of the broadband Doppler signals, a rotating disk phantom (Harput et al.,

2013) was manufactured with a diameter of approximately 3 cm and rotated at 12π

rad/s. The UARP II equipped a linear array transducer Prosonic L3-8 40EP was pro-

grammed to image the rotating disk by using zero-degree plane waves with a PRF of

5 kHz. Details about plane wave imaging can be found later in Section 2.3.1. This

transducer owned a −6 dB bandwidth of 57% with a centre frequency of 5 MHz. The

short negative pulses of 50 ns were employed to emanate plane waves with a broad

bandwidth (MI = 1.0) and hence the corresponding Doppler signals are broadband.

Fig. 2.9 and Fig. 2.10 show colour Doppler images of the cross section of the rotat-

ing disk phantom when using the 1-D autocorrelator and 2-D autocorrelator, respec-

tively. By considering Eq. 2.4 for Doppler estimation without aliasing, the maximum

21
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Figure 2.9: Colour Doppler image of the disk phantom rotated at 12π rad/s when using

the 1-D autocorrelator. The Doppler ensemble length is 20.

detectable velocity is thus calculated to 385 mm/s for a centre frequency of 5 MHz.

Doppler aliasing is noticeable in both Figs. 2.9 and 2.10, where the motion is heading in

the opposite direction at regions with an axial velocity higher than the Nyquist limit.

This happens because the sampling rate (fPRF) is insufficient to decode the correct ve-

locity information. Fig. 2.11 shows the locally estimated centre frequency 〈fRF〉, where

considerable discrepancy is found between the guessed centre frequency of 5 MHz and

the calculated centre frequencies in pixels. The effect of using a more accurate centre

frequency is manifest in Figs. 2.9 and 2.10, with a smoother flow pattern in Fig. 2.10.

As will be shown in Section 2.2, microbubbles oscillate nonlinearly when impinged

by ultrasonic waves, where broadband echoes are dominant. This poses problems on

the accurate estimation of blood flow velocity when using microbubbles to improve the

sensitivity of ultrasound Doppler. For broadband insonations, the 2-D autocorrelator

has been shown to perform better in colour Doppler imaging, and is also anticipated

to improve colour Doppler imaging with microbubbles.
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Figure 2.10: Colour Doppler image of the disk phantom rotated at 12π rad/s when

using the 2-D autocorrelator. The Doppler ensemble length is 20, and the length of the

range gate is 2 pixels.

Figure 2.11: Local estimation of the centre frequency 〈fRF〉 of the echoes.
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2.1.8 Advanced Blood Flow Measurement Techniques

Ultrasonic imaging underpins quantification of blood flow for many cardiovascular dis-

eases which manifest strong flow abnormalities. Conventional colour Doppler imaging

prevails in real-time operation but is confined by fundamental limitations such as angle-

dependence and aliasing (Jensen & Munk, 1998). Angle dependence and aliasing could

be partially approached by angle correction and shifting the Doppler frequency base-

line, respectively (Gill, 1985). But the following-up monitoring of disease progression

is hampered due to large inter-operator variations when correcting the beam-to-flow

angle.

More intuitive and accurate angle-independent 2-D blood flow imaging methods

have been suggested varying from transverse oscillation (Udesen & Jensen, 2006) and

vector Doppler (Dunmire et al., 2000) to speckle tracking (Bohs et al., 2000) and echo

particle image velocimetry (Kim et al., 2004). These can be categorized into Doppler-

based and non-Doppler-based techniques.

It is well known that velocity can be estimated according to the Doppler shift as

adopted by conventional Doppler imaging and it is rational to generate the oscillation

field along the transverse direction to reconstruct 2-D flow maps. This concept named

transverse oscillation has been introduced by Jorgen Arendt Jensen (Jensen & Munk,

1998), and implemented in commercial platforms using the conventional line-by-line

mode with a frame rate limited to approximately 20 Hz. As there is a Fourier rela-

tionship between the apodization function and beam pattern in the far field or at the

focus, a sinusoidal pattern can be formed along the transverse direction by manipulat-

ing the receive apodization function applied to the aperture. A phase-based estimator

was developed to decode the 2-D velocity components.

Cross-beam vector Doppler uses 1-D velocities from two angles to derive the veloc-

ity vector (Tortoli et al., 2006). The geometric relationship of these two angles holds

the core of this method, and the inaccurate estimation along one direction would sig-

nificantly bias the overall estimation. To minimise the variance due to the inaccurate

estimation from one direction, an over-determined structure by using multiple angles

was developed, with the two velocity components estimated by using least squares

fitting (Yiu et al., 2014).
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As the early effort of non-Doppler-based techniques to render 2-D vector velocities,

speckle tracking algorithms were proposed in the late 1980s (Meunier et al., 1988). With

the assumption of the relatively stable speckle pattern from the blood cells over a short

interval, the average motion field can be calculated with a series of speckle images by

using cross correlation. However, the utility of this technique is confined by the low SNR

of the echoes from blood cells. The image SNR could become high enough to portray

blood flow when microbubble contrast agents are introduced into the blood stream,

with microbubbles faithfully tracking the flow pattern. This concept stimulates the

development of echo particle image velocimetry (Kim et al., 2004), where the velocity

estimation basically relies on the calculation of displacement of interrogation windows

by using cross correlation. Given the highest correlation peak position and the time

interval between the interrogated images, the averaged velocity is obtained. For the sake

of computational efficiency, the calculation of cross correlation as given by Eq. 2.9 can

be replaced by the FFT-based method in the frequency domain (Eqs. 2.10 and 2.11).

Φ(m,n) =
∑
i

∑
j

fk(i, j)gk(i+m, j + n), (2.9)

where Φ denotes the coefficient map of cross correlation, fk and gk are two kernels

in two frames, m and n are the integer pixel offsets (both are zero for echo particle

image velocimetry).

Φ(m,n) = f?k (−m,−n) ∗ gk, (2.10)

Based on the convolution theorem, Eq. 2.10 can be changed to:

Φ(m,n) = iFFT(FFT?(fk)FFT(gk)), (2.11)

where ? indicates the complex conjugate, ∗ is the convolution operation, FFT de-

notes the fast Fourier transform, and iFFT is the inverse fast Fourier transform.

As integer pixel displacements are not guaranteed, a Gaussian interpolation method

is normally employed to fit the correlation peak, enabling a subpixel estimation accuracy

as illustrated by Eqs. 2.12 and 2.13 (Niu et al., 2009).

∆Ip =
ln[Φ(Ip − 1, Jp)]− ln[Φ(Ip + 1, Jp)]

2 ln[Φ(Ip − 1, Jp)]− 4 ln[Φ(Ip, Jp)] + 2 ln[Φ(Jp + 1, Jp)]
, (2.12)

25



2. LITERATURE REVIEW

∆Jp =
ln[Φ(Ip, Jp − 1)]− ln[Φ(Ip, Jp + 1)]

2 ln[Φ(Ip, Jp − 1)]− 4 ln[Φ(Ip, Jp)] + 2 ln[Φ(Ip, Jp + 1)]
, (2.13)

where Ip and Jp are integer pixel coordinates at which the maximum cross correla-

tion coefficient is reached, ∆Ip and ∆Jp are the subpixel estimations relative to Ip and

Jp, respectively.

All Doppler-based vector flow mapping techniques are prone to aliasing. Cross-beam

vector Doppler can be performed within a region where cross beams overlap, limiting

the application of this method to shallow regions. For the transverse component when

using the transverse oscillation method, the estimation accuracy could be biased by

the inaccurate prediction of the lateral wavelength which is obtained based on the

apodization function. Though it is still challenging to portray turbulent flow due to

its 3-D nature, non-Doppler-based methods such as echo particle image velocimetry

enable aliasing-free 2-D flow imaging, which could provide good insight into abnormal

flow patterns especially in the heart.

2.1.9 Nonlinear Propagation

A constant speed of sound in the medium is used to approximate the reality when

the acoustic pressure is low. Nevertheless, this assumption is challenged when the am-

plitude of the pulse is large (>1 MPa) due to two reasons (Leighton, 2007). For the

first instance, the speed of sound varies with the properties of the medium such as its

stiffness. A positive pressure compresses the medium, locally increasing the stiffness

and hence the speed of sound. Otherwise, a negative pressure rarefies the medium,

decreasing the stiffness of the medium and hence the speed of sound locally. Addition-

ally, the velocity of particles induced by medium compression or rarefaction interferes

with the transmitted wave propagating through the medium. In the compressed region

with a positive acoustic pressure, the particle motion is in line with the direction of

wave propagation, giving an increase in phase speed. Whereas in the rarefied region,

particles move in the opposite direction of the incident beam, where a decrease in phase

speed is induced. In the temporal domain, the transmitted pulse is intuitively distorted

with the positive parts being narrower and the negative parts being stretched as shown

in Fig. 2.12 (a). The distortion of the pulse is also visible in the frequency domain, with

high frequency components appearing at the multiples of the original frequency, termed
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Figure 2.12: A gated pulse waveform captured by a 200-µm needle hydrophone is shown

in (a), with its corresponding spectrum shown in (b). The pulse waveform has a centre

frequency of 7.55 MHz.

(a) (b) 

Figure 2.13: Parasternal long axis view of a heart: (a) harmonic-mode image and (b)

fundamental B-mode image. Reproduced with permission from http://folk.ntnu.

no/stoylen/strainrate.
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harmonics. Nonlinear propagation gives rise to the energy transfer from the fundamen-

tal frequency f0 to multiple harmonics such as 2f0 and 3f0 as shown in Fig. 2.12 (b).

In medical ultrasound imaging, the use of high-order harmonics has long been investi-

gated to increase the image resolution. Reducing the imaging artefacts such as clutter

noise is widely adopted using tissue harmonics (Averkiou, 2001) as shown in Fig. 2.13.

The second tissue harmonic is predominately employed in clinical scanners due to the

limited bandwidth of the transducer and higher attenuation of higher-order harmonics.

2.2 Contrast-Enhanced Medical Ultrasound with Microbub-

bles

In addition to nonlinear propagation, the vibration of microbubbles can be extremely

nonlinear, when subject to an ultrasonic field even with low-level acoustic pressures

(MI < 0.12) (Toulemonde et al., 2018), where the tissue response is largely linear. The

reason of the microbubble nonlinearity is mainly because of the nonlinear vibration of

the microbubble shell in response to the positive and negative pressures. During the

phase of negative pressures, microbubbles easily expand, but they gradually become

less compressible in response to positive parts of the ultrasound wave as shown in

Fig. 2.4(b). In the frequency domain, the microbubble nonlinearity appears with the

presence of multiple harmonics such as 2f0 and even the subharmonic at f0/2 if the

applied pressure is above a threshold to elicit it (McLaughlan et al., 2017). It is normally

accepted that the MI or PNP accounts for microbubble destruction (McLaughlan et al.,

2017), as microbubbles expand to collapse in response to a high level of PNPs.

The nonlinear response of microbubbles at low MI enables real-time detection of

them in both large vessels and microcirculation. This stimulates a large amount of

tissue perfusion studies especially for myocardium (Kaul, 1998), where differentiating

slow-moving microbubbles from the fast-moving tissue background is achieved. The

second harmonic and superharmonics are exploited to increase the CTR, and this can

be done by using band-pass filtering or multi-pulse nonlinear imaging schemes (Eckers-

ley et al., 2005). Compared against the bandpass filtering method, multi-pulse imaging

techniques allow for the use of wide-band pulses, where spatial resolution can be op-

timised. Whereas for bandpass filtering, a narrow-band excitation signal should be

employed, where the spatial resolution is compromised.
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A number of multi-pulse strategies have been developed to efficiently enhance the

sensitivity of nonlinear imaging of microbubbles, such as PI (Simpson et al., 1999),

AM (Frinking et al., 2000), pulse inversion amplitude modulation (PIAM) (Eckersley

et al., 2005) and CPS (Phillips, 2001), among others. Figs. 2.14−2.17 show schematic

illustrations of pulsing for PI, AM, PIAM and CPS, respectively. In PI, two consecutive

ultrasound pulses with the opposite polarities are transmitted and the corresponding

echoes are summed to cancel out the fundamental frequency with the second harmonic

highlighted. For AM, two consecutive ultrasound pulses are transmitted, with the first

pulse transmission having a full amplitude and the second one having a half amplitude.

The echo from the full-amplitude transmission and twice of the sign-inverted echo

from the half-amplitude transmission are then combined. Both phase and amplitude

modulation are employed in PIAM and CPS, where both even and odd harmonics can

be preserved. In PIAM, the only difference to AM is that the second pulse transmission

is inverted with a phase shift of π. Three pulse transmissions are used in CPS. First,

a half-amplitude pulse is transmitted, then a full-amplitude pulse of inverted polarity

is fired followed by the emission of another half-amplitude pulse. For a CPS image,

echoes from the three pulse transmissions are summed.

The effort for understanding the underlying theory of these multi-pulse imaging

schemes was seen by modelling the nonlinear microbubble echo as a polynomial expan-

sion of a basis waveform (Eckersley et al., 2005).

O(x(t)) = a1x(t) + a2x
2(t) + a3x

3(t) + ...+ aix
i(t), (2.14)

where O is the reflected echo and x(t) is the basis function. The coefficient ai

denotes the contribution of a specific-order harmonic. By considering an ultrasound

basis function x(t) = cos(wt), then:

x2(t) =
1

2
[1 + cos(2wt)], (2.15)

x3(t) =
1

4
[cos(wt) + cos(3wt)], (2.16)

x4(t) =
1

8
[3 + 4cos(2wt) + cos(4wt)]. (2.17)
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Driving Pulse 1

Driving Pulse 2

Linear Echo 1: LE1

Linear Echo 2: LE2

LE1 + LE2

Nonlinear Echo 1: NLE1

Nonlinear Echo 2: NLE2

NLE1 + NLE2

Figure 2.14: Schematic of PI sequencing. Driving Pulse 1 = (−Driving Pulse 2), and

these two pulses are transmitted sequentially. The summation of their corresponding

echoes is zero for linear targets, whereas residual signals remain for microbubbles.

Driving Pulse 1

Driving Pulse 2

Linear Echo 1: LE1

Linear Echo 2: LE2

LE1 - 2 x LE2

Nonlinear Echo 1: NLE1

Nonlinear Echo 2: NLE2

NLE1 - 2 x NLE2

Figure 2.15: Schematic of AM sequencing. Driving Pulse 1 = (2 x Driving Pulse 2),

and these two pulses are transmitted successively. The echo from the second pulse is

doubled before subtracted by the echo from pulse 1, removing the linear echo.
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Driving Pulse 1

Driving Pulse 2

Linear Echo 1: LE1

Linear Echo 2: LE2

LE1 + 2 x LE2

Nonlinear Echo 1: NLE1

Nonlinear Echo 2: NLE2

NLE1 + 2 x NLE2

Figure 2.16: Schematic of PIAM sequencing. Driving Pulse 1 = (−2 x Driving Pulse

2). The amplitude difference of the echoes is compensated by scaling up the second

echo with a factor of 2 before summing them together.

Driving Pulse 1

Driving Pulse 2

Driving Pulse 3

Linear Echo 1: LE1

Linear Echo 2: LE2

LE1 + LE2 + LE3

Nonlinear Echo 1: NLE1

Nonlinear Echo 2: NLE2

NLE1 + NLE2 + NLE3

Linear Echo 3: LE3 Nonlinear Echo 3: NLE3

Figure 2.17: Schematic of CPS sequencing. Driving Pulse 2 = (−2 x Driving Pulse 1)

= (−2 x Driving Pulse 3). All echoes from three pulse transmissions are summed to

cancel the linear component.
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By considering −x(t) = −cos(wt) and neglecting harmonics above the third order,

O(x(t)) +O(−x(t)) = 2a2x
2(t). This explains the underlying mechanism for PI, where

the second-order harmonic is preserved. For AM, O(2x(t)) − 2O(x(t)) = 2a2x
2(t) +

6a3x
3(t), where both odd-order and even-order harmonics can be highlighted. By

modulating both phase and amplitude for PIAM, O(2x(t)) + 2O(−x(t)) = 6a2x
2(t) +

6a3x
3(t). For CPS, O(x(t))+O(−2x(t))+O(x(t)) = 6a2x

2(t)−6a3x
3(t). When taking

Eqs. 2.15−2.17 into consideration, the second harmonic is dominant in PI, and both the

second harmonic and nonlinear fundamental component are preserved in AM, PIAM

and CPS. AM, PIAM and CPS prevail in providing a higher CTR when compared to

PI, as the nonlinear signal can be received at the fundamental frequency band, where

the impact of acoustic attenuation is less significant. The use of AM, PIAM and CPS

also looses the requirement of a broadband transducer that is used for second harmonic

imaging. However, the drawbacks of this simplified model are the neglected effects

of the shell composition, microbubble size and acoustic pressure on the microbubble

response.

The field of single-microbubble simulation is maturing with a number of models

proposed to describe the dynamics of a single microbubble under ultrasound stimula-

tions. The story starts from modelling an air bubble in liquids with the well-established

Rayleigh-Plesset-Noltingk-Neppiras-Poritsky (RPNNP) equation (Hasson et al., 2016):

ρL

(
RR̈+

3

2
Ṙ2

)
=

(
P0 +

2σ

R0

)(
R0

R

)3γ

− 2σ

R
− 4µṘ

R
− p∞, (2.18)

where ρL is the density of the liquid, R is the bubble radius as a function of time,

Ṙ is the bubble wall velocity, R̈ is the bubble wall acceleration, σ is the surface tension

between the liquid and bubble surface, R0 is the equilibrium radius, γ is the polytropic

index, µ is the viscosity of the liquid (water), and p∞ is the pressure at infinity.

p∞ is defined as:

p∞ = P0 + Pdrive(t), (2.19)

where P0 is the hydrostatic pressure, and Pdrive(t) is the driving acoustic pressure.

Incorporating the shell properties into the model is required when modelling the

coated microbubbles. The Sarkar model (Chatterjee & Sarkar, 2003) extends the

RPNNP equation by adding the dilatational viscosity of the shell κS as follows:
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Table 2.3: Simulation Parameters: Marmottant Model

Parameter Value

R0 2 µm

Pdrive(t) 10 µs sinusoid (2 MHz)

P0 101325 Pa

ρL 998 kg/m3

σ 0.0728 N/m

γ 1.095

µ 0.001 Pa·s

κS 6 x 10−9 Pa·m·s

χ 0.3 N/m

d 1 cm

ρL

(
RR̈+

3

2
Ṙ2

)
=

(
P0 +

2σ

R0

)(
R0

R

)3γ

− 2σ

R
− 4µṘ

R
− 4κSṘ

R2
− p∞. (2.20)

Eq. 2.20 is further improved to describe the surface tension as a function of the mi-

crobubble radius, forming the Marmottant model (Marmottant et al., 2005) as follows:

ρL

(
RR̈+

3

2
Ṙ2

)
=

(
P0 +

2σ(R0)

R0

)(
R0

R

)3γ

− 2σ(R)

R
− 4µṘ

R
− 4κSṘ

R2
− p∞, (2.21)

The surface tension σ(R) between the liquid and microbubble shell varies with the

microbubble radius and can be described by Eq. 2.22.

σ(R) =


0 if R ≤ Rbuckling

χ

(
R2

R2
buckling

− 1

)
ifRbuckling ≤ R ≤ Rrupture

σ if R ≥ Rrupture

(2.22)

where Rbuckling = R0, Rrupture = R0

√
1 + σ/χ, and χ denotes the shell elasticity.

The nonlinear imaging schemes were then investigated by using the Marmottant

model with similar parameters as used in (Eckersley et al., 2005) (Table. 2.3). The
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dynamics of the microbubble radius were first solved by using Eq. 2.21, followed by the

calculation of the pressure response PMB radiated from the microbubble at a distance

d by using Eq. 2.23:

PMB =
ρL

d
(R2R̈+ 2RṘ2). (2.23)
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Figure 2.18: Scattered spectra from a microbubble for different pulsing schemes with

simulation parameters given in Table 2.3. PNP = 130 kPa. All curves are normalized

to the peak value in (a).

The simulated spectra of microbubble responses for all pulsing schemes are shown

in Fig. 2.18. All curves were normalized to the peak value for the single pulse. The

results show that only the even-order harmonics are preserved with PI. The nonlinear
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Figure 2.19: Scattered spectra from a microbubble for different PNPs with simulation

parameters given in Table 2.3. (a) PNP: 130 kPa. (b) PNP: 350 kPa. All curves are

normalized to the peak value in (a).

component resides within the fundamental band when using AM, PIAM and CPS.

Compared against AM, the second harmonic is more manifest with PIAM and CPS.

The subharmonic at f0/2 is absent from tissue at diagnostic pressure levels, while

encapsulated microbubbles suspended in fluid could backscatter the subharmonic of the

incident frequency, when the applied acoustic pressure exceeding a threshold to gener-

ate Faraday waves on the bubble surface (Leighton et al., 1996; Shankar et al., 1998).

A simulation based on the Marmottant model was performed to show the generation

of the subharmonic which cannot be explained by the model in (Eckersley et al., 2005).

The scattered spectra for two different PNPs are shown in Fig. 2.19. The curves were

normalized to the maximum for the PNP of 130 kPa, where no subharmonic compo-

nents are visible. For a PNP of 350 kPa, the subharmonic (f0/2) and ultraharmonics

(3f0/2, 5f0/2, 7f0/2 ...) are visible. Compared to ultraharmonics, the effect of acoustic

attenuation is less significant for the subharmonic, where the penetration depth can be

improved.

The use of high-order microbubble responses (3f0, 4f0 ...) has spawned an area

of acoustic angiography (Gessner et al., 2010) for high-contrast and high-resolution

ultrasound imaging. A dual-frequency transducer was used, with the low-frequency

elements exciting the microbubbles near their resonance, and the high-frequency ele-

ments picking up the emitted high-frequency content from them. However, the use of

superharmonics is confined for shallow regions due to the extremely high attenuation

for high frequencies.
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2.3 HFR Medical Ultrasound Imaging Using Parallel Sys-

tems

The recent engineering advancements in the development of parallel ultrasound research

platforms (Boni et al., 2017, 2018), such as arbitrary waveform generation on each chan-

nel, have triggered a new era with the emergence of techniques allowing for ultrahigh

temporal resolution (Montaldo et al., 2009) or spatial resolution (Errico et al., 2015).

Instead of using sequential focused beams to form the image line by line, a B-mode im-

age can be reconstructed by transmitting a single plane/diverging wave and the image

contrast and resolution can be improved at the receiving side by coherent summation

of echoes from multiple transmissions (Montaldo et al., 2009). Apart from shear wave

elastography, the advent of HFR plane/diverging wave imaging proved especially ben-

eficial for capturing transient flow patterns which was never readily achievable before.

The renewed interest in colour Doppler imaging (Osmanski et al., 2011), and particu-

larly 2-D vector flow mapping (Hoyos et al., 2016; Lenge et al., 2015; Leow et al., 2015)

has been seen by using HFR ultrasound techniques.

2.3.1 Plane Wave Imaging

Crucial to plane wave imaging is beamforming for both transmission and receiving

which will be described in detail (Montaldo et al., 2009). The advantage of this tech-

nique is that it does not necessitate the sequential sweeping of the ROI line by line. This

enables an extreme high frame rate up to 25 kHz for a depth of 3 cm (speed of sound:

1540 m/s). By no means is it without limitations. As there is no transmission focus,

the image resolution and contrast are only obtained by parallel processing of echoes

from the same scatter. Fig. 2.20(a) shows the straightforward zero-degree plane wave

scenario when simultaneously firing all the elements. The wave is backscattered by the

imaged medium and every element of the array receives the echo. The wave travels to

the point (x, z) with time z/c. The time delay for the scattered wave back to a spe-

cific element located at x1 is then calculated with (
√
z2 + (x− x1)2)/c. For an image

point (x, z), the contributions from all channels (Moubark et al., 2016) or a dynamic

aperture with a fixed f number (Montaldo et al., 2009) can be coherently summed.

The f number is the ratio of the focal depth (z in this case) to the aperture size. The

fixed f number is used to maintain the lateral resolution over space, with compromised
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Figure 2.20: Schematic of the travelling distances to a point (x, z) and back to an

element x1 for (a) a zero-degree plane wave, and (b) a steered plane wave with an angle

of α.

performance especially at the shallow regions. When a steered plane wave is emitted,

only the travelling distance to the point (x, z) and the time delay (zcosα+xsinα)/c are

different as shown in Fig. 2.20(b). By coherent compounding of images from different

steered plane waves, the image resolution, contrast and SNR can be improved at the

cost of the reduced frame rate.

2.3.2 Diverging Wave Imaging

Echocardiography is indispensable to the study of cardiac function. The non-ionising

nature of ultrasound is ideal for repetitive scanning scenarios. Intriguing innovations

have also been proposed by using diverging waves for HFR echocardiography (Fadnes

et al., 2017; Grondin et al., 2017; Hasegawa & Kanai, 2011; Osmanski et al., 2014;

Papadacci et al., 2014; Toulemonde et al., 2016). By strategically placing virtual sources

behind the surface of a phased array transducer, diverging waves can be formed to

insonify a large field of view as needed for cardiac imaging. The use of the whole

aperture for diverging wave transmissions (Poree et al., 2016) is considered in this
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thesis, and the schematic of the emission of a diverging wave from a phased array

transducer is shown in Fig. 2.21.

β/2 

Virtual source   

α 

... 

(x’, z’) 

(x, z) 

x1 

Figure 2.21: Schematic of the emanation of a diverging wave with the full aperture

of a phased array transducer. α is the steering angle. β is the divergent angle and

unchanged for coherent compounding. x1 is the address of one element.

The position of the virtual source (x′, z′) is determined by the divergent angle β

and steering angle α, as formulated by:

x′ =
Adiverging

2

tan(α− β
2 ) + tan(α+ β

2 )

tan(α+ β
2 )− tan(α− β

2 )
(2.24)

z′ = −
Adiverging

2 + x′

tan(α+ β
2 )

(2.25)

where Adiverging is the physical aperture size for emanating the diverging wave.

The circular wave originating from the virtual source arrives at a point (x, z) with

the time delay
√

(x′ − x)2 + (z′ − z)2/c. Then the reflected echo goes back to an el-

ement x1 with the time of
√

(x− x1)2 + z2/c. For each individual image point, the

contributions from all channels are delayed and summed. To improve the image con-

trast and resolution, multiple steered diverging waves can be fired to facilitate coherent

diverging wave imaging.

The beamforming method explained above, that is called delay-and-sum, is the most

popular one for ultrasound imaging using unfocused beams including plane and diverg-
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ing waves. The past decade has seen numerous efforts in developing advanced beam-

forming algorithms to further improve the image resolution and contrast. Of particular

interest are minimum variance adaptive beamforming (Asl & Mahloojifar, 2009), fil-

tered delay and sum (Matrone et al., 2015), coherence-based beamforming (Hyun et al.,

2018; Li & Dahl, 2015), and machine learning-based beamforming (Gasse et al., 2017).

The improved image quality using these advanced beamforming algorithms usually

comes with a higher computational cost. The effects of these beamforming algorithms

on velocity estimation including 2-D vector flow mapping are still largely unknown.

2.3.3 HFR Contrast-Enhanced Ultrasound

The combination of microbubble contrast agents and HFR ultrasound imaging has

emerged recently. Originally, it was investigated for the depiction of transient mi-

crobubble disruption (Couture et al., 2009) afforded by the HFR imaging capability.

It was then demonstrated that for the similar image quality, the application of HFR

plane wave imaging could reduce microbubble destruction by combining multiple low-

pressure transmissions and coherent summation (Couture et al., 2012). Detecting mi-

crovascular abnormalities has the potential for the diagnosis of organ dysfunction at a

very early stage. The combination of microbubbles and HFR ultrasound imaging has

also driven the improvement of ultrasound Doppler and perfusion imaging (Tremblay-

Darveau et al., 2014, 2016a,b). The techniques of HFR contrast-enhanced 2-D vector

flow mapping are also proliferating (Leow et al., 2015). More recently, the diffraction

limit in ultrasound imaging has been breached by localising single microbubbles. A

super-resolved image can be constructed by accumulating multiple single microbubbles

within thousands of images using plane waves, providing unsurpassed resolution for

quantification of brain function (Errico et al., 2015) and tumour (Lin et al., 2017).

With a 1-D array, ultrasound super-resolution imaging is confined within 2-D space.

Research efforts are being devoted to the development of 3-D super-resolution ultra-

sound imaging with either a fully-addressed 2-D matrix array (Heiles et al., 2017) or a

sparse 2-D matrix array (Harput et al., 2018). HFR contrast-enhanced ultrasound using

diverging waves has been used for capturing transient flow patterns in heart chambers

and quantification of myocardial perfusion (Toulemonde et al., 2017a). The improved

contrast ratio (CR) and contrast-to-noise (CNR) were reported compared against those
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obtained with focused beams (Toulemonde et al., 2018). By using singular value de-

composition (SVD) and the large amount of data provided by HFR contrast-enhanced

ultrasound, new avenues have been opened up for selectively separating microbubble

signals without the use of nonlinear imaging schemes (Desailly et al., 2016). Instead,

it relies on the signal coherence both in space and time. Originally, this eigen-based

filtering technique was applied to colour Doppler imaging to differentiate slow blood

flow from tissue motion where conventional high-pass filtering methods have difficul-

ties (Demené et al., 2015). The tissue signal typically has a higher intensity and is more

spatiotemporally coherent than flowing microbubbles. The assumption made when us-

ing SVD for separating microbubble signals is that the tissue background occupies the

low-order singular vectors, microbubbles occupy the middle-order singular vectors, and

noise is represented by the rest of the vectors. But the problem intrinsic to the SVD-

based filtering technique is the proper selection of eigen-vectors, which is currently

realized manually as done in (Nie et al., 2018b). To suppress the tissue echo and noise

but without affecting the microbubble echoes, the eigen-vectors can be selected as ones

with eigenvalues above or below a predefined energy value (Yu & Lovstakken, 2010).

But an absolute threshold for all in vivo scenarios does not exist.

A machine learning method based on k-means clustering could be employed for

finding hidden patterns behind the singular vectors calculated from the given HFR

ultrasound dataset. Groups or clusters are partitioned in such a way that the ob-

jects within a group have a higher similarity than objects in other groups. For the

algorithm k-means clustering, the dataset is grouped into k distinct clusters based

on data similarity by measuring the Euclidean distance to the centroid of a clus-

ter (https://uk.mathworks.com/help/stats/k-means-clustering.html).

An experiment was performed to test the feasibility of clustering singular values

for imaging microbubbles. Briefly, SonoVue microbubble solutions (1:3000) with an

average speed of 15.2 cm/s were flowed through a wall-less flow phantom. The 2.8-

mm flow channel was positioned at the depth of 35 mm. The impinging zero-degree

plane waves (2 cycles, 7.55 MHz) were repeated with a PRF of 3 kHz, and a MI

of 0.15 was used. As one example, an ensemble size of 30 was employed with the

corresponding singular value distribution shown in Fig. 2.22. This 1-D data array was

then fed into the k-means clustering algorithm with k = 3. This value was determined

as three clusters of singular vectors are expected to represent tissue, microbubbles and
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Figure 2.22: Singular value distribution of 30 plane-wave frames.

Figure 2.23: Clustering singular values for automatic spatiotemporal processing of HFR

contrast-enhanced ultrasound images. The ensemble size was 30.
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Figure 2.24: One typical B-mode image reconstructed from a single plane wave.

Figure 2.25: Corresponding B-mode image after SVD filtering. The orders of the used

singular vectors are from 2 to 12 as shown in Fig. 2.23.
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noise. The partitioned three clusters and their corresponding centroids are shown in

Fig. 2.23. The second cluster with a middle level of coherence energy was then selected

for reconstruction of microbubble signals.

The original B-mode image from a single plane wave is shown in Fig. 2.24 with

its counterpart after SVD filtering shown in Fig. 2.25. The result shows that cluster-

ing singular values could provide a means to automate spatiotemporal processing of

HFR contrast-enhanced ultrasound images. The immense potential of fully automatic

SVD filtering techniques has not been unlocked yet, especially for large and dynamic

organs such as the heart. The corresponding dataset may consist of spatiotemporally

varied coherence over the cardiac cycle, where a block-wise SVD scheme might be

of interest (Song et al., 2017). The unwavering prevalence of conventional high pass

filtering techniques in ultrasound Doppler imaging can be attributed to their higher

computation efficiency compared to that using SVD. The development of accelerated

SVD algorithms (Song et al., 2017) is thus timely and desired for myriad applica-

tions, including functional brain imaging and super-resolution imaging, when using

HFR contrast-enhanced ultrasound.

In conclusion, not only do these HFR contrast-enhanced ultrasound imaging tech-

niques inspire the revisiting of fundamental applications such as Doppler and flow imag-

ing, but also they promise a bright future for useful imaging methods with ultrahigh

spatial or temporal resolution by processing the large amount of data.
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Chapter 3

Combining Acoustic Trapping

with Plane Wave Imaging for

Localised Microbubble

Accumulation in Large Vessels

The capability of accumulating microbubbles using ultrasound could be beneficial for

enhancing targeted drug delivery. When microbubbles are used to deliver a therapeutic

payload, there is a need to track them, for a localised release of the payload. In this

chapter, a method for localising microbubble accumulation with fast image guidance is

presented. A linear array transducer performed trapping of microbubble populations

interleaved with plane wave imaging, through the use of a composite pulse sequence.

The acoustic trap in the pressure field was created parallel with the direction of flow in a

model of a vessel section. The acoustic trapping force resultant from the large gradients

in the acoustic field was engendered to directly oppose the flowing microbubbles. This

was demonstrated numerically with field simulations, and experimentally using the

UARP II. SonoVue microbubbles at clinically relevant concentrations were pumped

through a tissue-mimicking flow phantom and exposed to either the acoustic trap or a

control ultrasonic field composed of a single-peak acoustic radiation force beam. Under

the flow condition at a shear rate of 433 s−1, the use of the acoustic trap led to lower

speed estimations (p < 0.05) in the centre of the acoustic field, and an enhancement of

71% ± 28% (p < 0.05) in microbubble image brightness.
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LARGE VESSELS

3.1 Introduction

The widespread employment of microbubbles as ultrasound contrast agents is attributed

to their strong scattering capabilities and relative safety. The clinical use of microbub-

bles is to enhance the contrast in echocardiography (Senior et al., 2009) and improve the

visualization of liver perfusion (Battaglia & Cervelli, 2017), and so on. It is suggested

that asymmetric microbubble oscillations across ultrasonic compression and rarefaction

phases are responsible for the generation of harmonics (Faez et al., 2013), in addition to

scattering of higher harmonics due to nonlinear propagation (Leighton, 2007). Contrast

imaging modalities which investigate microbubble nonlinear fundamental and second

harmonic oscillations have been implemented in commercial systems (Phillips & Gard-

ner, 2004). Myriad techniques which use microbubble subharmonic (Forsberg et al.,

2000) and superharmonic (Bouakaz et al., 2003) frequencies are being explored to fur-

ther improve the image quality. In recent years, HFR ultrasound, which typically uses

unfocused plane/diverging wave transmissions (Montaldo et al., 2009; Papadacci et al.,

2014), has been combined with microbubbles (Couture et al., 2012; Toulemonde et al.,

2017c; Viti et al., 2016). This has led to non-destructive microbubble detection at

frame rates two orders of magnitude higher than the established line-by-line imaging

mode. The large amount of data in HFR contrast-enhanced ultrasound has created a

renewed interest in simultaneous Doppler and perfusion imaging (Tremblay-Darveau

et al., 2014) and provided opportunities for super-resolution imaging (Errico et al.,

2015).

The therapeutic use of microbubbles is currently an area of great interest. Mi-

crobubble volumetric vibrations can be actively driven by the use of ultrasound (de Saint Vic-

tor et al., 2014), and the associated bio-mechanical effects have been used as a mecha-

nism to break up blood clots since the 1990s (Tachibana & Tachibana, 1995). For sono-

poration, the enhanced cell membrane permeability caused by localised microbubble os-

cillations (Kooiman et al., 2014), has been shown to improve uptake of co-administered

therapeutics (Mclaughlan et al., 2013; Van Wamel et al., 2006). Microbubbles can also

be engineered as drug vehicles and payload release can be activated through the external

acoustic fields at specific locations (Escoffre et al., 2013; Lentacker et al., 2009). Fol-

lowing intravenous injections, a low microbubble concentration in the ROI can hamper

their therapeutic potential for sonothrombolysis (Petit et al., 2015) or trans-membrane
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drug delivery (Ward et al., 2000). Conjugating microbubbles with antibodies can target

them to vascular receptors with high specificity (Liu et al., 2006), but some approaches

can elicit an immune system response (Ferrara et al., 2007). Furthermore, the tar-

geting efficiency is reduced in the presence of high flow rates (Takalkar et al., 2004).

Microbubbles preferentially travel along the centreline of a vessel where the flow is

fastest, which reduces binding further in large vessels, as microbubbles are not in the

proximity of the diseased blood vessel endothelium. To address these limitations, ARF

has been used to manipulate the position of microbubbles to the distal vascular wall in

order to facilitate the cellular binding (Dayton et al., 1999; Gessner et al., 2012; Patil

et al., 2011; Wang et al., 2013) and locally increase the microbubble concentration.

An alternative approach to ARF is the use of magnetic nanoparticle-doped mi-

crobubbles that can be manipulated by an external magnetic field (Owen et al., 2012).

In vitro (Crake et al., 2015) and in vivo (Crake et al., 2016) studies demonstrated that

magnetic targeting of microbubbles can be achieved with a constrained depth of 20

mm. The use of optimised magnetic arrays could achieve improved targeting perfor-

mance in terms of depth and accuracy (Barnsley et al., 2016). These optimised arrays

are comprised of multi-layer permanent magnet elements, generating the maximum

field strength at a position of interest. Unfortunately, implementing this technique is

difficult, since optimisations are valid only for specific depths.

Locally accumulating microbubbles over time would promote interactions with the

diseased tissue in space, and permit enhanced mechanical bioeffects with the given

microbubble dose upon therapeutic excitations. There is also a strong benefit of image

monitoring which in turn guides localised microbubble accumulation and release of the

payload. In large blood vessels, potentially all of these will contribute to therapeutic

regimes involving acoustic cavitation, such as sonothrombolysis and trans-membrane

drug delivery for atherosclerosis (Shamout et al., 2015). In this chapter, a method for

controlled microbubble accumulation through combining acoustic trapping with plane

wave imaging is presented. The use of custom ultrasonic beams to image, translate, and

retain microbubbles against physiologically relevant flow rates was investigated with a

linear array transducer.
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Table 3.1: L11-4v Transducer and Field-II Simulation Properties

Parameter Value

Number of elements 128

Pitch size 0.30 mm

Element height 6 mm

Elevation focus 20 mm

Centre frequency 7.55 MHz

Bandwidth (−6 dB) 0.90 (fractional)

Sampling frequency 160 MHz

Excitation signal 3-cycle sinusoid (7 MHz)

Speed of sound 1547 m/s (Section 3.4.1)

Acoustic attenuation 0.42 dB/MHz/cm (Section 3.4.1)

3.2 Acoustic Microbubble Trapping and Imaging

This section details the implementation of a composite ultrasound sequence that com-

bines both trapping and plane wave imaging modalities. An acoustic trap field com-

prised of phase and amplitude modulated beams affects microbubble flow behaviour

to achieve localised accumulation and the instantaneous switch to imaging beams is

expected to track microbubbles.

By considering a linear array transducer with Ne active elements that is split into

two equal apertures, two equivalent but π phase shifted plane waves were emitted

simultaneously from these subapertures (Ne/2 elements) and destructively interfered

at the centre of the field. Fig. 3.1(a) shows a normalized 3-D PNP field (an animation

can be found in Supplementary Video S1, https://ieeexplore.ieee.org/document/

8361061) using the Field II package (Jensen & Svendsen, 1992) with parameters given

in Table 3.1. To ensure clarity of the figure values below a threshold of −25 dB were

removed. The arrow in Fig. 3.1(a) shows the flow direction of microbubbles. An acoustic

null at the centre of the acoustic field produces the pressure gradients required for the

trapping effect to arrest microbubbles in flow. To visualize the null zone in the elevation
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3.2 Acoustic Microbubble Trapping and Imaging

Figure 3.1: PNP simulations by Field II. (a) Symmetric 3-D acoustic trap field. At

the depth of 35 mm: (b) −6 dB 2-D acoustic field; PNP profiles by emitting π phase

shifted (c) symmetric and (d) asymmetric plane wave beams. The number of active

elements (Ne) that were excited for the acoustic trap was 128 for (a)-(c) and 64 for (d).

The control ARF beam in (d) was emitted by the 32-element output aperture. For the

acoustic trap and control ARF beam in Fig. 3.1(d), an asymmetric Hann apodization

window was applied to the central 64 elements.
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direction, the −6 dB acoustic field at the depth of 35 mm is shown in Fig. 3.1(b). This

plot was normalized by its own maximum value and the 35 mm depth was chosen to

match the experimental setup in Section 3.4.2. The input beam (Fig. 3.1c) reduces the

microbubble velocity through a primary radiation force that opposes the direction of

flow. A disadvantage of using all (128) elements is that the radial radiation force within

the inlet region impedes microbubbles entering the trapping region (Fig. 3.1c). To

address this, the pressure was lowered by asymmetrically apodizing the outer elements

of the array. Parameters relating to this operation were set for the given flow condition

and more information about the ultrasound parameters is given in Section 3.4.2. The

resulting simulation of the acoustic trap is shown in Fig. 3.1(d). The asymmetric

trapping beam generates a lower pressure at the inlet, compared with that at the

outlet. A single-peak ARF push beam resolved by emitting tapered plane waves only

from the output aperture is also included in Fig. 3.1(d) as the control ARF beam in

this study.

To monitor microbubble trapping, pulses for plane wave imaging were interleaved

with the trapping beams. Every full field-of-view 2-D image was acquired through

a single plane-wave transmission. Plane wave imaging was adopted to preserve the

trapping efficiency by minimising the time needed for imaging feedback (Couture et al.,

2012; Viti et al., 2016).

3.3 Forces on Microbubbles in A Trapping Field

In this section, the formulation of forces on a microbubble is undertaken followed by a

simulation demonstrating the trapping effect on a single microbubble. The secondary

radiation force that is produced by the microbubble re-scattered field is neglected in

the present method.

3.3.1 Primary Radiation Force

The use of a linear array simplifies analysis within the 2-D imaging plane. In a trapping

field, microbubbles will experience the axial radiation force, as shown in (Dayton et al.,

1997), and a trapping force through the generation of lateral pressure gradients (Harput

et al., 2016; Raiton et al., 2012). Difficulties in characterizing the primary radiation
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force on microbubble populations, can arise from different configurations of the ul-

trasonic system, the microbubble size distribution and concentration as highlighted

in (Dayton et al., 1997). But the force Fb on a single microbubble can be estimated by

Eq. (3.1) (Dayton et al., 1997; Leighton et al., 1990):

Fb = −〈V (t)∇P 〉 , (3.1)

where 〈 〉 indicates a time average, V (t) and ∇P are the microbubble volume and

spatial pressure gradient, respectively.

At a specific depth of the trapping field, the axial radiation force Faxial on a mi-

crobubble can be formulated by Eq. (3.2) (Dayton et al., 1997):

Faxial =
2π (PaWx)2DR0

ρ c ω T

2βtot/ω

[(ω0/ω)2 − 1)]2 + (2βtot/ω)2
, (3.2)

where Pa and Wx mean the peak acoustic pressure amplitude and the pressure

amplitude modulation function in the direction (x) orthogonal to the incident field,

respectively. D/T indicates the pulse duty cycle. ω and ω0 denote the driving fre-

quency and resonant frequency of the microbubble, respectively. R0 is the equilibrium

microbubble radius, ρ is the medium density, c is the speed of sound in the medium,

and βtot is the dimensionless damping coefficient.

In the direction perpendicular to the axial ultrasonic beam and at a specific depth,

the amplitude modulated trapping field is modelled with a sinusoidal pattern (Ya-

makoshi & Noguchi, 1998). The acoustic amplitude Plateral along this direction which

is defined by the axis x is thus written as follows:

Plateral = P0 + PaB(x)sin(kx)cos(ωt), (3.3)

where P0 is the constant hydrostatic pressure and t is time. k = 2π/λlateral, and

λlateral = 10.8 mm is the wavelength of the modelled sinusoidal pattern which is given

by Fig. 3.2(a). For simplicity, the symmetric trapping setup with 64 active elements

transmitting 7 MHz travelling waves was configured for Fig. 3.2(a) and a Hann window

was applied to the active aperture to modulate the pressure amplitude. The constant

hydrostatic pressure is not shown in Fig. 3.2(a) and the simulated pressure profile was

normalized by Pa as given in Eq. (3.2) and Eq. (3.3). B(x) is a rectangular window

function which is defined by
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B(x) =

{
1, −λlateral

2 < x < λlateral
2 ,

0, otherwise.
(3.4)
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Figure 3.2: At the depth of 35 mm, (a) simulated and modelled lateral pressure patterns

at the moment t = 0 in Eq. (3.3), and (b) the lateral radiation force on a 2.2-µm

microbubble based on parameters given in Table 3.2.

The lateral pressure gradient ∇Plateral is thus given by Eq. (3.5):

∇Plateral = kPaB(x)cos(kx)cos(ωt). (3.5)

Assuming linear amplitude oscillations, the microbubble volume can be modelled

as Eq. (3.6) (Leighton et al., 1990) for microbubbles with a resonant frequency below

the ultrasound drive frequency.

V (t) = V0[1− (3Re0/R0)sin(kx)cos(ωt+ π)], (3.6)

where V0 is the equilibrium microbubble volume and Re0 is the instantaneous variation

of the microbubble radius which is given by Eq. (3.7) (Dayton et al., 1997):

Re0 =
Pa

R0ρω2
√

[(ω0/ω)2 − 1)]2 + (2βtot/ω)2
. (3.7)
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Thus, the lateral radiation force Flateral on a microbubble in a pulsed trapping field

is deduced to be Eq. (3.8):

Flateral = −
〈
V (t)∇Plateral

D

T

〉
= −3Re0V0sin(2kx)kPaB(x)

4R0

D

T
.

(3.8)

3.3.2 Stokes Drag Force and Microbubble Trapping

With the assumption that the microbubble radius does not change (Dayton et al., 1997;

Tortoli et al., 2000), the Stokes drag force Fdrag acting on one microbubble in fluid is

given by Eq. (3.9) (Dayton et al., 1997):

Fdrag = 6πηR0(vf − vb), (3.9)

where η is the dynamic viscosity of the liquid, vb and vf are the microbubble and

liquid velocity, respectively.

Considering a flow direction perpendicular to the axial ultrasonic beam, the lateral

microbubble motion in a trapping field is described by Eq. (3.10), while neglecting the

effect of gravity and buoyancy (Tortoli et al., 2000; Yamakoshi & Noguchi, 1998)

mb
dvb

dt
+ Fdrag + Flateral = 0, (3.10)

where mb is the microbubble mass.

A microbubble is trapped by the lateral radiation force when vb = 0 and dvb/dt = 0

are satisfied in Eq. (3.9) and Eq. (3.10). In this case, the maximum speed ‖vmax‖ of the

microbubble which can be trapped is given by Eq. (3.11) through combining Eq. (3.8)-

(3.10)

‖vmax‖ =

∥∥∥∥Re0V0sin(2kx)kPaB(x)

8R0
2πη

D

T

∥∥∥∥ . (3.11)

A simulation was performed by assuming the presence of a 2.2-µm SonoVue mi-

crobubble in purified water, with the microbubble positioned at a depth of 35 mm

relative to the transducer surface. The lateral radiation force on the microbubble is

shown in Fig. 3.2(b) with parameters reported in Table 3.2. Based on Eq. (3.11), the
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microbubble with a velocity up to 5.3 cm/s can be halted at the 1.4 mm position where

the trapping force reaches its maximum assuming that the flow is entering from the

left side.

The presence of the input beam would displace microbubbles to the side of a vessel

as a result of the axial radiation force. The displacement could decrease the velocity

of the microbubbles (Dayton et al., 1999) before they enter the trap region, allowing a

larger fraction of microbubbles arrested by the trapping force.

Table 3.2: Parameters Used for Fig. 3.2(b)

Parameter Value

Trapping setup Symmetric (see Fig. 3.2a)

Pa 500 kPa

R0 2.2 µm

ρ 998 kg/m3

f 7 MHz

fb 6.8 MHz (Gorce et al., 2000)

2βtot/ω 0.15fbf (Dayton et al., 1997)

η 1 mPa.s

λ 10.8 mm (see Fig. 3.2a)

D
T 50%

3.4 Experimental Tests

A tissue mimicking material (TMM) ultrasound flow phantom (Harput et al., 2013)

was manufactured for the experimental component of this study. For all experimental

conditions, both the trapping field and control ARF beam as described in Section 3.2

were used.
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3.4.1 Ultrasound TMM Phantom Manufacture

A wall-less agar-based TMM flow phantom was made by mixing 36 g (3% by mass)

agar power (Acros Organics, Geel, Belgium) and 25 g glass microspheres (P2011SL-2.5,

Cospheric, Santa Barbara, USA) with filtered and degassed water. The mixture was

then heated on a hot plate (Corning, Inc., Mexico) until the temperature reached 96

◦C for 30 minutes. Glycerine (Value Health, Nottingham, UK) of 8% by mass and

10 g Germall plus (Gracefruit, Stirlingshire, UK) were added when the temperature

was below 70 ◦C. The continuous stirring throughout the whole process permitted a

uniform distribution of ultrasound scatters. Once mixed, the solution was poured into

a container incorporated with a 2.8-mm plastic tube. The tube was removed after

the phantom set to create a wall-less flow phantom. The average speed of sound and

attenuation through this TMM was measured to be 1547 m/s and 0.42 dB/MHz/cm,

respectively (Browne et al., 2003).

3.4.2 Flow Model and Experimental Parameters

The inlet of the 2.8-mm vessel at a depth of 35 mm (Fig. 3.3) was connected to a syringe,

which was driven by a pump (Aladdin AL-1000, World Precision Instruments). The

outlet was collected in a beaker and disposed of. At the ambient temperature 20 ± 1◦C,

SonoVue (Bracco S.p.A, Milan, Italy) solutions (diluted by 1:3000) were passed through

the vessel with a constant flow rate of 56 mL/min (Vmean = 152 mm/s). Considering a

Newtonian fluid, this flow corresponds to a shear rate of 433 s−1, which is within the

range of human arterial flow (Jeong & Rosenson, 2013). Inlet tubing of 50 cm ensured a

constant parabolic flow profile within the imaging field as formulated by L = 0.04dvRe,

where L is the entrance length for steady laminar flow, dv is the diameter of the vessel,

and Re is the Reynold’s number (Leow et al., 2015). The flow parameters are given in

Table 3.3.

The UARP II was programmed to generate the trapping and plane wave imaging

modalities, in conjunction with a Verasonics L11-4v transducer (Verasonics, Inc., WA,

USA). Each sequence consisted of dual excitations, the first being a long-duration 7

MHz trapping waveform as shown in Fig. 3.4, followed by a two-cycle 7.55 MHz pulse

for plane wave imaging. The transducer had a centre frequency of 7.55 MHz with a −6

dB bandwidth of 90%.
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Inlet 
Outlet 

Flowing Microbubbles 

L11 - 4

Figure 3.3: Schematic of the experimental setup with the simulated acoustic trap field

(normalized PNP) superimposed onto the diagrammatic ultrasound flow phantom.
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Plane wave imaging pulses 

PRF: 500 Hz 

1 

202 1801 t (ms) 

2200 

Input ARF pulse 

Output ARF pulse 

100 µs 20 µs 

40 µs 

800 µs 

Figure 3.4: The timing of emission sequences in experiments. ARF beams were inter-

leaved with the imaging mode from 202 to 1801 ms and the shading shows one period.

For clarity, ARF pulses emitted from two subapertures are diagrammed.

Table 3.3: Flow Parameters

Parameter Value

Flow model 2.8-mm vessel

Flow rate (mL/min) 56

Re 423

Vmax (mm/s) 303

Vmean (mm/s) 152

Wall shear rate (s−1) 433

Flow condition Laminar
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A switching frequency of 1 kHz was chosen between these two schemes, which

resulted in a 500-Hz frame rate for imaging. The schematic illustration of the sequence

timing used in this study is shown in Fig. 3.4. The acoustic trap or control ARF

beam was emitted in an intermittent way to protect the transducer (Fig. 3.4). ARF

beams were activated between 202 and 1801 ms throughout the 2.2-s acquisition. For

trapping microbubbles, the duty cycle ratio between the input and output apertures

was empirically set to be 0.5 (Harput et al., 2016). Only the output aperture was

activated to emit the control ARF beam.

Lateral Distance (mm)
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Figure 3.5: Estimated and measured PNP profiles of the acoustic trap (centre fre-

quency: 7MHz) at the depth of 35 mm. The maximum derated PNP = 320 kPa in the

measurement.

Pressures were measured by using a 200-µm calibrated needle hydrophone (Precision

Acoustics, Dorchester, UK) in water at the depth of 35 mm. The maximum PNP for

ARF beams was estimated to be 320 kPa (MI: 0.13 (Apfel & Holland, 1991; Church,

2005)) after correcting for the attenuation of the phantom, and the MI was tuned to 0.15

for imaging. For the given arterial flow condition, an aperture of 64 active elements was

empirically set for the acoustic trap, and two 32-element subapertures were programmed

to emit plane waves with the opposite phase polarity. The amplitude modulation of

the beam as described in Section 3.2 was achieved through a pulse width modulation

scheme (Cowell & Freear, 2008; Smith et al., 2013). At the depth of 35 mm, the

measured PNP profile of the designed acoustic trap is given in Fig. 3.5 and compared
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with its simulated counterpart. Meanwhile, the improvement of lateral resolution in

plane wave imaging is expected due to a larger aperture when all 128 elements are used

to create each line of the image. Thus, all 128 elements were active for plane wave

imaging.

All the raw data was subsequently transferred and saved to a local drive for offline

post processing with Matlab (The MathWorks, Natick, MA, USA).

3.4.3 Analysis of Trapping Effects

The trapping force on the microbubble populations was used to affect their flow be-

haviour and retard them. Vector flow mapping through a custom speckle tracking

algorithm (Nie et al., 2016) was then used to provide a vector flow overlay to track

microbubble trajectories, before, during, and after trapping. Briefly, RF frames were

formed by using the delay and sum beamforming method (Montaldo et al., 2009) with

fixed axial and lateral sampling grids, followed by interframe displacement estimations.

Displacements were first determined by using a correlation-based pattern matching

method in integer pixels. Accompanied by median filtering and subpixel Gaussian

interpolation (Niu et al., 2010), the estimated displacements in conjunction with the

known frame rate were used to render flow vectors within a ROI. Parameters in this

processing are given in Table 3.4.

Table 3.4: Parameters in Beamforming and The Speckle Tracking Algorithm

Parameter Value

Axial beamforming step 9.7 µm

Lateral beamforming step 75.0 µm

Axial kernel size 0.621 mm

Lateral kernel size 1.800 mm

Lateral kernel overlapping 50%

Axial kernel overlapping 50% or 66%

The influence, if any, of the vector density on the analysis of vector flow mapping was

established by changing the size of the overlapped regions between blocks for equivalent
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measurements. The axial and lateral kernel sizes are listed in Table 3.4 (Lenge et al.,

2014). This shows they were estimated with the ability to track the maximum velocity

of 303 mm/s in this study (see Table 3.3). In each test, the interrogation window size

and the lateral kernel overlapping size were kept unchanged, while the percentage of

the axial window overlapping was varied between 50% and 66%.

A consequence of speed deceleration, caused by the trapping field, was that a greater

quantity of microbubbles were deposited within the trap. The cumulative brightness

(enveloped data) of microbubbles within ROIs was used to proportionally correlate mi-

crobubble quantities over time. The intensity baseline of this approach, was determined

by replacing microbubble solutions with purified water.

For statistical analysis, a one-way ANOVA was used to demonstrate the statistical

significance with a p value smaller than 0.05.

3.5 Experimental Results

3.5.1 Effects of a Trapping Field on Microbubble Flow Dynamics

Fig. 3.6 shows representative images acquired for, from top to bottom, water only,

free-flowing microbubbles, microbubbles with the trapping field and microbubbles in

combination with the control ARF beam. Schematic diagrams of PNP profiles across

the vessel axis are added to Fig. 3.6(c) and (d).

In the presence of microbubbles, colour coded vector maps were superimposed onto

their corresponding grey scale images reconstructed from single plane-wave pulses.

These grey scale images are shown with a dynamic range of 40 dB in Fig. 3.6. The

orientation of each arrow indicates the averaged interframe microbubble trace within

that kernel, whilst the arrow length correlates the speed. In velocity estimations, the

interrogation window occupied a depth span of 0.621 mm and a lateral width of 1.800

mm (see Table 3.4). The axial kernel overlapping of 50% was used for still vector flow

frames in Fig. 3.6. Two adjacent plane-wave RF frames were needed to resolve a single

vector flow frame, and no multi-frame averaging was applied to smooth the velocity

profile.

Fig. 3.6(a) is a reference frame without microbubbles. The ROI within the flow

channel showing microbubble trajectories was defined with dotted lines and utilised

with all the data. The flow condition in this study was estimated to be steady (see
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PNP profile 
along  the 
vessel axis 

Figure 3.6: Examples of captured frames for (a) water, (b) freely flowing microbubbles,

(c) microbubbles with the acoustic trap, and (d) microbubbles with the control ARF

beam. In the presence of microbubbles, composite images are shown with the vector

flow overlay. Flow vectors with a velocity slower than 5 mm/s are highlighted with

green dots.
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Table 3.3) and the resulting laminar flow would follow a parabolic pattern, with zero

speed at the wall. With identical parameter sets used for Fig. 3.6(b)−(d), the noise

floor of vector flow mapping was determined by processing one reference dataset with

purified water pumped through the channel at a rate of 56 mL/min (see Section 3.4.3).

Consequently, 1100 plane-wave RF frames (or 1099 vector flow maps) were used and

the noise floor was found to be 1.2 ± 0.6 mm/s (mean value ± 3 standard deviations).

To improve clarity, a threshold of 5 mm/s which is above the noise floor was used for

labelling flow vector estimations as green dots, indicative of the occurrence of trapped

microbubbles. Other values above the noise floor for velocity estimations could be

used and the threshold of 5 mm/s was heuristically adopted for reporting. No flow

direction information was available at these locations. The ROI was chosen to exclude

flow vectors on the wall.

Supplementary Video S2 shows one example of the temporal evolution of microbub-

ble flow patterns with acoustic trapping (https://ieeexplore.ieee.org/document/

8361061). To reject noise mainly residing in the deep location, the SVD filter (De-

mené et al., 2015) was introduced when producing the video. Interleaving the acoustic

trapping beam with plane wave imaging pulses resulted in non-uniform microbubble

flow speeds in the inlet, trap, and outlet regions (Fig. 3.6). When the eigen-based SVD

filter was first applied to the global plane-wave data, the complex spatially-varying

microbubble speed affected the consequential microbubble speckle pattern and compli-

cated the velocity estimation. The block-wise SVD filtering has been suggested (Song

et al., 2017) to tackle spatially-varying characteristics but with heavy computational

burdens. To simplify the processing in this study, the beamformed plane-wave RF

frames were divided into the contrast region and the tissue background, and only the

tissue background was spatio-temporally processed to remove noise. Noise is supposed

to be described by high-order singular vectors which have smaller singular values (De-

mené et al., 2015). The SVD filter order was chosen to be 10 from which the sin-

gular value curve starts to flatten (Song et al., 2017) as shown in Fig. 3.7. Flow

dynamics were tracked with the method detailed above. For Supplementary Video S2

(https://ieeexplore.ieee.org/document/8361061), the axial kernel overlapping of

50% was employed in velocity estimations and the video was played back at 25 fps.

To show the effect of the acoustic trap and control ARF beam on the flow pro-

file, first a control experiment without any ARF beams was performed to calculate
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Figure 3.7: The singular value distribution for the data used in Supplementary Video

S2. Inset: expanded view of the singular value distribution with a separation line

showing the cutoff order of 10.

the baseline (Fig. 3.6b). Before the activation of ARF beams at t = 202 ms, there

are no visible green dots representing trapped microbubbles. Fig. 3.6(c) shows a

single snapshot of microbubble flow dynamics when the acoustic trap is active. Al-

though the microbubble flow changes with time (see Supplementary Video S2, https:

//ieeexplore.ieee.org/document/8361061), the speed of microbubbles reduces sig-

nificantly within the trapping region, with green dots showing trapped microbubbles.

When compared with results by using the control ARF beam in Fig. 3.6(d), the acous-

tic trap in Fig. 3.6(c) enables more microbubble accumulation also in the lumen. Once

acoustic trapping beams ceased at t = 1801 ms, the microbubble trajectories follow

a laminar flow pattern similar to Fig. 3.6(b), as shown in Supplementary Video S2

(https://ieeexplore.ieee.org/document/8361061).

The two axial overlapping sizes in Table 3.4 were used to manipulate the density

of flow vectors within the unaltered ROI. In each trial, the number of green labels was

counted with the vector flow frame 101 to 900, considering the period (from 202 to

1801 ms) with the application of ARF beams. The normalized values are portrayed

spreading the lateral axis as shown in Fig. 3.8. With the identical setup in velocity

mapping, in comparison to experiments with the control ARF beam, where the drag

force overcomes the counterflow radiation force, the acoustic trap shows the enhanced
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Figure 3.8: Normalized distributions of trapped microbubbles along the lateral axis are

shown by summing green dots from vector flow maps. The mean value and standard

deviation are given based on three repeated trials.

capability of microbubble accumulation (p < 0.05) for both conditions in Fig. 3.8.

3.5.2 Effects of a Trapping Field on Microbubble Signal Amplitude

Curves

Three ROIs were defined and allocated at the inlet, the designed trapping region and

the outlet as shown in Fig. 3.9(a). The signal magnitude curves are presented as a

function of time over three repeated trials in Fig. 3.9(b)−(d).

During the first 202 ms duration without the use of ARF, no significant magnitude

differences were observed (Fig. 3.9c and d). In the following 1.6-s period with the ap-

plication of the acoustic trap, signal amplitudes from all three ROIs showed increases

until approaching a steady state. Whereas in control experiments, the similar increas-

ing trend of intensities occurred only in the trap and outlet ROIs. During the last 200

ms, specific to the trap ROI, an instantaneous signal increase was perceptibly observ-

able after the cessation of ARF (Fig. 3.9c and d). However, much higher amplitudes

were obtained with the acoustic trap. A secondary radiation force that was gener-

ated from microbubble re-scattered fields, can be attractive or repulsive determined

by the relationship of microbubble vibration phases. In response to ARF beams, the
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Figure 3.9: Average intensity curves in (a) ROIs are displayed as a function of time, for

(b) water, (c) microbubbles + the acoustic trap, and (d) microbubbles + the control

ARF beam. Results are shown with the mean and standard deviation from three trials.
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secondary radiation force was present as aggregating microbubbles during sonication.

The dispersion of microbubble clusters after ceasing ARF has been demonstrated to be

responsible for the transient amplitude enhancement (Wang et al., 2013, 2015). Thus,

the prediction of microbubble quantities through image intensities would only be reli-

able after deactivating ARF beams. Consequently, within the trap ROI from 1900 to

2200 ms, the acoustic trap led to an average amplitude improvement of 71% ± 28% (n

= 3, p < 0.05) over the control, indicating more efficient microbubble localisation.

3.6 Discussion

With a linear array transducer, this study demonstrated the use of acoustic trapping

and plane wave imaging to facilitate localised microbubble accumulation. The proposed

scheme was illustrated by simulating and measuring the beam pattern and further ver-

ified with a wall-less flow phantom. Greater microbubble accumulation was achieved

within a ROI in a controlled way when the trapping field was activated. The inter-

leaved plane wave imaging modality enabled the monitoring of this process. In the

presence of additional therapeutic excitations, accumulated bare microbubbles using

the proposed scheme are expected to enhance microbubble-cell interactions resultant

from the increased microbubble concentration (Crake et al., 2015). When microbubbles

are functionalized or attached with a therapeutic payload such as a liposome (Peyman

et al., 2012), a localised payload release, and possibly control of the concentration of

payload through varying the cluster size, could be achieved by using a single transducer

performing microbubble trapping, imaging, and destruction.

Influenced by the ARF beams, the secondary radiation force from the microbubble

re-scattered pressure field aggregates microbubbles. The microbubble cluster dynamics

could be described with an identical model for a single microbubble through inputting

the cluster radius to the system (Kooiman et al., 2014). Consequently, clusters will

resonate at a lower driving frequency. It is difficult to estimate the cluster radii in vivo

making the resonant frequency unpredictable, which could affect imaging or payload

release. When microbubbles are clustered it is hard to destroy them. However, after

the trap is ceased they start to disperse. The instant increase of microbubble intensities

in Fig. 3.9(c) and (d) is illustrated as a result of microbubble cluster dispersion (Wang

et al., 2013, 2015). Thus, it would be possible to destroy them and maximise the
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release from a therapeutic microbubble by setting an appropriate time delay between

the destruction pulse and trapping beam.

Quantifying trapped microbubbles with ultrasound imaging is challenging. The

off-resonance driving, attenuation, and acoustic shadowing are responsible for the sup-

pression of the intensity increase, irrelative with the real microbubble concentration.

The size of clusters or the number of microbubbles cannot be estimated from the B-

mode or contrast mode images when the trapping beam is active. In this study, the

image brightness after deactivating ARF beams, as shown in in Fig. 3.9 (c) and (d)

between 1900 and 2200 ms, was quantified and the acoustic trap showed an average

gain of 71% ± 28% (n = 3, p < 0.05) relative to the control ARF beam.

The use of the 1-D linear array lacks the capability of beamforming along the el-

evation axis, which limits acoustic trapping as one in-plane method. Given the 3-D

nature of vascular anatomy and blood flow, a 2-D array would be of immense impor-

tance which enables simultaneous microbubble trapping and imaging in a 3-D volume.

With a fully addressed 2-D array, the high channel count would place a heavy burden

on electronics. The optimised sparse array could be a good candidate, which maintains

moderate acoustic field patterns but with much reduced active elements (Roux et al.,

2017). Although having a limitation in the elevation direction, the experimental com-

parison between the acoustic trap and a control ARF beam showed that the acoustic

trap retained a larger microbubble population in the lumen area of a 2.8-mm vessel

(Fig. 3.6c). This would be advantageous in cases where targets are not only located

along the distal wall. Potentially, benefiting from the two-peak acoustic trap and the

counterflow radiation force, microbubble localisation would be more resistant to the

pulsatile nature of blood flow.

Narrower acoustic trapping regions can be achieved with higher driving frequencies

resulting from shorter wavelengths. But the use of higher frequencies will be prone to

higher attenuation. A centre frequency of 7 MHz was used for trapping in this study,

but the easy control of electronics enables the flexible frequency modification for vessels

at different depths.

Plane wave imaging should be operated in a real-time and continuous manner to

assist motion detection, which is very important to keep the trap always in the tar-

geted region. The use of a graphics processing unit (GPU)-based beamformer (Yiu
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et al., 2011) may allow for the fast realization of plane wave imaging. To selectively im-

age microbubbles, nonlinear imaging modalities such as subharmonic imaging (Harput

et al., 2013; McLaughlan et al., 2017), PI, or AM (Eckersley et al., 2005) can be further

investigated.

There are multiple ways to manipulate the formation of the acoustic trap to accom-

modate different flow rates. For example, adjusting the driving voltage or dynamically

apodizing the aperture of the transducer, could account for variable pressure slopes in

the trap field, and thus simple ways to engender varying counterflow radiation forces.

For the given flow condition in this study, empirically determined parameters were

used for trapping microbubbles. More automated approaches to determine the re-

quired acoustical parameters should be further investigated. The fast realization of

plane wave imaging could also make it possible to have the necessary feedback loop

and guide the determination of required parameters.

The use of purified water as circulating fluid in a wall-less flow phantom is a sim-

plified experimental demonstration of a complex in vivo application. The presence of

other molecules within the blood stream, red blood cells for example, could interfere

with microbubble trapping. The relative angle between the transducer and the ves-

sel would affect the performance of the proposed method, which could be optimised

through imaging prior to trapping. As the angle increases, so does the trapping effi-

ciency. To make this scheme more widely adopted, a solution that could be employed is

to tilt the transducer or electronically steer the beam, as is broadly used in ultrasonic

colour Doppler imaging.

Acoustic trapping of microbubbles by using a linear array transducer was demon-

strated with a tissue-mimicking flow phantom. In this section, intuitive observation of

microbubble trapping under a microscope is presented. A 200-µm cellulose tube was

positioned in water at the depth of 35 mm parallel to the transducer surface. The

acoustic trapping beam had a centre frequency of 7 MHz and a output duty factor of

30% for a PRF of 1 kHz. The duty factor ratio between the input and output plane-

wave beams was 0.5 and the MI of 0.12 was used. Other details of the acoustic trap

can be found in Section 3.4.2. The flow rate of 5 mL/h was set to achieve a mean

velocity of approximately 35 mm/s in the expanded cellulose tube when filled with wa-

ter. Fig. 3.10 shows a series of micrographs acquired at different moments during the

experiment where the incident acoustic beam is from the left side of the figure. Flowing
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Figure 3.10: (a) Microbubbles in flow without acoustic trapping. The arrow shows the

flow direction. (b) A cluster of trapped microbubbles. (c) The microbubble cluster

started to shift away. (d) A new microbubble cluster replaced the previous one. (e)

The microbubble cluster started to disappear after the end of ultrasound exposure.

69



3. COMBINING ACOUSTIC TRAPPING WITH PLANE WAVE
IMAGING FOR LOCALISED MICROBUBBLE ACCUMULATION IN
LARGE VESSELS

microbubbles are barely visible without the application of the trapping beam as shown

in Fig. 3.10(a). With the activation of the trapping beam, the microbubble cluster was

trapped for a few seconds (Fig. 3.10 b). Once the trapping force was insufficient, the

microbubble cluster started to shift away as shown in Fig. 3.10(c). A new microbubble

cluster replaced the previous one (Fig. 3.10 d) and it was halted until the cease of

ultrasound exposure (Fig. 3.10 e).

3.7 Conclusion

The capability of localised accumulation of microbubbles holds promise for the en-

hanced therapeutic use of microbubbles to treat vascular diseases. In this study, one

scheme allowing for simultaneous microbubble trapping and imaging was proposed and

demonstrated. After a period of 1.6 s with ARF beams interleaved, the acoustic trap

outperformed the control, with slower microbubble speeds in the centre of the sound

field (p < 0.05) and an enhancement of 71% ± 28% (p < 0.05) in image brightness.

The easy control of electronics would enable this scheme applicable to a range of flow

conditions, and with attachment of drugs to microbubbles, further amplified merits

would be anticipated.
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Chapter 4

Plane Wave Imaging of

Liposome-loaded Microbubbles

A key component of targeted drug delivery using liposome-loaded microbubbles and

ultrasound is the ability to track these drug vehicles in real time to guide payload

release locally. As a uniquely identifiable emission from microbubbles, the subharmonic

signal is of interest for this purpose. Acoustic characterization of liposome-loaded

microbubble populations confirmed the decreased pressure threshold for subharmonic

emissions (50 kPa vs. 200 kPa for normal microbubbles). This chapter proved the

feasibility of subharmonic plane wave imaging of liposome-loaded microbubbles with

improved subharmonic sensitivity especially at depth compared to their counterpart of

bare (unloaded) microbubbles.

4.1 Introduction

Image guided ultrasound-targeted drug delivery using liposome-loaded microbubbles

could become a new approach for cancer treatment (Escoffre et al., 2013), as the toxic

chemotherapy agents can be encapsulated and released locally upon the proper stimuli

such as high intensity ultrasound. This has significant potential for reduction in side

effects compared with a systematic delivery. A key component of this approach is the

ability to track these drug vehicles in real time to guide payload release upon their ar-

rival at the desired location. The imaging capability of these drug-loaded microbubbles

could be further explored as a biomarker for the treatment response or a tool for drug
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dose estimation for personalized medicine (Hudson et al., 2015). Microbubble detection

techniques with high sensitivity and less disruption are thus highly preferable for these

applications.

The subharmonic emission, with respect to the second harmonic and superharmonic

emissions, is exclusive to microbubbles at diagnostic pressure levels (Shi et al., 1999).

The potential use of microbubble subharmonic signals has been demonstrated by a

range of studies, such as non-invasive blood pressure estimation (Dave et al., 2017),

quantification of perfusion (Forsberg et al., 2006), ultrasound molecular imaging Gess-

ner & Dayton (2010), and 3-D ultrasound imaging (Eisenbrey et al., 2012), among

others. However, the subharmonic nonlinearity of microbubbles only occurs when an

acoustic pressure threshold is exceeded to generate Faraday waves on the bubble sur-

face (Shi et al., 1999). Buckling the microbubble lipid shell gives rise to the reduced

acoustic pressure threshold for the initiation of the subharmonic (De Jong et al., 2007).

For bare phospholipid-coated microbubbles, gas diffusion from the core into the sur-

rounding liquid could account for shell buckling and microbubbles can be compressed

but less expansive in rarefaction phases (‘compression-only’ behaviour). With attach-

ment of drug filled liposomes to the microbubble shell, ultrahigh-speed optical imaging

revealed an ‘expansion-only’ microbubble behaviour, which mostly happened at low

pressures (< 30 kPa) (Luan et al., 2012). In response to the incident acoustic field,

liposome-loaded microbubbles undergo expansion, but very limited compression. More

recently, acoustic characterization of liposome-loaded microbubble populations con-

firmed the subharmonic emissions at low pressures (50 kPa) (McLaughlan et al., 2017).

It is hypothesized that the decreased threshold for the generation of subharmonic emis-

sions is related to the ‘expansion-only’ behaviour whereby microbubbles are enforced

to a buckled state by the packed liposome layer.

The lower subharmonic threshold for the liposome-loaded microbubbles could be

most beneficial for HFR ultrasound imaging by transmitting unfocused waves, whereby

the imaging depth is currently limited by the lack of transmission focus. The use of

plane-wave contrast imaging has enabled the continuous monitoring of microbubbles

with improved contrast (Couture et al., 2012; Viti et al., 2016). As opposed to the line-

by-line imaging mode, plane wave imaging spreads the spatial peak acoustic intensity

over multiple pulses to preserve the survival rate of microbubbles, as the MI is the key

determinant for microbubble destruction.
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As unique signals from microbubbles, the subharmonic emissions are of interest

to provide consistent contrast response. The aim of this study was to investigate

whether the lowered acoustic pressure threshold for the production of subharmonics

from liposome-loaded microbubbles could improve their ability to perform subharmonic

plane wave imaging.

4.2 Materials and Methods

4.2.1 Manufacture of Liposomes and Microbubbles

Fig. 4.1 shows the diagram of a liposome-loaded microbubble. Liposomes encapsulating

propidium iodide were manufactured prior to loading them to microbubbles (Peyman

et al., 2012). Propidium iodide was used as the mimicking drug. The phospholipids

used for liposomes were prepared by mixing DSPC, cholesterol and DSPE-PEG2000-

Biotin (all from Avanti Polar Lipids, Alabaster, AL, USA) all dissolved in chloroform

with a molar fraction 62.8%, 32.3% and 4.8%, respectively. Drying chloroform was

performed in vacuum for 24 hours. The dried lipid film was then hydrated by addition

of 500 µL buffer comprising 1 mg/mL propidium iodide (P4864, Sigma-Aldrich, Dorset,

UK). The solution was vortex mixed until all lipids dissolved into it. Liposomes were

made by repeatedly extruding the prepared solution through a mini-extruder (Avanti

Polar Lipids, Alabama, United States) that was heated to 60 ◦C on a hot plate. To

remove excess propidium iodide, the solution was passed through a column (G-25, GE

Healthcare, Buckinghamshire, United Kingdom). Liposomes with a mean diameter

of 200 nm were finally manufactured with a concentration of approximately 1x1013

liposomes/mL.

Unloaded microbubbles were prepared by mixing 84 µL DPPC and 14 µL DSPE-

PEG2000-Biotin with a concentration of 20 mg/mL (Avanti Polar Lipids, Alabaster,

AL, USA) (Peyman et al., 2012). After the stock chloroform was evacuated in a vacuum

desiccator for 24 hours, the dried lipids were re-suspended in 1 mL buffer containing 99%

purified water and 1% glycerine (by volume) and 4 mg/mL NaCl in a 1 mL vial. The

vial was vortexed for 45 seconds before placed in an ultrasound bath (U50, Ultrawave

Ltd., Cardiff, UK) for 15 minutes to facilitate lipid re-suspension. Finally, microbubbles

were produced by saturating the prepared lipid solution with perfluorobutane (C4F10)
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Figure 4.1: Schematic of a liposome-loaded microbubble. Image Courtesy of Dr. James

R. McLaughlan at the University of Leeds.

(a) 

(b) 

Figure 4.2: (a) Unloaded microbubbles, and (b) liposome-loaded microbubbles viewed

under a microscope. 100x diluted.
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followed by 15-s shaking using a CapMix mechanical shaker (ESPE, 3M Co., St. Paul,

MN).

For liposome-loaded microbubbles, a 200 µL liposome solution was added with 10

µL of NeutrAvidin (A2666, Invitrogen Life Technologies, Paisley, UK), followed by

incubation for 20 minutes at room temperature. The liposome solution was then added

to a 1 mL unloaded microbubble solution and further incubated for 20 minutes at

room temperature to form liposome-loaded microbubbles by linking liposomes to the

microbubble shell through biotin-neutravidin binding.

Both types of microbubbles were optically inspected and analysed using an inverted

microscope (Eclipse Ti-U, Nikon Instruments Inc., Tokyo, Japan) (Mclaughlan et al.,

2013) to determine the microbubble concentration and size distribution. Microbubbles

were placed on a slide and imaged under the microscope, see Fig. 4.2. Images were

taken and processed through ImageJ. The unloaded and liposome-loaded microbubble

solutions showed similar concentrations containing approximately 1x1010 microbub-

bles/mL. In all experiments, microbubble solutions were diluted with purified water

and a concentration of 1.9 x 106 microbubbles/mL was used. A mean diameter of 1.6

± 0.9 µm and 1.6 ± 0.8 µm was found for unloaded and liposome-loaded microbubbles,

respectively.

4.2.2 Subharmonic Imaging Setup and Ultrasound Parameters

A TMM wall-less flow phantom (Nie et al., 2018b) was fabricated for the experimental

component of this study. A 2.8-mm flow channel was embedded with an oblique angle

relative to the transducer-phantom interface. The average attenuation and speed of

sound through this TMM was measured to be 0.3 dB/MHz/cm and 1547 m/s, respec-

tively.

Microbubble solutions with a concentration of 1.9 x 106 microbubbles/mL were con-

tinuously stirred and allowed to homogenize for 20 seconds prior to each measurement.

The inlet of the flow channel was connected to a syringe through tubing. The prepared

microbubble solutions were pumped through the channel with a mean flow velocity of

20 mm/s.

The UARP II (Boni et al., 2018) equipped with a Verasonics L11-4v probe was used

to generate subharmonic plane wave imaging. The transducer had a −6 dB bandwidth
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of 90% and a centre frequency at 7.55 MHz. PNPs were measured in water with a 200-

µm calibrated needle hydrophone (Precision Acoustics, Dorchester, UK) to determine

the MI of 0.09. A pulse sequence of 15 plane waves (6 cycles @ 9 MHz), steered from

−5◦ to 5◦ with an equal angle step, was emitted with a PRF of 6 kHz. Each pulse

sequence was separated by a 2-s period, to transfer the raw data to a local drive and

also allow for replenishment of microbubble populations between two acquisitions. Each

measurement comprised of 10 transmissions of the sequence and the measurement was

repeated for three times. Prior to each measurement, the flow tunnel was thoroughly

rinsed with water. Subharmonic plane wave imaging was performed with both types

of microbubbles for comparison.

The downloaded channel data was reconstructed offline by delay-and-sum beam-

forming in Matlab (The MathWorks, Natick, MA, USA). For subharmonic plane wave

imaging, the echoes from 15 angled plane waves were coherently summed to retrieve one

compounded frame. The RF beamformed data was then filtered using a bandpass fil-

ter (3−4.5 MHz), because the subharmonic and the fundamental frequencies spectrally

overlap when further increasing the bandwidth of the filter. The filtered data was then

Hilbert transformed and the enveloped data was used to calculate the subharmonic

amplitude in ROIs as shown in Fig. 4.3 (a).

4.3 Results

Fig. 4.3 shows, from left to right, typical frames acquired for fundamental plane wave

imaging with water only, subharmonic plane wave imaging with unloaded and liposome-

loaded microbubbles, respectively. Two ROIs of A and B were delimitated by red and

green lines as shown in Fig. 4.3(a), and the corresponding subharmonic amplitudes for

both types of microbubbles are given in Fig. 4.4. Fig. 4.3(b) shows that the subharmonic

signals from unloaded microbubbles diminish with depth. For subharmonic plane wave

imaging, Fig. 4.4 shows that the average subharmonic intensity in ROI B is higher with

liposome-loaded microbubbles, and the intensity difference with these two types of

microbubble populations has been significantly larger in ROI A. These occurred due to

the lack of the transmit focusing with plane waves. The acoustic pressure was gradually

attenuated with depth and lower than the threshold to elicit subharmonic responses

for unloaded microbubbles. However, for liposome-loaded microbubbles, subharmonic
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Figure 4.3: (a) B-mode image showing ROIs. Subharmonic images with (b) unloaded

microbubbles, and (c) liposome-loaded microbubbles. SH: subharmonic.

nonlinearity sets in with a reduced acoustic pressure threshold, and this enables higher

subharmonic sensitivity particularly at deep locations as shown in Fig. 4.3(c).

4.4 Discussion

Apart from the microbubble size and shell composition, the amplitude of the subhar-

monic is affected by a number of acoustic factors, such as the frequency and length

of the excitation signal. Generally, the subharmonic response is enhanced when a mi-

crobubble is driven by a long-duration excitation signal with a frequency twice of its

resonance. The use of broadband chirp excitations is thus broadly investigated to im-

prove subharmonic imaging of microbubbles, by exciting the polydisperse microbubble

populations with frequencies near their resonances (Harput et al., 2013). When using

a single chirp excitation, the fractional Fourier transform could be further exploited

to extract spectrally overlapped components within the fractional Fourier domain for

subharmonic microbubble imaging. Acoustic characterisation of the microbubble pop-

ulations could also benefit subharmonic imaging when providing the accurate resonance
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Figure 4.4: The average subharmonic amplitude and relative amplitude difference in

percentage for ROI A and ROI B (results based on 10 x 3 = 30 measurements).

Figure 4.5: Effects of tissue motion on CTR for AM and subharmonic plane wave imag-

ing. The numbers of 7 and 15 indicate the number of steering angles for compounding.
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frequency. The effects of the number of liposomes linked to the microbubble on sub-

harmonic emissions need to be explored in the future.

A lot of techniques such as AM and PI (Eckersley et al., 2005), exist in commercial

systems for contrast-enhanced imaging through exploiting nonlinear fundamental and

second harmonic oscillations of the microbubble. Whereas the use of PI and AM

could provide an improvement of contrast, the nature of nonlinear wave propagation

hampers their ability to discriminate microbubbles and tissue. Additionally, tissue

motion results in decorrelation of tissue signals within the PI or AM packet, leaving

residual signals but misclassified as contrast (Viti et al., 2016). The influence of tissue

motion on CTR with liposome-loaded microbubbles, if any, was investigated through

artificially displacing the raw channel data with subharmonic plane wave imaging (Gong

et al., 2018). The tissue motion of 1.4 or 2.8 cm/s was simulated in the direction

of ultrasound propagation. For comparison, AM plane wave imaging with a 2-pulse

packet was designed. The excitation signal was a 3-cycle 4.5 MHz sinusoid tapered

with a Tukey window (coefficient: 0.2). The same PRF of 6 kHz, MI of 0.09 and the

10◦ sector angle as those employed for subharmonic plane wave imaging were used.

But the number of scanning angles was reduced to 7 in one pulse sequence. This

configuration was determined so that the imaging time for a final compound image

was comparable to that for subharmonic plane wave imaging. Fig. 4.5 shows the CTR

measurements between ROIs B and b with varied artificial tissue speeds. For AM,

the CTR is significantly susceptible to tissue motion, while this is not the case for

subharmonic plane wave imaging. This might suggest that when using plane waves,

subharmonic imaging is more suitable for the quantitative applications of microbubbles,

such as perfusion imaging and quantification of liposome-loaded microbubbles.

4.5 Conclusion

The present study experimentally demonstrated subharmonic plane wave imaging of

liposome-loaded microbubbles with improved sensitivity compared to that with un-

loaded microbubbles. This could be explained by that liposome-loaded microbubbles

are able to generate the subharmonic response at a reduced pressure threshold, through

naturally forcing bubbles to the buckling state by the loaded liposome layer. This tech-
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nique could be used for specifically tracking the drug payload loaded on microbubbles

and has the potential for drug volume estimation.
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Chapter 5

HFR Contrast-Enhanced

Echocardiography Using

Diverging Waves: 2-D Motion

Estimation & Compensation

Combining diverging ultrasound waves and microbubbles could improve contrast-enhanced

echocardiography (CEE), by providing enhanced temporal resolution for cardiac func-

tion assessment over a large imaging field of view. However, current image formation

techniques using coherent summation of echoes from multiple steered diverging waves,

are susceptible to tissue and microbubble motion artefacts, resulting in poor image

quality. In this chapter, correlation-based 2-D motion estimation was used to perform

motion compensation for CEE using diverging waves. The accuracy of this motion esti-

mation method was evaluated with Field II simulations. The root-mean-square velocity

errors were 5.9% ± 0.2% and 19.5% ± 0.4% in the axial and lateral directions, when

normalized to the maximum value of 62.8 cm/s which is comparable to the highest

speed of blood flow in the left ventricle (LV). The effects of this method on CR and

CNR were tested in vitro using a tissue mimicking rotating disk with a diameter of 10

cm. Compared against the control without motion compensation, a mean increase of

12 dB in CR and 7 dB in CNR were demonstrated when using this motion compensa-

tion method. The motion correction algorithm was tested in vivo on a CEE dataset

acquired with the UARP II performing coherent diverging wave imaging. Improve-
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ment of the B-mode and contrast-mode image quality with cardiac motion and blood

flow induced microbubble motion was achieved. The results of motion estimation were

further processed to interpret blood flow in the LV. This allowed for a triplex cardiac

imaging technique, consisting of B mode, contrast mode and 2-D vector flow imaging

with a frame rate of 250 Hz.

5.1 Introduction

Microbubbles are micron-sized spheres with a heavy gas core that is stabilized by a

shell made of lipids, polymers, proteins, or surfactants (Mulvana et al., 2017). Due to

their significant acoustic impedance mismatch relative to the surrounding tissue and

blood cells, they are excellent ultrasound scatters and have long been used as ultrasound

contrast agents (Qin et al., 2009). Additional advances in understanding their nonlinear

oscillations, when subject to an ultrasound field, underpin a number of microbubble-

specific detection techniques such as PI (Simpson et al., 1999) and AM (Eckersley

et al., 2005), granting insight into the microcirculation and hence perfusion(Tremblay-

Darveau et al., 2014, 2016a).

In cardiology, the use of microbubbles is recommended when more than 20% of the

left ventricle (LV) endocardium is not clearly visible (Olszewski et al., 2007). Contrast-

enhanced echocardiography (CEE) is routinely used in the clinic for LV opacification,

endocardial border definition, regional wall motion assessment, and LV mass diagnosis,

among others (Porter et al., 2018; Senior et al., 2009). However, most conventional

echocardiography is limited by a trade-off between the imaging field of view, temporal

resolution, and spatial resolution due to the use of the conventional line-by-line scanning

mode (Cikes et al., 2014). For 2-D ultrasound imaging, a typical frame rate ranging from

30 to 80 Hz (Poree et al., 2016) is sufficient for assessment of cardiac morphology, but

insufficient for resolving short-lived cardiac events such as isovolumic acceleration (Cikes

et al., 2014) or complex intra-cardiac blood flow (Toulemonde et al., 2017c). The

accurate estimation of ventricular flow patterns by CEE using regular frame rates

together with Navier-Stokes regularization has been demonstrated (Cimino et al., 2012),

but a substantial cut-off for the estimation of the high velocities exists due to the limited

frame rate. Thus, the use of HFR CEE with a large imaging field of view could lead

82



5.1 Introduction

to better assessment of cardiac function through visualisation and quantification of

transient events not captured with current CEE techniques.

Improving the temporal resolution of echocardiography is an active area of re-

search (Cikes et al., 2014). One method is multi-line acquisition (MLA) (Shattuck

et al., 1984), wherein multiple receiving lines, typically 4 (Cikes et al., 2014), are beam-

formed simultaneously from one weakly-focused transmission. However, the broadened

beam in this method results in reduction of lateral resolution. Recent engineering ad-

vances in open ultrasound platforms such as the customization of the transmit waveform

on each channel (Boni et al., 2018), have allowed for the development of new HFR car-

diac imaging techniques. Multi-line transmission is an example of this, and considered

an alternative approach to MLA (Tong et al., 2014, 2016; Zurakhov et al., 2018). In

this technique, multiple focused ultrasound beams, typically 4 (Poree et al., 2016), are

simultaneously transmitted to reduce the time needed to sweep the whole ROI. How-

ever, these multiple transmit beams overlap in the nearfield (Santos et al., 2015), which

might disrupt microbubbles significantly due to the increased MI, limiting its use for

contrast-enhanced ultrasound. Another alternative to MLA is to transmit non-focused

diverging waves (Fadnes et al., 2017; Grondin et al., 2017; Hasegawa & Kanai, 2011;

Osmanski et al., 2014; Papadacci et al., 2014; Toulemonde et al., 2016), where a full

field-of-view 2-D image can be reconstructed from a single transmission. The image

degradation due to the lack of transmit focusing can be minimised by coherent spatial

compounding (Papadacci et al., 2014) by sacrificing the imaging frame rate. As with

synthetic transmit aperture imaging (Chen et al., 2014; Gammelmark & Jensen, 2014;

Kim et al., 2002; Yiu et al., 2008) and coherent plane wave imaging (Denarie et al.,

2013; Ekroll et al., 2015), where synthetic summation of low-resolution images (LRIs) is

required for a high-resolution image (HRI), coherent diverging wave imaging is suscep-

tible to motion artefacts. The complex and nonrigid motion of the myocardium (Tong

et al., 2016) and pulsatile microbubble populations (Voorneveld et al., 2017) in heart

chambers could result in these artefacts, causing contrast and spatial resolution degra-

dation in the compound image. Thus, further development of methods to preserve the

efficacy of spatial compounding for HFR CEE using diverging waves is needed.

Doppler-based motion compensation has been proposed for HFR echocardiography

using diverging waves (Joos et al., 2018; Poree et al., 2016). This technique which

only accounts for axial motion, works well for the compensation of myocardial motion
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but might not be ideal for HFR CEE. In the first instance, Doppler aliasing could

happen in the LV, causing incorrect estimation and hence incorrect compensation. In

addition, axial motion compensation alone could be insufficient when the total lateral

motion is large in comparison to the wavelength (Harput et al., 2018), which might

be true for the fast-flowing microbubbles in the LV. Recently, an image registration

algorithm adapted from magnetic resonance imaging, was applied to HFR CEE using

phase-inverted diverging waves (Toulemonde et al., 2017b), to correct motion artefacts

in vivo. In this case, the determination of the reference frame is crucial and may result

in compensation failure if the chosen reference frame has a low SNR.

In this study, a two-stage motion estimation method was applied to HFR CEE

using diverging waves (Poree et al., 2016; Toulemonde et al., 2017c), to restore the

quality of the coherent compound image by compensating for motion between steered

diverging waves. This approach was evaluated both in vitro and in vivo. Without

additional pulse transmissions, the results of motion estimation were also leveraged for

2-D vector blood flow mapping in the LV in vivo. This allowed for the implementation

of a HFR triplex cardiac imaging tool, by simultaneously performing B-mode imaging,

contrast-mode imaging and 2-D vector flow mapping.

5.2 Materials and Methods

5.2.1 Motion Estimation and Compensation

In this study, motion is defined as the combination of myocardial tissue motion, probe

motion due to freehand scanning, and blood flow induced microbubble motion in heart

chambers. We use a correlation-based 2-D motion estimation method to get subpixel

displacements between adjacent tilted diverging wave emissions. Based on these esti-

mated displacements, motion compensation is then performed by aligning image pixels

of all LRIs prior to coherent summation. For motion compensation in ultrasound

imaging using unfocused beams, the first LRI in the set (Yiu et al., 2008), the central

LRI (Toulemonde et al., 2017b) or the N
2 th LRI (where N is even) (Poree et al., 2016)

has been used as the reference for registration. In this study, all LRIs are heuristically

registered to the first LRI within the sequence that is used for coherent compounding.

The processing chain is shown in Fig. 5.1.
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Two-stage Motion Estimation

A constant velocity for each estimation point was assumed during transmitting a diverg-

ing wave compounding sequence (a 4 ms period in this study as given in Section 5.2.2).

Two-stage motion estimation was applied to the beamformed RF LRIs prior to co-

herent compounding in the polar grid. This approach was comprised of two stages.

The first used rigid block matching (Leow et al., 2015) with interrogation windows of

identical size, and the second used iterative window refinement to improve resolution.

Both stages were based on cross correlation.

To improve the robustness of the coarse estimations in the first stage, block match-

ing was performed with correlation correction (Nie et al., 2016), achieved by sequen-

tially multiplying all available correlation maps from successive pairs of LRIs. Cross

correlation was performed in the frequency domain and the peaks in the correlation

functions were used to estimate the average displacements of interrogation windows.

The subpixel motion estimations were then found by fitting the three-point Gaussian

function in the proximity of the correlation peak (Niu et al., 2010).

In the second stage, an iterative scheme was adopted for each pair of adjacent LRIs,

wherein the interrogation windows were resized and deformed based on the results of

motion estimation from a previous iteration. Window resizing was performed with the

current window having a half radial size and a half angular size compared to the val-

ues used in the previous iteration. Window deformation was used for accommodating

nonrigid motion and it was achieved by the first-order approximation of the local dis-

placement field (Niu et al., 2010; Scarano, 2001). The second stage was initialized with

a motion estimation field from the first stage as shown in Fig. 5.1. In each iteration,

new cross correlation functions were performed using the size-reduced and deformed

interrogation windows, and the remaining displacement was accumulated to improve

the local estimation accuracy. As the interrogation window size was further decreased

in each iteration, the spatial resolution of motion estimation was improved. But there

was a tradeoff between the spatial resolution of motion estimation (a smaller window

size) and the computational complexity because of the need of more iterations. The

maximum number of iterations was fixed to two in this study and more discussion

about this arrangement can be found in Section 5.4.1. Between the iterations, subpixel
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Figure 5.1: Workflow of the proposed diverging wave imaging approach with motion

compensation. Motion estimation and compensation are performed within a pulse

sequence that is used to form a HRI. β is not changed for different steering angles. α1,

α2 and α3: steering angles. β: divergent angle.
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peak fitting was also performed on the new cross correlation functions which improved

the accuracy of window deformation (Niu et al., 2010).

A local median filter (Westerweel & Scarano, 2005)(ε = 0.02, threshold = 2, b = 1)

and a filtering method (Joos et al., 2018) using global standard deviations (δ = 5)

were used to remove outliers for the first stage and each iteration in the second stage.

Outlier vectors were replaced with linear interpolated values from nearest neighbours

and the results of motion estimation were then smoothed by means of a least-squares

method (Garcia, 2010). After two iterations, the displacement information at the centre

of each interrogation window was found with each successive pair of LRIs. For each

interrogation window, the displacement estimations from all successive pairs of LRIs

were averaged to improve the accuracy. The displacement for each pixel was then

obtained by linearly interpolating these averaged displacements at the window centres.

Application of Motion Compensation to HFR CEE Using Diverging Waves

A nonlinear imaging scheme AM (Eckersley et al., 2005) was used for HFR CEE in

this study. At each steering angle, a 2-pulse AM packet was transmitted, with the first

pulse transmission having a full amplitude and the second one having a half amplitude.

The echo from the full-amplitude transmission and twice of the sign-inverted echo from

the half-amplitude transmission were combined before compounding. With the full-

amplitude transmissions, a synchronized B-mode imaging sequence was acquired.

In comparison to half-amplitude transmissions, the full-amplitude transmissions

provided an improved SNR. Two-stage motion estimation was thus performed on the

LRIs from full-amplitude transmissions. Relocation of the image pixels was then applied

to both low-resolution B-mode (RF) images and AM contrast-mode (RF) images before

coherently summing them together. Linear interpolation of the LRI intensities was

adopted to accommodate the subpixel accuracy of the motion estimations.

5.2.2 Imaging Setup

For diverging wave imaging, 4-cycle 2.78 MHz ultrasound pulses with either a full or half

amplitude were transmitted, emanating diverging waves using the full aperture (Poree

et al., 2016). The 4-cycle excitation signals were tapered using a Tukey window with a

coefficient of 0.2. The divergent angle β that was determinant to the imaging field of
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view was set to 90◦, as used in (Poree et al., 2016). All in vitro and in vivo measure-

ments were performed with the UARP II equipped with a Verasonics P4-2v transducer

(Verasonics, Inc., WA, USA). The UARP II is capable of arbitrary waveform generation

on each channel (Cowell & Freear, 2008; Smith et al., 2013) which permits the accu-

rate pressure modulation needed for nonlinear contrast-enhanced imaging with AM.

The phased array transducer P4-2v had a −6 dB bandwidth of 60% and a centre fre-

quency of 2.78 MHz. Acoustic pressures were measured at room temperature (21◦C) in

degassed and deionized water with a calibrated 200-µm needle hydrophone (Precision

Acoustics, Dorchester, UK). The MI (Apfel & Holland, 1991; Church, 2005) was set

to 0.12 with a derating factor of 0.3 dB/MHz/cm. The parameters for both in vitro

and in vivo measurements are given in Table 5.1. For both B-mode and contrast mode

imaging in this study, a Hamming window was used to design a bandpass filter with

cut-off frequencies at 1.9 MHz and 3.6 MHz, matching the −6 dB bandwidth of the

transducer.

To match the frame rate of 250 Hz as demonstrated in (Poree et al., 2016; Toule-

monde et al., 2017c), a sequence of 16 pulse transmissions (2-pulse AM packet at each

steering angle as illustrated in Section 5.2.1) was designed with a PRF of 4 kHz. To fa-

cilitate coherent compounding, the DWs were steered at varied angles while keeping the

divergent angle β unchanged. The step between steering angles for motion estimation

was fixed to 2◦ which is similar to 1.8◦ in (Joos et al., 2018). Instead of using a pulse

sequence with a constant angle step (−7◦: 2◦: 7◦), the maximum steering angle was

heuristically set to 10◦. The resulting arrangement for steering angles was: −10◦, −8◦,

−6◦, −4◦, 4◦, 6◦, 8◦, 10◦. This approach was to achieve an improved lateral resolution

with coherent compounding, as the larger angular range gives lower sidelobe levels for

the equivalent number of steering angles (Alomari et al., 2014). The improved lateral

resolution with the proposed sequence was demonstrated by measuring a point spread

function using the UARP II. In degassed and deionized water, a wire target with a

diameter of 150 µm was placed at the depth of 60 mm relative to the transducer sur-

face, which matched the elevation focus of the transducer. The improved −6 dB lateral

resolution of 2.1 mm was obtained when using the proposed sequence for both funda-

mental B-mode imaging and the contrast mode using AM. Whereas this value was 2.3

mm with the normal sequence that used an equal angle step (−7◦: 2◦: 7◦). However,

regardless of the optimisation, motion will always interfere with coherent diverging
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Table 5.1: Parameters for Both in vitro and in vivo Measurements

Parameter Value

Apodization in transmit Rectangular window

Apodization in receive Rectangular window

Sampling frequency for transmit 160 MHz

Sampling frequency for receive 20 MHz

Divergent angle β 90◦

PRF 4 kHz

Imaging scheme AM (see Section 5.2.1)

Steering angles (−10◦, −8◦, −6◦, −4◦,

4◦, 6◦, 8◦, 10◦)

Excitation signal 4-cycle sinusoid (2.78 MHz)

Tapering function on excitations Tukey (coefficient: 0.2)

MI 0.12 (derating factor:

0.3 dB/MHz/cm)

wave compounding. This study focuses on the demonstration of the feasibility to make

motion compensation to preserve the quality of HFR CEE when using diverging waves.

5.2.3 Evaluation with a Rotating Disk

Accuracy of Motion Estimation

The accuracy of the motion estimation method was evaluated by using Field II simu-

lations (Jensen & Svendsen, 1992). The transducer P4-2v that was used for both in

vitro and in vivo measurements was simulated. Acoustic attenuation was not consid-

ered in the calculation. As motion estimation was performed with the linear LRIs from

full-amplitude ultrasound pulses, AM pulse transmissions were not simulated. The

simulation parameters are given in Table 5.2. A cylindrical phantom was simulated

with a density of 10 scatters per resolution cell, generating a fully-developed speckle

pattern (Gammelmark & Jensen, 2014). It had a thickness of 10 mm in the eleva-

tion direction and a disk diameter of 10 cm. No anechoic cysts were embedded. The
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Table 5.2: Parameters for Field II Simulations

Parameter Value

Number of elements 64

Pitch size 0.3 mm

Element height 13 mm

Elevation focus 60 mm

Centre frequency 2.78 MHz

Bandwidth (−6 dB) 60%

Speed of sound 1540 m/s

Sampling frequency for transmit 160 MHz

Sampling frequency for receive 20 MHz

Excitation signal 4-cycle sinusoid (2.78 MHz)

Tapering function on excitations Tukey (coefficient: 0.2)

Apodization in transmit Rectangular window

Apodization in receive Rectangular window

Divergent angle β 90◦

Steering angles (−10◦, −8◦, −6◦, −4◦,

4◦, 6◦, 8◦, 10◦)
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Table 5.3: Parameters for Beamforming and Motion Estimation

Parameter Value

Radial pixel size 38.5 µm

Angular pixel size 0.0625◦

Window size (1st stage) 152x84 (radial and angular lines)

Window size (2nd stage) 76x42; 38x21

Window overlap 50%

phantom was placed at the depth of 88 mm, and rotated at 4π rad/s with repeated

insonifications by the 8-pulse transmission sequence (−10◦, −8◦, −6◦, −4◦, 4◦, 6◦, 8◦,

10◦) with a PRF of 2 kHz. The velocity of the disk achieved its maximum at the outer

boundary with a value of 62.8 cm/s which is comparable to the highest speed of blood

flow in the LV (Beeri et al., 1998). In all simulations, white Gaussian noise was added

to the RF data before beamforming giving a SNR of 30 dB.

The raw datasets were beamformed in a polar grid (90◦ wide) using the delay-and-

sum approach in Matlab (The MathWorks, Natick, MA, USA). Two-stage motion esti-

mation was then performed with LRIs. Parameters used for beamforming and motion

estimation are summarized in Table 5.3. The estimated subpixel-wise displacements

were then used to counter-shift the LRIs and correct for incoherence between angled

diverging waves, enabling coherent compounding. The operation details of motion es-

timation and compensation are given in Section 5.2.1. Motion estimation between the

frames with steering angles −4◦ and 4◦ was not performed because of the large angular

step of 8◦ (2◦ between other steered diverging waves) and the associated low image

correlation (Jespersen et al., 1998). More discussion about this operation is given in

Section 5.4.1.

The root-mean-square (RMS) velocity errors (Fadnes et al., 2017) were calculated

from ten repeat simulations, with a different noise value added to each repeat. The

RMS velocity errors were then normalized to the maximum speed of the disk.

Effects of Motion Compensation on Image Quality

An agar-based tissue-mimicking rotating disk (Nie et al., 2018b) was fabricated for eval-

uating the effect of the proposed method on image quality in vitro. The average speed
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Figure 5.2: Photograph of the rotating disk for in vitro experiments.

of sound and attenuation through this phantom was 1540 m/s and 0.55 dB/MHz/cm,

respectively (Browne et al., 2003). The disk had a 10-cm diameter and four equidistant

12.8-mm anechoic cysts located at 32 mm relative to the disk centre. It was mounted

to the shaft of a stepper motor controlling the rotation speed at 4π rad/s. The phan-

tom was placed at the same depth of 88 mm as used for simulations. Fig. 5.2 shows

the photograph of the in vitro rotating disk. The ultrasound parameters are given in

Table 5.1. The effect of motion compensation was investigated only on B-mode imag-

ing due to the absence of microbubbles. The benchmark of these measurements was

determined by imaging the disk in a static state. Beamforming, motion estimation and

compensation were performed off line using Matlab (Table 5.3).

The performance of the proposed method was quantitatively analysed by calculating

the CR and CNR with the ROIs as shown in Fig. 5.3 (Chen et al., 2018)

CR = 20 log10

(
µbg

µcyst

)
, (5.1)

CNR = 20 log10

 µbg − µcyst√
σ2

bg + σ2
cyst

 , (5.2)

where µbg and µcyst are the mean image intensities (enveloped data before log-

compression) within the background and cyst regions. σbg and σcyst denote their cor-
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Figure 5.3: Illustration of ROIs used for quantitative analysis of CR and CNR. All

circular ROIs have a diameter of 8 mm. bg: background.

responding standard deviations.

Two pairs of 8-mm diameter ROIs at different depths were defined in Fig. 5.3, and

two ROIs in each pair were positioned at the same depth.

5.2.4 In Vivo Investigations

The in vivo data of apical two-chamber view was acquired from a healthy volunteer

using the UARP II and SonoVue microbubbles (Bracco S.p.A, Milan, Italy). The ac-

quisition was performed with handheld scanning utilizing the same probe and acoustic

parameters used for in vitro validation (Table 5.1). The on-line B-mode imaging se-

quence using focused beams was used to guide the probe alignment and time the trigger

of the AM diverging wave sequence. For real-time imaging feedback, the beams were

focused at the depth of 10 cm with a MI of 0.25. The corresponding excitation signal

was a 3-cycle 2.5 MHz sinusoid tapered with a Tukey window (coefficient: 0.5). The

AM diverging wave scanning lasted for 1.4 seconds covering one cardiac cycle and the

corresponding data was subsequently post-processed in Matlab.

The operation of beamforming and motion estimation was carried out with the

parameters shown in Table 5.3, except the imaging depth was decreased to 12.6 cm from

14.6 cm to cover the LV. The RF images from the full-amplitude transmissions were used

for motion estimation and compensation was then applied to both B-mode imaging and

contrast-mode imaging. The results of motion estimation were simultaneously leveraged
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Figure 5.4: Estimated absolute velocities in the axial and lateral directions using Field

II are compared to their theoretical true values. Vz: velocity in the axial direction; Vx:

velocity in the lateral direction. The values are reported from one simulation.

for 2-D vector blood flow mapping in the LV. No temporal averaging was applied to

smooth the velocity profile.

5.3 Results

5.3.1 Rotating Disk Studies

Accuracy of Two-Stage Motion Estimation

Fig. 5.4 shows the absolute velocities from the Field II simulation. These results show

that the axial motion estimation was more accurate than the lateral motion estimation.

Based on ten repeat simulations, the RMS velocity errors were 5.9% ± 0.2% and 19.5%

± 0.4% for the axial and lateral directions, respectively. In addition to improving the

quality of the compound images, the results of motion estimation could be encoded to

depict the complex blood flow patterns in the LV as demonstrated later in Section 5.3.2.
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Figure 5.5: Compound images of the in vitro disk in the (a) static state, and the

rotating state (b) without and (c) with motion compensation.
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Figure 5.6: Quantitative CRs and CNRs for two pairs of ROIs as shown in Fig. 5.3.

The mean values and standard deviations are from four repeat measurements.

Effects of Motion Correction on Image Quality

The images in Fig. 5.5, from top to bottom, show the in vitro disk in the static state

as benchmark, in the spinning state without and with the integration of motion com-

pensation, respectively. In comparison to Fig. 5.5(a), the benchmark, direct coherent

diverging wave imaging in the presence of motion resulted in substantial artefacts due

to incoherence between angled diverging waves, as shown in Fig. 5.5(b). Qualitatively,

exploiting motion between angled diverging waves and applying motion compensation

to LRIs prior to compounding yielded a significant improvement in image quality as

shown in Fig. 5.5(c).

Quantitatively, the CRs and CNRs for two pairs of ROIs as given in Fig. 5.3 are

summarized in Fig. 5.6. Both CRs and CNRs have been restored for ROI pairs A and B

with motion compensation, obtaining comparable values to the references in all cases.

Without motion compensation, the CR and CNR have decreased by approximately

12 dB and 7 dB (mean values for two ROI pairs). The depth of the ROI affected

the standard deviations for both CRs and CNRs. A larger standard deviation was

observable for all measurements in ROI pair B, placed at a deeper location. Due to

acoustic attenuation, a lower SNR is expected in a deeper region, accounting for this

96



5.3 Results

Figure 5.7: Synchronized B-mode and contrast-mode compound images from the same

AM pulse sequence consisting of 16 pulse transmissions. All 16 transmissions were

used for (c) and (d), and 8 full-amplitude transmissions were combined for (a) and (b).

Motion compensation was applied to (b) and (d).

observation. But without the application of motion compensation, the information in

the compound image (Fig. 5.5b) has been lost.

5.3.2 In Vivo Results

Fig. 5.7 shows beamformed frames from the diverging wave scanning sequence covering

one cardiac cycle. Two full video clips are provided as the supplementary material (Sup-

plementary Video S1, played back at its acquisition rate of 250 fps and Supplementary

Video S2, played back at 50 fps, https://ieeexplore.ieee.org/document/8580591).

The quality of the in vivo cardiac images was improved when integrated with mo-

tion compensation (Fig. 5.7). This improvement was visible on B-mode images. For

example, without the use of motion compensation, the microbubbles appeared to be

unevenly distributed in the LV, resulting in a total dark region in the vicinity of the

septum (Fig. 5.7a). However, when using compensation it is clear that the microbub-
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Figure 5.8: Composite image of the LV by superimposing flow vectors onto its cor-

responding B-mode image. These two types of information were obtained from the

same RF data as used for Fig. 5.7. The B-mode background is the same as shown in

Fig. 5.7(b).

bles were present throughout the LV (Fig. 5.7b). This enhancement can also be ap-

plied to contrast-enhanced imaging, which benefits from the preserved efficiency of

coherent compounding with motion correction when comparing Fig. 5.7(c) and (d).

The CTR (Toulemonde et al., 2018) between the LV (green box in Fig. 5.7b) and

the surrounding tissue region (red box in Fig. 5.7b) was calculated for Fig. 5.7(c)

and (d). The delineation of the endocardial border is enhanced thanks to the im-

provement of CTR in Fig. 5.7(d) (10.8 dB compared to 1.3 dB in Fig. 5.7c). The

results of motion estimation for Fig. 5.7(b) and (d) were further processed to render

blood flow vectors in the LV. The combination of vector flow mapping and B-mode

imaging is shown in Fig. 5.8. These flow vectors were from the last-iteration mo-

tion estimation but with a decimation factor of 1/4 along both directions for clarity.

Two full videos showing 2-D vector blood flow mapping in the LV have been inte-

grated within the same supplementary material including B-mode and contrast-mode

images (https://ieeexplore.ieee.org/document/8580591). Fig. 5.8 demonstrates

that the blood flow reaches its maximum velocity within the same region that is dark

in Fig. 5.7(a) and (c).
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5.4 Discussion

Motion is unavoidable in ultrasound imaging, with induced artefacts present as geo-

metric distortion of organ structures when using the focused-beam imaging paradigm,

but present as significant deterioration of image contrast/resolution when using coher-

ent diverging wave imaging. For HFR CEE using diverging waves, correction of probe,

myocardial and microbubble motion in the LV is necessary to restore the image quality

impaired by incoherence between the angled diverging waves. Compensation of blood

flow induced microbubble motion in the LV proved beneficial to segment myocardium

with an improved CTR, as shown in Fig. 5.7(d). This demonstrates the relevance of

the proposed motion compensation method for this application in vivo. A synchronized

B-mode imaging sequence is also available in other nonlinear imaging schemes includ-

ing PI and CPS. This approach could be used to correct motion artefacts for coherent

diverging wave imaging based on PI and CPS.

5.4.1 Selection of Parameters

As values reported in Fig. 5.6 are parameter-related, they could change as a function of

multiple parameters including the arrangement of steering angles, beamforming setup,

sampling frequency, and motion estimation setup, among others. The number of di-

verging waves used for one compound image could be changed as long as the assumption

of a constant velocity during the acquisition can be satisfied. In this study, the velocity

was assumed to be constant within a 4-ms period (16 pulse transmissions with a PRF

of 4 kHz) and the improved image quality with motion compensation was demonstrated

in vivo. The motion estimation scheme proposed in this study has two stages, with

the first stage giving the global starting point as the input of the second stage that

comprises iterative window refinement. Fig. 5.9 shows the effect of the number of it-

erations in the second-stage motion estimation on the RMS velocity errors. The same

parameters in Section 5.2.3 were used except that the number of iterations was varied.

In this study, the number of iterations for the second-stage motion estimation was set

to two, from which the curve in Fig. 5.9 starts to flatten.

A tilt angle step of 2◦ which is similar to 1.8◦ in (Joos et al., 2018) was chosen

for motion estimation in this study. However, the determination of this step is a

compromise between the accuracy of motion estimation and the lateral resolution of
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Figure 5.9: Relationship between the RMS velocity error and the number of iterations

in the second-stage motion estimation. Results are from ten repeat simulations.

the compound image. For example, a small tilt angle step enables a high correlation

between diverging waves, benefiting accurate motion estimation. A large tilt angle

step provides a better lateral resolution after compounding due to a low correlation

between diverging waves (Jespersen et al., 1998). For the adopted imaging sequence

in this study, the suitability of excluding the LRI pair with steering angles of −4◦ and

4◦ for motion estimation was demonstrated by using the Field II simulated rotating

disk. The relationship between the angular step θ (2◦ or 8◦) and the accuracy of motion

estimation was investigated using a single pair of LRIs from the steering angles of −θ/2

and θ/2. All other parameters were identical to those in Section 5.2.3. For the angular

step of 2◦, the axial and lateral RMS velocity errors were 7.4% ± 0.1% and 23.2% ±
0.4%, respectively. While for the angular step of 8◦, the corresponding errors increased

to 9.9% ± 0.3% and 27.9% ± 0.6%, respectively. All values here are based on ten repeat

simulations.

The most accurate velocity estimation occurs along the direction of beam propa-

gation (Saris et al., 2016). For sector scanning using focused beams, the use of the

beamformed images in the polar coordinate system rather than the scan-converted im-

ages in the Cartesian coordinate system is more effective for correlation-based motion

estimation (Kim et al., 2004). When using the Cartesian coordinate system, the estima-

tion outliers mainly existed at locations with a large beam steering angle, where motion

tracking did not follow the propagation direction of the incident ultrasonic beam (Kim

et al., 2004). Here the polar coordinate system was thus adopted for motion estimation

and compensation.

This was explained with the simulated rotating disk phantom used for calculating

the accuracy of the motion estimation method in Section 5.2.3. The associated B-mode
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Figure 5.10: B-mode compound images of the simulated rotating disk (a) without and

(b) with motion compensation in the polar coordinate system.

images with and without motion compensation are shown for demonstration. Fig. 5.10

shows the results when the polar coordinate system was used. Fig. 5.11 shows the

results when motion estimation was performed in the Cartesian coordinate system. In

Fig. 5.11, the interpretation of the disk is difficult due to the dark artefacts, where

motion tracking does not follow the propagation direction of the diverging wave beam.

The window sizes [(lateral distance, depth)] were varied between (3 mm x 2.95 mm),

(6 mm x 5.9 mm), and (12 mm x 11.8 mm). For all used window sizes, the imaging

artefacts were not avoided. For Fig. 5.11, the window size of (6 mm x 5.9 mm) was

used.

Furthermore, the initial window size for motion estimation in the first stage should

be big enough to accommodate the maximum flow velocity for specific cases, whilst

keeping a good motion estimation resolution by minimizing the window size (Lenge

et al., 2014). The window size in this study was heuristically determined according to

the ‘one quarter rule’ (Westerweel, 1997), where the inter-frame displacement should
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be smaller than one quarter of the window size along both directions. With the combi-

nation of the maximum number of iterations in the second stage, the achievable local

precision of motion compensation would be determined. The use of more iterations

could improve the local accuracy for motion estimation and compensation but with

higher computational cost.

Figure 5.11: B-mode compound images of the simulated rotating disk (a) without and

(b) with motion compensation in the Cartesian coordinate system.

5.4.2 Motion Artefacts within the AM Pulse Packet

At each steering angle, motion compensation was not applied between the subsequent

LRIs from the full and half-amplitude transmissions in the AM scheme. This is because

in multi-pulse contrast-enhancement schemes such as the adopted AM, higher velocities

cause the artificial CTR enhancement because of incoherent subtraction, which could

be beneficial for visual inspection (Lin et al., 2013). However, for the quantitative use
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Figure 5.12: (a) and (b) show the B-mode compound images before and after motion

compensation. Three contrast-mode images are shown in (d)−(f). (d) Without any

motion compensation. (e) Only the motion artefacts between the AM LRIs were cor-

rected. (f) When the motion artefacts within the AM pulse packet at each steering

angle were also removed, apart from the motion compensation between the AM LRIs.

For (d)−(f), intensity values for the myocardium ROI [marked in green on (d)] are

shown in (c), where the percentage values marked show the differences in intensity of

(d) and (e) relative to (f).
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of microbubbles such as myocardial perfusion imaging, compensation of myocardial

motion within the AM pulse packet at each steering angle could be necessary especially

when the myocardium has a high speed as shown in Fig. 5.12. The effect of motion

compensation is manifest for the myocardium, where the septum is poorly apparent

in Fig. 5.12(a) when compared with Fig. 5.12(b). For the ROI of the myocardium,

which is shown highlighted in green on Fig. 5.12(d), the image intensity in this region

for each of Fig. 5.12(d)−(f) is shown in Fig. 5.12(c). The myocardial motion causes

the decorrelation of tissue signals within the AM packet, leaving a residual signal but

treated as the microbubble contrast signal. This is obvious in Fig. 5.12(e), where the

myocardium becomes hyperechoic in the contrast-mode compound image when only

motion artefacts between the AM LRIs were corrected. Fig. 5.12(f) shows the contrast-

mode compound image when the motion within the AM packet at each steering angle

was also compensated for. Also marked in Fig. 5.12(c), the intensity differences within

the ROI are 31% and 80% for Fig. 5.12(d) and (e) when compared to the intensity in

Fig. 5.12(f), where all motion artefacts were removed. The linear relationship is usually

made between the contrast-mode image intensity and the microbubble concentration

in quantitative myocardial perfusion studies (Tang et al., 2011). The results suggest

the necessity of removing the motion artefacts within the AM pulse packet for this

application. This could also apply to other multi-pulse imaging schemes such as PI,

where motion can interfere with the signal intensity (Lin et al., 2013).

5.4.3 Future Development

The method was performed by using Matlab R2017a and executed on a CPU (Intel

Xeon, E-5-1620, 3.6 GHz). The computation time of motion estimation and compen-

sation for one compound image in the in vitro study was approximately 170 s, and it

was approximately 130 s for the in vivo study. With the implementation of the applied

approach on a GPU, the computational time could be significantly reduced. With ad-

dition of electrocardiography (ECG), accurately coupling the blood flow and the phase

of the cardiac cycle would be possible. In this study, a lack of synchronized ECG

was a limitation, which could be addressed with further development of the platform.

Out-of-plane motion artefacts cannot be corrected with the current setup, which could

be addressed by using a HFR 3-D scanning approach transmitting DWs (Roux et al.,

2018). Doppler-based strategies have been investigated for 3-D motion correction in
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cardiac B-mode imaging using diverging waves (Chen et al., 2018; Joos et al., 2017a,b).

It could be possible to translate our method to correct for motion in 3D, though to

this end, many technical hurdles such as data handling, data transfer, and data storage

need to be overcome.

Coupling myocardium and vortex dynamics has been suggested for early diagnosis

of LV filling impairment (Faurie et al., 2018), but this requires a high temporal reso-

lution. With the same pulse sequence, HFR B-mode imaging, contrast-mode imaging

and 2-D vector blood flow mapping have been obtained simultaneously at 250 Hz as

demonstrated in Section 5.3.2. This provides a HFR triplex cardiac imaging tool using

diverging waves, which could drastically improve our understanding of cardiac function

by coupling myocardial motion, vortex dynamics in the LV and even microbubble-

assisted myocardial perfusion.

5.5 Conclusion

This study described the implementation of a motion correction method for HFR CEE

using coherent diverging wave imaging. Coherent summation of LRIs was corrupted

without compensating for the motion between the angled diverging waves in both in

vitro and in vivo studies. This method restored the image quality of a rotating disk in

vitro with an increase of 12 dB in CR and 7 dB in CNR within the investigated cyst

areas. The application of motion correction retrieved microbubble signals in the LV

in vivo, enabling the better contrasted myocardium. With the same pulse sequence, a

HFR cardiac imaging technique using diverging waves was demonstrated by combining

B mode, contrast mode and 2-D vector blood flow mapping. Deciphering the inter-

connection between the simultaneous information (e.g., wall motion, vortex dynamics,

and myocardial perfusion) obtained from these three imaging modes could be of clinical

relevance for early diagnosis of cardiac dysfunction.
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Chapter 6

Motion Compensation for HFR

CEE Using Diverging Waves:

Image Registration Versus

Correlation-Based Method

6.1 Introduction

Clinical imaging systems are often constrained by cost and are not designed to be mod-

ified. These systems excite and store data from sub-groups of the aperture in order

to reduce quantity of data. The research ultrasound platforms such as the UARP II

are capable of exciting, sampling and storing data from each individual element of a

phased array transducer, enabling an area known as HFR ultrasound imaging. By using

unfocused diverging waves, a B-mode image can be reconstructed from a single trans-

mission with parallel beamforming. For echocardiography, this approach can provide a

frame rate up to 5 kHz, which is two orders of magnitude faster than the most clinical

scanners. However, image degradation arising from the lack of transmit focusing when

using diverging waves, could not be alleviated by coherent compounding due to the

effect of cardiac motion. In Chapter 5, the motion effects on HFR CEE when combin-

ing diverging waves and microbubble contrast agents were demonstrated. A two-stage

correlation-based method was introduced for motion-compensation, enabling coherent

compounding. Despite the availability of different solutions for motion compensation,
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little is known about their relative performance. The aim of this chapter was to com-

pare any improvements in CR, CNR or CTR when using the correlation-based method

(chapter 5) and an image registration-based method (Toulemonde et al., 2017b) for

motion compensation in HFR CEE using diverging waves.

6.1.1 Doppler-Based Techniques for Motion Compensation

Literature review of ultrasound Doppler techniques is given in Chapter 2. Numerous

Doppler-based techniques (Faurie et al., 2018; Joos et al., 2018; Poree et al., 2016)

have been proposed to perform motion compensation for HFR echocardiography using

diverging waves. In these strategies, myocardial motion is estimated with a triangle

transmit sequence by using a modified autocorrelator. The shifts of the sidelobes due

to the varied steering angles are then minimised. However, it would be difficult to

implement these methods for HFR CEE. Since microbubbles can be selectively detected

using nonlinear imaging schemes such as AM and PI at the cost of additional pulse

transmissions, reducing the effective PRF and thus lowering the maximum detectable

velocity without Doppler aliasing. With the motion compensation method in (Joos

et al., 2018; Poree et al., 2016) and (Faurie et al., 2018), the reliable Doppler estimation

was reported to be as high as a half of the classical Nyquist Doppler velocity, i.e.,

cfPRF/(8f0), where c indicates the speed of sound, fPRF is the PRF, and f0 is the centre

frequency of the ultrasound pulse. Considering 1540 m/s, 4 kHz, and 2.78 MHz for c,

fPRF, and f0 in Chapter 5, the reliable Doppler estimation for motion compensation

can be made up to a threshold of 0.138 m/s with the halved PRF at 2 kHz by using

AM. Doppler aliasing is likely in the LV, where blood flow can exceed this threshold as

demonstrated in Fig. 5.8. In addition, the phase-based autocorrelation (Kasai et al.,

1985; Loupas et al., 1995) in colour Doppler imaging could be biased in the presence

of microbubbles due to their nonlinear vibrations (Ressner et al., 2009), leading to

incorrect motion compensation. In (Poree et al., 2016) (Fig. 7), the Doppler-based

motion compensation method with a linear tilt sequence caused a smeared background

in a rotating disk experiment, but this artefact was not observed in Fig. 5.5. This could

be explained by that our method uses 2-D pattern matching which is insensitive to the

phase shift induced by sidelobes.
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6.1.2 Image Registration Techniques for Motion Compensation

Image registration is prevalent in fusing different imaging modalities (e.g. MRI and

ultrasound). It is a process of aligning images so that corresponding features can be

easily related. In many applications, rigid image registration might be sufficient to cor-

relate two medical images. While for cardiac imaging, tissue deformation needs to be

accommodated, requiring nonrigid registration. Each nonrigid registration technique

can be described with three components: a transformation matrix between the source

and target images, the similarity index between these two images, and an optimisation

function that optimises the similarity index and tunes the transformation matrix ac-

cordingly. In (Rueckert et al., 1999), a combined transformation matrix T consisting

of a global (Tglobal) and a local (Tlocal) transformation is formed

T (x, y, z) = Tglobal(x, y, z) + Tlocal(x, y, z). (6.1)

For global motion, an affine transformation which can describe scaling and shearing

is modelled. A free-form deformation based on B-splines is used to model nonrigid local

motion by manipulating the underlying mesh of control points. Increasing resolution

of the mesh control points can be achieved by refining the control point mesh, having

decreased control point spacing at the current level. The nonrigid local deformation is

optimised by a smooth transformation and the measurement of image similarity. To

constrain the B-spline-based transformation to be smooth, a penalty term Csmooth is

introduced. The measurement of image similarity Csimilarity can be performed based on

the normalized mutual information which relies on the concept of information theory, or

the squared sum of intensity differences. A cost function is written to find the optimal

transformation as follows:

C = −Csimilarity(I(t0), T (I(t))) + λwCsmooth(T ), (6.2)

where I(t0) is the image intensity at t0, and I(t) is the image intensity at t. Here, the

weighting parameter λw regulates the tradeoff between the image alignment and trans-

formation smoothness. It is shown that the choice of this parameter is not crucial and a

range between 0.001 and 0.1 is acceptable for ultrasound imaging applications (Harput

et al., 2018). The optimisation proceeds in two stages. In the first stage, the affine

transformation parameters are optimised by using an iterative multiresolution method,
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coping with the global motion. In the subsequent second stage, the parameters for

nonrigid transformation are optimised in line with the cost function Eq. 6.2. The op-

timisation stops in practice when the change of the cost function is smaller than a

predefined value.

6.2 Methods

6.2.1 Imaging Setup

The pulsing scheme for diverging wave imaging was adapted from (Nie et al., 2019).

The 4-cycle 2.78 MHz ultrasound pulses with either a full or half amplitude were trans-

mitted, emanating diverging waves with the full aperture at each steering angle and

enabling AM for contrast-enhanced imaging. The sector angle which was determinant

to the imaging field of view was set to 90◦ and unchanged during beam steering for

compounding. The arrangement of the steering angles was (−10◦, −8◦, −6◦, −4◦, 4◦,

6◦, 8◦, 10◦). The UARP II equipped with a phased array transducer P4-2v (Verasonics,

Inc., WA, USA) was used for in vitro and in vivo measurements with a MI of 0.12 and

a PRF of 4 kHz. The in vitro rotating disk phantom mentioned in Chapter 5 was used,

and it was rotated at 4π rad/s.

6.2.2 Motion Estimation and Compensation

The proposed motion estimation algorithm (Nie et al., 2019) used the correlation be-

tween angled diverging waves. A two-stage method was developed to find the correlation

and subpixel displacement between angled LRIs in the polar coordinate system. The

first stage used rigid block matching with correlation correction, achieved by multiply-

ing all available correlation maps from the successive LRI pairs in the set for coherent

summation. The second stage used an iterative scheme to improve the resolution and

accuracy of the motion estimation by recursively decreasing the kernel size and de-

forming the kernel based on the results from the previous iteration. The number of

iterations was set to two in this study, with different kernel sizes in each stage. The

resultant motion estimation in each pixel was then obtained by linearly interpolating

the motion estimation results from the last iteration of motion estimation. Based on

these estimated displacements, motion compensation was then performed by aligning

image pixels of all LRIs prior to coherent compounding. All LRIs with motion were

110



6.3 Results

Figure 6.1: Compound images of the in vitro disk in the (a) static state, the rotating

state (b) without motion compensation, and the rotating state compensated with (c)

the image registration technique, and (d) the proposed correlation-based method. IR:

image registration.

registered to the first LRI within the set that is used for coherent compounding. For

the in vitro rotating disk experiments, two pairs of ROIs were delineated as shown

in Fig. 6.1 (a) when the disk was placed static, with which the CRs and CNRs were

calculated. All specific parameters were identical to Table 5.1 and 5.3.

For comparison, the image registration model (Rueckert et al., 1999; Toulemonde

et al., 2017b) was applied to the LRIs in the polar grid before coherent summation

of low-resolution B-mode and AM contrast-mode images. During image registration,

the default parameters for 2-D images (https://uk.mathworks.com/matlabcentral/

fileexchange/20057-b-spline-grid-image-and-point-based-registration/) were

used. The first LRI within the set was used as the reference for registration.

6.3 Results

Using the image registration technique with motion correction, coherent compounding

of diverging waves was partially improved, with the dark region reduced as shown in
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Figure 6.2: CRs and CNRs for two pairs of ROIs as shown in Fig. 6.1(a). The mean

values and standard deviations are from four repeat measurements. IR: image regis-

tration.

Fig. 6.1 (c). With the correlation-based method, the artefacts from the original B-mode

compound image (Fig. 6.1b) were removed without any smearing of the image as shown

in Fig. 6.1(d). The CRs and CNRs were improved with the integration of both motion

compensation strategies as shown in Fig. 6.2. Whereas in all cases, the improvement is

more manifest when using the correlation-based method. This is particularly true for

ROI pair B placed at a deeper location. The correlation-based method was found to

improve the CR and CNR by 5 dB and 3 dB respectively (mean values for ROI pairs A

and B) compared with the image registration model. The lower level of SNR for ROI

pair B is expected, during image registration the operation of optimisation to minimise

the cost function will take noise into account, deteriorating its performance for motion

compensation.

Fig. 6.3(a) shows the ROIs for the calculation of CTR in vivo. Without motion

compensation, dark imaging artefacts were found in Fig. 6.3(a) and Fig. 6.3(d). The

use of the image registration model reduced the dark imaging artefacts (Fig. 6.3b

and Fig. 6.3e). The correlation-based method further reduced the imaging artefacts

as shown in Fig. 6.3(c), and a 6-dB improvement of CTR was demonstrated when
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Figure 6.3: Synchronized B-mode and contrast-mode compound images from the same

AM pulse sequence consisting of 16 pulse transmissions. Motion compensation was

applied to (b), (c), (e) and(f). IR: image registration.
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comparing Fig. 6.3(e) and Fig. 6.3(f).

6.4 Discussion

Transmitting the triangular transmit sequence as used in (Poree et al., 2016) was fur-

ther investigated by using Field II simulations. The number of steering angles is even

in (Poree et al., 2016). For comparison, two sequences were used. The steering angles

for sequence one (linear transmit sequence) were: (−7◦, −5◦, −3◦, −1◦, 1◦, 3◦, 5◦, 7◦).

For sequence two (triangular transmit sequence), they were (−7◦, −3◦, 1◦, 5◦, 7◦, 3◦,

−1◦, −5◦). For sequence one, the method in Section 5.2.3 was used. For sequence

two, motion estimation was performed between the first 4 angles, and then the later

4 angles. These two sets of motion estimation were then averaged to correct motion

artefacts. The RMS velocity errors were 5.9% ± 0.1% and 19.9% ± 0.3% for the axial

and lateral directions respectively for sequence one. For sequence two, they were 6.4%

± 0.1% and 22.4% ± 0.3%, respectively. These results are based on ten repeat simu-

lations. No improvement was obtained when using the triangular transmit sequence,

and the accuracy of motion estimation was even a little worse. The reason could be

the larger angular step used for motion estimation with sequence two (4◦ compared to

2◦ in sequence one). A larger steering angle results in a lower image correlation, nega-

tively affecting the correlation-based motion estimation. Thus, the ‘triangular transmit

sequence’ was not used.

For the correlation-based method, the velocity for each estimation point was as-

sumed to be constant within a 4-ms period (16 pulse transmissions with a PRF of 4

kHz) and the improved image quality with motion compensation was demonstrated in

vivo. The selection of the reference frame is thus not crucial in this method. One inter-

esting application of changing the reference frame could be to artificially increase the

frame rate. For example, in this study the same set of 8 LRIs for coherent compounding

could be registered to every single LRI separately, providing up to 8 HRIs.

The motion estimation was performed with a static reference (the first LRI) when

using the image registration technique. The selection of the reference frame is thus

crucial and could disrupt motion correction if the reference frame has a low SNR. To

further elaborate, image registration between each pair of consecutive frames was first
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Figure 6.4: The RF data used for Fig. 6.1 was reprocessed using image registration-

based motion correction with dynamic references. IR: image registration. REF: refer-

ence.

Figure 6.5: The RF data used for Fig. 6.3 was reprocessed using image registration-

based motion correction with dynamic references. IR: image registration. REF: refer-

ence.
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carried out, giving the motion field for each pair. Motion compensation was then per-

formed by counter-shifting the LRIs based on the accumulated motion field calculated

from each pair of consecutive frames. This arrangement may eliminate the problem of

choosing a good reference frame with the image registration technique. Fig. 6.4 shows

one typical compound image of the in vitro rotating disk phantom with the same RF

data as used for Fig. 6.1. It is visible that the geometrical border of the disk is still

largely affected by the dark imaging artefacts. In Fig. 6.5, the same RF data used for

Fig. 6.3 was reprocessed with the scheme of using dynamic reference frames. Compared

against Fig. 6.3(c), the dark imaging artefacts are noticeable especially within in the

septum on the B-mode image in Fig. 6.5(a). The delineation of the endocardial bor-

der on the contrast-mode image as shown in Fig. 6.5(b) was degraded compared with

Fig. 6.3(f). In Fig. 6.4 and Fig. 6.5, the images are presented with the first LRI as the

registered state.

6.5 Conclusion

The efficacy of coherent diverging wave imaging is reliant on carefully designed mo-

tion compensation algorithms capable of correcting for incoherence between steered

diverging-wave transmissions. Results first show that the proposed correlation-based

method performed better in terms of CR and the visibility of geometrical borders of

an in vitro rotating disk phantom. Compared against the image registration method,

the improved CTR in AM contrast-enhanced imaging was also quantitatively demon-

strated.
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Chapter 7

Conclusion and Future Work

The state-of-the-art open ultrasound platforms offer precise amplitude and phase con-

trol on each channel, and access to the raw data. Leveraging the capabilities of the open

platform to design novel transmit/receive sequencing and algorithms for manipulating

and imaging microbubbles is the main motivation of this thesis. These developments

have the potential for both diagnostic and therapeutic applications. In the following

sections, the presented work is first summarized. It would not be possible to encase

all aspects of the relevant techniques within this thesis, especially when considering

the continuous emergence of new intriguing contributions in this field. Discussions of

future research are then provided.

7.1 Summary and Conclusions

Switched mode excitation systems are cost-effective options for ultrasound generation

especially for large count arrays. They are capable of amplitude and phase control of

the excitation but suffering from signal distortion, due to the time delays when turning

on and turning off the metal-oxide-semiconductor field-effect transistors (MOSFETs).

The UARP II technologies feature quinary switching transmit circuits and harmonic

reduction pulse width modulation (HRPWM), with low third harmonic output. The

truly arbitrary waveform generation and sequencing control on each element of an array

have underpinned the work in this thesis. In chapter 1, the specifications of the UARP

II and other HFR ultrasound platforms were given.
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In chapter 2, the fundamental techniques of ultrasound imaging were reviewed.

These include B-mode imaging, ultrasound array transducers, ultrasound wave propa-

gation, Doppler and vector flow imaging, nonlinear ultrasonics, contrast-enhanced ul-

trasound, and HFR ultrasound imaging using unfocused plane/diverging waves. When

performing colour Doppler imaging, the desirability of using the 2-D autocorrelator

for broadband Doppler signals was identified and supported by experimental measure-

ments. This could provide hints for microbubble-enhanced Doppler imaging, where the

echoes are largely broadband due to microbubbles’ nonlinear response. The underlying

theory of the multi-pulse microbubble imaging schemes was first explained by modelling

the microbubble echo as a polynomial expansion of a basis waveform. By considering

the effects of microbubble size and shell composition, the single-microbubble responses

to those multi-pulse schemes were investigated with numerical experiments using the

Marmottant model. The generation of the subharmonic component was also confirmed

with this model when the applied acoustic pressure was high enough. The use of the

single-microbubble simulation models neglects the secondary radiation force between

microbubbles that originates from the microbubble re-scattered acoustic field. En-

hanced models that can simulate a population of microbubbles could further improve

the understanding of multi-pulse contrast-enhanced ultrasound imaging. Without non-

linear imaging schemes, the use of SVD for differentiating microbubbles from tissue

was demonstrated with plane-wave frames. K-means clustering of singular values was

then investigated as a way to automate the selection of singular vectors for enhanced

microbubble imaging. To increase the prevalence of SVD in HFR contrast-enhanced

ultrasound, the development of block-wise and accelerated SVD algorithms is desired.

The advantage of having precise control over the sequencing of an open platform

was first demonstrated in chapter 3. The capability of aggregating and trapping mi-

crobubbles in flow holds promise for targeted drug delivery when using microbubbles

as drug vehicles. As microbubbles could be locally accumulated, the payload concen-

tration can be locally increased. This has potential for reducing the drug dose and side

effects compared with a systematic delivery. In this chapter, the acoustic trap to arrest

microbubbles against arterial flow rates was created by two opposing fields generated

by plane-wave travelling waves from two subapertures of a single linear array trans-

ducer. Furthermore it was possible to monitor microbubble trapping using the same

transducer by using the interleaved sequence for plane wave imaging. An advantage
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of this delivery mechanism is that it does not rely on molecular targeting to control

the drug dose - the acoustic trap does this. By adding high-intensity ultrasound pulses

to the sequence, microbubbles could be destroyed to release the drug payload. Thus,

the linear array could be capable of operating in all three modes: trapping, imaging

and destruction. Rupturing large microbubble clusters is difficult, as surrounding mi-

crobubbles provide acoustic shielding. Microbubble clusters started to disperse after

acoustic trapping ceased, but a high microbubble concentration was still maintained.

Thus, a time delay could be set between the trapping and the destruction phase for an

enhanced release by bursting more microbubbles.

Continuing on the use of ultrasound plane waves, subharmonic imaging of liposome-

loaded microbubbles was then investigated in chapter 4. The subharmonic nonlinearity

of microbubbles only occurs when the applied acoustic pressure is high enough to elicit

the Faraday waves on the bubble surface. Buckling the microbubble shell through gas

diffusion has been shown to decrease the pressure threshold to generate the subhar-

monic emission. By packing a layer of liposomes to the microbubble shell, the buckling

state could also be facilitated to lower the pressure threshold for subharmonic imag-

ing. As the exclusive response from microbubbles, the subharmonic signal is of interest

for specially detecting the therapeutic liposome-loaded microbubbles. By distributing

the total acoustic energy over multiple transmissions, coherent plane wave imaging is

able to provide improved CTR compared to the line-by-line scanning mode without

increasing the destruction rate of microbubbles. Subharmonic plane wave imaging of

microbubbles was performed in this chapter, where it was found that, compared to

unloaded microbubbles, it was easier to extract the subharmonic emission when us-

ing liposome-loaded microbubbles especially at deep locations. Numerically the use of

liposome-loaded microbubbles was shown to improve the subharmonic amplitude by

127% compared with the unloaded microbubbles at the depth of 42 mm. In the fu-

ture, more investigations are warranted to explore the relationship between the level

of the enhanced subharmonic emission and the quantity of liposomes loaded on the

microbubble.

In chapter 5, the combination of ultrasound diverging waves and microbubbles was

considered. It was proposed, that coherent compounding is ineffective due to motion

artefacts, and there may be necessity of developing motion compensation methods for

HFR CEE. A correlation-based motion estimation scheme was proposed to compensate
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for incoherence between angled transmissions. It was shown that for a 10-cm in vitro

rotating disk phantom with a speed of 4π rad/s, the correlation-based motion com-

pensation scheme improved the CR and CNR of the compound image by 12 dB and

7 dB respectively compared with their non-compensated counterpart. For the in vivo

measurement, it was found that compensating for motion improved CTR, benefiting

the delineation of the endocardial border. With the same pulse sequence, this chap-

ter demonstrated simultaneous HFR B-mode imaging, contrast-enhanced imaging and

vector flow mapping. This triplex imaging tool that is hitherto unrealised in hospitals,

could impact the ability to quantify cardiac function by coupling myocardial motion,

vortex dynamics in cardiac chambers and even microbubble-assisted myocardial perfu-

sion.

The aim of chapter 6 was to compare any improvements in CR, CNR or CTR when

using the correlation-based method (chapter 5) and an established image registration-

based method for motion compensation in HFR CEE. For in vitro experiments with a

rotating disk phantom, the proposed correlation-based method was shown to improve

the CR and CNR by 5 dB and 3 dB, respectively. For the in vivo measurement, a 6-dB

improvement in CTR was also demonstrated. Overall, the proposed correlation-based

method outperformed the image registration algorithm in preserving the efficacy of

coherent compounding for HFR CEE using diverging waves.

7.2 Future Research

HFR contrast-enhanced ultrasound using unfocused ultrasound waves is still mainly

confined in academic research. A key technical challenge in the clinical roll-out of HFR

ultrasound imaging is the volume of sampled data being received from the transducer

needs real-time processing. A typical 128-element transducer produces 0.6 Mbytes of

data per frame, at 5 KHz frame rate the continuous data rate is 3 Gbytes/s. Storage

of several seconds of clinical data alone is challenging with the goal to produce real-

time HFR imaging. These considerations indicate the requirement of a framework to

amplify the theoretical value of HFR microbubble-enhanced ultrasound. Continuous

ultrasound imaging with HFR feedback is only possible when using dedicated research

platforms currently (Boni et al., 2017, 2018). Real-time HFR Cardiac B-mode and
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Doppler imaging was demonstrated (Ramalli et al., 2018), followed by the demonstra-

tion of a GPU-enabled live ultrasound colour encoded speckle imaging platform (Yiu

et al., 2019). With the arrival of an era of big data, computational imaging techniques

in the realm of machine/deep learning could make purposeful contributions to B-mode

imaging (Gasse et al., 2017) and motion estimation when using ultrasound (Dosovitskiy

et al., 2015). This could firstly facilitate real-time HFR imaging to enable clinical eval-

uation and secondly to aid functional evaluation of the organ with advanced algorithms

by using the large amount of data afforded by HFR contrast-enhanced ultrasound.

The multiplane-wave (MV) compounding technique was proposed to improve the

SNR of contrast-enhanced images at deep locations without increasing the MI (Gong

et al., 2018). Within one emission, the successive transmissions of multiple plane waves

with different angles are first triggered, followed by decoding each single plane wave by

properly combining the received data. However, the CTR obtained with this technique

decreased significantly in the presence of motion artefacts (a CTR decrease of 7 dB

for 5 cm/s). The decrease of CTR is attributed to the incoherence between steered

transmissions, which suggests the necessity of developing proper motion compensation

schemes for this technique in the future.

Scaling HFR ultrasound platforms for 3-D imaging is challenging. The increased

channel count poses burdens on cost, data acquisition, transfer and processing. The

employment of sparse (Harput et al., 2018) and row-column arrays (Holbek et al., 2016)

is being intensively investigated, with demonstrations for 3-D super-resolution imaging

and blood flow mapping. Compressive 3-D ultrasound imaging by using a single sensor

was demonstrated recently (Kruizinga et al., 2017). A plastic coding mask was placed

in front of the ultrasound sensor, ensuring the identical compressed measurement in

each voxel. This technique could provide an alternative to 3-D HFR contrast-enhanced

ultrasound using 2-D matrix arrays.

Microbubbles are under active investigation for ultrasound-mediated targeted drug

delivery. Coating microbubbles with magnetic nanoparticles has been used for imaging,

targeting and improving the nonlinear acoustic response of microbubbles (Owen et al.,

2018). Gold nanoparticles have also been attached to the microbubble surface with the

capability of dual modality photoacoustic and ultrasound imaging (Dove et al., 2013).

Manipulation of these microbubbles by using acoustic trapping as shown in chapter 3

could contribute to targeted photothermal therapy.
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The architecture of the UARP II can be translated to the field of therapeutic ultra-

sound, where the capability of high-power transmit is required. The modified version of

HRPWM (mHRPWM) (Cowell et al., 2018) has been implemented in the High Inten-

sity Focused Ultrasound Array Research Platform (HIFUARP) (Adams et al., 2018),

with which continuous control of the excitation amplitude and phase can be maintained

even when using high-current MOSFETs. Thus, a combined ultrasound system for both

therapeutic and diagnostic applications could be built using the same switched excita-

tion circuits, reducing the cost and increasing the prevalence of image-guided HIFU for

cancer treatment.
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Demené, C., Deffieux, T., Pernot, M., Osmanski, B.F., Biran, V., Gennis-

son, J.L., Sieu, L.A., Bergel, A., Franqui, S., Correas, J.M. et al. (2015).

Spatiotemporal clutter filtering of ultrafast ultrasound data highly increases doppler

and fultrasound sensitivity. IEEE Transactions on Medical Imaging , 34, 2271–2285.

40, 62

Denarie, B., Tangen, T.A., Ekroll, I.K., Rolim, N., Torp, H., Bjstad, T. &

Lovstakken, L. (2013). Coherent plane wave compounding for very high frame rate

ultrasonography of rapidly moving targets. IEEE Transactions on Medical Imaging ,

32, 1265–1276. 83

Desailly, Y., Tissier, A.M., Correas, J.M., Wintzenrieth, F., Tanter, M.

& Couture, O. (2016). Contrast enhanced ultrasound by real-time spatiotemporal

filtering of ultrafast images. Physics in Medicine & Biology , 62, 31. 40

Dosovitskiy, A., Fischer, P., Ilg, E., Hausser, P., Hazirbas, C., Golkov,

V., Van Der Smagt, P., Cremers, D. & Brox, T. (2015). Flownet: Learning

optical flow with convolutional networks. In Proceedings of The IEEE International

Conference on Computer Vision, 2758–2766. 121

127



REFERENCES

Dove, J.D., Murray, T.W. & Borden, M.A. (2013). Enhanced photoacoustic

response with plasmonic nanoparticle-templated microbubbles. Soft Matter , 9, 7743–

7750. 121

Dunmire, B., Beach, K., Labs, K., Plett, M. & Strandness, D. (2000). Cross-

beam vector doppler ultrasound for angle-independent velocity measurements. Ultra-

sound in Medicine & Biology , 26, 1213–1235. 24

Eckersley, R.J., Chin, C.T. & Burns, P.N. (2005). Optimising phase and ampli-

tude modulation schemes for imaging microbubble contrast agents at low acoustic

power. Ultrasound in Medicine & Biology , 31, 213–219. 2, 28, 29, 33, 35, 68, 79, 82,

87

Eisenbrey, J.R., Sridharan, A., Machado, P., Zhao, H., Halldorsdottir,

V.G., Dave, J.K., Liu, J.B., Park, S., Dianis, S., Wallace, K. et al. (2012).

Three-dimensional subharmonic ultrasound imaging in vitro and in vivo. Academic

Radiology , 19, 732–739. 72

Ekroll, I.K., Voormolen, M.M., Standal, O.K.., Rau, J.M. & Lovstakken,

L. (2015). Coherent compounding in doppler imaging. IEEE Transactions on Ultra-

sonics, Ferroelectrics, and Frequency Control , 62, 1634–1643. 83

Errico, C., Pierre, J., Pezet, S., Desailly, Y., Lenkei, Z., Couture, O. &

Tanter, M. (2015). Ultrafast ultrasound localization microscopy for deep super-

resolution vascular imaging. Nature, 527, 499–502. 4, 11, 36, 39, 46

Escoffre, J., Mannaris, C., Geers, B., Novell, A., Lentacker, I., Averkiou,

M. & Bouakaz, A. (2013). Doxorubicin liposome-loaded microbubbles for contrast

imaging and ultrasound-triggered drug delivery. IEEE Transactions on Ultrasonics,

Ferroelectrics, and Frequency Control , 60, 78–87. 3, 46, 71

Fadnes, S., Wigen, M.S., Nyrnes, S.A. & Lovstakken, L. (2017). In vivo intrac-

ardiac vector flow imaging using phased array transducers for pediatric cardiology.

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 64, 1318–

1326. 37, 83, 91

128



REFERENCES

Faez, T., Emmer, M., Kooiman, K., Versluis, M., van der Steen, A.F.W. &

de Jong, N. (2013). 20 years of ultrasound contrast agent modeling. IEEE Trans-

actions on Ultrasonics, Ferroelectrics, and Frequency Control , 60. 46

Faurie, J., Baudet, M., Pore, J., Cloutier, G., Tournoux, F. & Garcia, D.

(2018). Coupling myocardium and vortex dynamics in diverging-wave echocardiogra-

phy. IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 1–1.

105, 108

Feigenbaum, H., Stone, J.M., Lee, D.A., Nasser, W.K. & Chang, S. (1970).

Identification of ultrasound echoes from the left ventricle by use of intracardiac in-

jections of indocyanine green. Circulation, 41, 615–621. 2

Ferrara, K., Pollard, R. & Borden, M. (2007). Ultrasound microbubble contrast

agents: fundamentals and application to gene and drug delivery. Annu. Rev. Biomed.

Eng., 9, 415–447. 47

Food, Administration, D. et al. (1985). 510 (k) guide for measuring and reporting

acoustic output of diagnostic medical devices. Rockville, MD . 15

Forsberg, F., Shi, W.T. & Goldberg, B. (2000). Subharmonic imaging of contrast

agents. Ultrasonics, 38, 93–98. 46

Forsberg, F., Liu, J.B., Shi, W.T., Ro, R., Lipcan, K.J., Deng, X. & Hall,

A.L. (2006). In vivo perfusion estimation using subharmonic contrast microbubble

signals. Journal of Ultrasound in Medicine, 25, 15–21. 72

Frinking, P.J., Bouakaz, A., Kirkhorn, J., Ten Cate, F.J. & De Jong, N.

(2000). Ultrasound contrast imaging: current and new potential methods. Ultrasound

in Medicine & Biology , 26, 965–975. 29

Gammelmark, K.L. & Jensen, J.A. (2014). 2-d tissue motion compensation of syn-

thetic transmit aperture images. IEEE Transactions on Ultrasonics, Ferroelectrics,

and Frequency Control , 61, 594–610. 83, 89

Garcia, D. (2010). Robust smoothing of gridded data in one and higher dimensions

with missing values. Computational Statistics & Data Analysis, 54, 1167–1178. 87

129



REFERENCES

Gasse, M., Millioz, F., Roux, E., Garcia, D., Liebgott, H. & Friboulet, D.

(2017). High-quality plane wave compounding using convolutional neural networks.

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 64, 1637–

1639. 39, 121

Gessner, R. & Dayton, P.A. (2010). Advances in molecular imaging with ultra-

sound. Molecular Imaging , 9, 7290–2010. 72

Gessner, R., Lukacs, M., Lee, M., Cherin, E., Foster, F.S. & Dayton, P.A.

(2010). High-resolution, high-contrast ultrasound imaging using a prototype dual-

frequency transducer: In vitro and in vivo studies. IEEE Transactions on Ultrasonics,

Ferroelectrics, and Frequency Control , 57, 1772–1781. 35

Gessner, R.C., Streeter, J.E., Kothadia, R., Feingold, S. & Dayton, P.A.

(2012). An in vivo validation of the application of acoustic radiation force to en-

hance the diagnostic utility of molecular imaging using 3-d ultrasound. Ultrasound

in Medicine & Biology , 38, 651–660. 47

Gill, R.W. (1985). Measurement of blood flow by ultrasound: accuracy and sources

of error. Ultrasound in Medicine & Biology , 11, 625–641. 24

Gong, P., Song, P. & Chen, S. (2018). Improved contrast-enhanced ultrasound

imaging with multiplane-wave imaging. IEEE Transactions on Ultrasonics, Ferro-

electrics, and Frequency Control , 65, 178–187. 79, 121

Gorce, J.M., Arditi, M. & Schneider, M. (2000). Influence of bubble size dis-

tribution on the echogenicity of ultrasound contrast agents: A study of sonovue.

Investigative Radiology , 35, 661–671. 54

Gramiak, R. & Shah, P.M. (1968). Echocardiography of the aortic root. Investigative

Radiology , 3, 356–366. 2

Greis, C. (2004). Technology overview: Sonovue (bracco, milan). European Radiology ,

14, P11–5. 2

Grondin, J., Sayseng, V. & Konofagou, E.E. (2017). Cardiac strain imaging

with coherent compounding of diverging waves. IEEE Transactions on Ultrasonics,

Ferroelectrics, and Frequency Control , 64, 1212–1222. 11, 37, 83

130



REFERENCES

Harput, S., Arif, M., Mclaughlan, J., Cowell, D.M.J. & Freear, S. (2013).

The effect of amplitude modulation on subharmonic imaging with chirp excitation.

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 60, 2532–

2544. 2, 21, 54, 68, 77

Harput, S., Nie, L., Cowell, D.M.J., Carpenter, T., Raiton, B., McLaugh-

lan, J. & Freear, S. (2016). Simultaneous trapping and imaging of microbubbles

at clinically relevant flow rates. In 2016 IEEE International Ultrasonics Symposium

(IUS), 1–4. i, 50, 58

Harput, S., Christensen-Jeffries, K., Brown, J., Li, Y., Williams, K.J.,

Davies, A.H., Eckersley, R.J., Dunsby, C. & Tang, M.X. (2018). Two-stage

motion correction for super-resolution ultrasound imaging in human lower limb. IEEE

Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 65, 803–814. 84,

109

Harput, S., Christensen-Jeffries, K., Brown, J., Zhu, J., Zhang, G., Leow,

C.H., Toulemonde, M., Ramalli, A., Boni, E., Tortoli, P., Eckersley,

R.J., Dunsby, C. & Tang, M. (2018). 3-d super-resolution ultrasound imaging us-

ing a 2-d sparse array with high volumetric imaging rate. In 2018 IEEE International

Ultrasonics Symposium (IUS), 1–9. 39, 121

Hasegawa, H. & Kanai, H. (2011). High-frame-rate echocardiography using diverg-

ing transmit beams and parallel receive beamforming. Journal of Medical Ultrasonics,

38, 129–140. 37, 83

Hasson, A.M. et al. (2016). Characterizations of the mathematical models of ultra-

sound contrast agents: a review. Collage of Education, 1. 32

Heiles, B., Correia, M., Pernot, M., Provost, J., Tanter, M. & Couture,

O. (2017). Volumetric ultrafast ultrasound localization microscopy using a 3232 ma-

trix array. In 2017 IEEE International Ultrasonics Symposium (IUS), 1–1. 39

Hohmann, J., Albrecht, T., Hoffmann, C. & Wolf, K.J. (2003). Ultrasono-

graphic detection of focal liver lesions: increased sensitivity and specificity with

microbubble contrast agents. European Journal of Radiology , 46, 147–159. 2

131



REFERENCES

Holbek, S., Christiansen, T.L., Stuart, M.B., Beers, C., Thomsen, E.V. &

Jensen, J.A. (2016). 3-d vector flow estimation with rowcolumn-addressed arrays.

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 63, 1799–

1814. 121

Hoskins, P.R., Martin, K. & Thrush, A. (2010). Diagnostic ultrasound: physics

and equipment . Cambridge University Press. 13, 16

Hoyos, C.A.V., Stuart, M.B., Hansen, K.L., Nielsen, M.B. & Jensen, J.A.

(2016). Accurate angle estimator for high-frame-rate 2-d vector flow imaging. IEEE

Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 63, 842–853. 36

Hudson, J.M., Williams, R., Tremblay-Darveau, C., Sheeran, P.S., Milot,

L., Bjarnason, G.A. & Burns, P.N. (2015). Dynamic contrast enhanced ultra-

sound for therapy monitoring. European Journal of Radiology , 84, 1650–1657. 72

Hyun, D., Abou-Elkacem, L., Perez, V.A., Chowdhury, S.M., Willmann,

J.K. & Dahl, J.J. (2018). Improved sensitivity in ultrasound molecular imaging

with coherence-based beamforming. IEEE Transactions on Medical Imaging , 37,

241–250. 39

Jensen, J.A. & Munk, P. (1998). A new method for estimation of velocity vectors.

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 45, 837–

851. 24

Jensen, J.A. & Svendsen, N.B. (1992). Calculation of pressure fields from arbi-

trarily shaped, apodized, and excited ultrasound transducers. IEEE Transactions on

Ultrasonics, Ferroelectrics, and Frequency Control , 39, 262–267. 48, 89

Jensen, J.A., Holten-Lund, M.F., Nilsson, R.T., Hansen, M., Larsen, U.D.,

Domsten, R.P., Tomov, B.G., Stuart, M.B., Nikolov, S.I., Pihl, M.J., Du,

Y., Rasmussen, J.H. & Rasmussen, M.F. (2013). Sarus: A synthetic aperture

real-time ultrasound system. IEEE Transactions on Ultrasonics, Ferroelectrics, and

Frequency Control , 60, 1838–1852. xi, 5

Jeong, S.K. & Rosenson, R.S. (2013). Shear rate specific blood viscosity and shear

stress of carotid artery duplex ultrasonography in patients with lacunar infarction.

BMC Neurology , 13, 36. 55

132



REFERENCES

Jespersen, S.K., Wilhjelm, J.E. & Sillesen, H. (1998). Multi-angle compound

imaging. Ultrasonic Imaging , 20, 81–102. 91, 100

Joos, P., Liebgott, H., Varray, F., Petrusca, L., Garcia, D., Vray, D.

& Nicolas, B. (2017a). High-frame-rate 3-d echocardiography based on motion

compensation: An in vitro evaluation. In 2017 IEEE International Ultrasonics Sym-

posium (IUS), 1–4. 105

Joos, P., Liebgott, H., Varray, F., Petrusca, L., Garcia, D., Vray, D. &

Nicolas, B. (2017b). High-volume-rate 3-d ultrasound imaging based on motion

compensation: A feasibility study. In 2017 IEEE International Ultrasonics Sympo-

sium (IUS), 1–1. 105

Joos, P., Pore, J., Liebgott, H., Vray, D., Baudet, M., Faurie, J.,

Tournoux, F., Cloutier, G., Nicolas, B. & Garcia, D. (2018). High-frame-

rate speckle-tracking echocardiography. IEEE Transactions on Ultrasonics, Ferro-

electrics, and Frequency Control , 65, 720–728. 83, 87, 88, 99, 108

Kaneko, O.F. & Willmann, J.K. (2012). Ultrasound for molecular imaging and

therapy in cancer. Quantitative Imaging in Medicine and Surgery , 2, 87. 11

Kasai, C., Namekawa, K., Koyano, A. & Omoto, R. (1985). Real-time two-

dimensional blood flow imaging using an autocorrelation technique. IEEE Transac-

tions on Sonics and Ultrasonics, 32, 458–464. 20, 108

Kaul, S. (1998). Quantification of myocardial blood flow using ultrasound-induced

destruction of microbubbles administered as a constant venous infusion. The Journal

of the Acoustical Society of America, 103, 3001–3001. 28

Kim, H., Hertzberg, J. & Shandas, R. (2004). Development and validation of echo

piv. Experiments in Fluids, 36, 455–462. 24, 25, 100

Kim, K., Hwang, J., Jeong, J. & Song, T. (2002). An efficient motion estima-

tion and compensation method for ultrasound synthetic aperture imaging. Ultrasonic

Imaging , 24, 81–99. 83

133



REFERENCES

Klibanov, A.L. (2009). Preparation of targeted microbubbles: ultrasound contrast

agents for molecular imaging. Medical & Biological Engineering & Computing , 47,

875–882. 3

Kooiman, K., Vos, H.J., Versluis, M. & de Jong, N. (2014). Acoustic behavior

of microbubbles and implications for drug delivery. Advanced Drug Delivery Reviews,

72, 28–48. 46, 66

Kruizinga, P., van der Meulen, P., Fedjajevs, A., Mastik, F., Springeling,

G., de Jong, N., Bosch, J.G. & Leus, G. (2017). Compressive 3d ultrasound

imaging using a single sensor. Science Advances, 3, e1701423. 121

Leighton, T., Walton, A. & Pickworth, M. (1990). Primary bjerknes forces.

European Journal of Physics, 11, 47. 51, 52

Leighton, T., Phelps, A., Ramble, D. & Sharpe, D. (1996). Comparison of the

abilities of eight acoustic techniques to detect and size a single bubble. Ultrasonics,

34, 661–667. 35

Leighton, T.G. (2007). What is ultrasound? Progress in Biophysics and Molecular

Biology , 93, 3–83. 26, 46

Lenge, M., Ramalli, A., Boni, E., Liebgott, H., Cachard, C. & Tortoli, P.

(2014). High-frame-rate 2-d vector blood flow imaging in the frequency domain. IEEE

Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 61, 1504–1514.

60, 101

Lenge, M., Ramalli, A., Tortoli, P., Cachard, C. & Liebgott, H. (2015).

Plane-wave transverse oscillation for high-frame-rate 2-d vector flow imaging. IEEE

Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 62, 2126–2137.

36

Lentacker, I., De Smedt, S.C. & Sanders, N.N. (2009). Drug loaded microbubble

design for ultrasound triggered delivery. Soft Matter , 5, 2161–2170. 46

Leow, C.H., Bazigou, E., Eckersley, R.J., Alfred, C., Weinberg, P.D. &

Tang, M.X. (2015). Flow velocity mapping using contrast enhanced high-frame-rate

134



REFERENCES

plane wave ultrasound and image tracking: Methods and initial in vitro and in vivo

evaluation. Ultrasound in Medicine & Biology , 41, 2913–2925. 4, 36, 39, 55, 85

Li, Y.L. & Dahl, J.J. (2015). Coherent flow power doppler (cfpd): flow detection

using spatial coherence beamforming. IEEE Transactions on Ultrasonics, Ferro-

electrics, and Frequency Control , 62, 1022–1035. 39

Lin, F., Cachard, C., Mori, R., Varray, F., Guidi, F. & Basset, O. (2013).

Ultrasound contrast imaging: influence of scatterer motion in multi-pulse techniques.

IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control , 60, 2065–

2078. 102, 104
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