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We develop and implement a novel finite difference lattice Boltzmann scheme to study multi-
component flows on curved surfaces, coupling the continuity and Navier-Stokes equations with the
Cahn-Hilliard equation to track the evolution of the binary fluid interfaces. The standard lattice
Boltzmann method relies on regular Cartesian grids, which makes it generally unsuitable to study
flow problems on curved surfaces. To alleviate this limitation, we use a vielbein formalism to write
down the Boltzmann equation on an arbitrary geometry, and solve the evolution of the fluid distri-
bution functions using a finite difference method. Focussing on the torus geometry as an example of
a curved surface, we demonstrate drift motions of fluid droplets and stripes embedded on the surface
of such geometries. Interestingly, they migrate in opposite directions: fluid droplets to the outer
side while fluid stripes to the inner side of the torus. For the latter we demonstrate that the global
minimum configuration is unique for small stripe widths, but it becomes bistable for large stripe
widths. Our simulations are also in agreement with analytical predictions for the Laplace pressure of
the fluid stripes, and their damped oscillatory motion as they approach equilibrium configurations,
capturing the corresponding decay timescale and oscillation frequency. Finally, we simulate the
coarsening dynamics of phase separating binary fluids in the hydrodynamics and diffusive regimes
for tori of various shapes, and compare the results against those for a flat two-dimensional sur-
face. Our finite difference lattice Boltzmann scheme can be extended to other surfaces and coupled
to other dynamical equations, opening up a vast range of applications involving complex flows on
curved geometries.

I. INTRODUCTION

Hydrodynamics on curved manifolds is relevant for a
wide range of physical phenomena. Examples range from
the motion of electrons in graphene at the micro-scale [1],
through thin liquid films [2, 3], confined active matter
[4–6] and bio-membranes [7, 8] at the meso-scale, to rel-
ativistic flows in astrophysics [9] and at the cosmological
scale [10]. However, despite its importance, the study of
flows on curved space has received much less attention
when compared to corresponding investigations on two-
and three-dimensional flat space. Suitable numerical ap-
proaches to study these problems are also still limited,
especially when the flow phenomena of interest involve
several fluid components.
Here our focus is on multicomponent flow on curved

two-dimensional surfaces. An important motivation to
study such problem arises from biological membranes and
their synthetic counterparts. Experimentally it has been
observed that self-assembled lipid and polymer mem-
branes can adopt an astonishing range of shapes and
morphologies [11], from single bilayers to stacks and con-
voluted periodic structures. Moreover, these membranes
are usually comprised of several species, which can mix
or demix depending on the thermodynamic conditions
under which they are prepared [12–14]. The interplay
between curvature and composition is a ubiquitous struc-
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tural feature for bio-membranes, and they are key to bi-
ological functions and synthetic membrane-based appli-
cations [15–17].

There is much interest to understand this interplay be-
tween membrane curvature and composition. However,
to date continuum modelling of membranes with several
lipid components have largely focussed on their equilib-
rium configurations [18–21]. Several dynamic studies of
phase separation on curved surfaces have been carried out
in the literature. However, apart from a few exceptions
[22], they usually involve diffusive dynamics and ignore
the importance of hydrodynamics [23–25]. The aim of
this paper is to develop a flexible finite difference lat-
tice Boltzmann framework to simulate multicomponent
flow on arbitrary curved surfaces. For simplicity, here
we will assume the two-dimensional flow is Newtonian.
For lipid membranes, this assumption is supported by
both Molecular Dynamics simulations and experimental
observations [26–29].

Our approach is based on the lattice Boltzmann
method (LBM) [30, 31], which has recently become in-
creasingly popular to study multicomponent flow phe-
nomena, with good agreement against experiments and
other simulation methods, including for drop dynamics,
liquid phase separation, microfluidics and porous media
[32–35]. Within the lattice Boltzmann literature, there
are several models for multicomponent flow, including
the so-called free energy [36], pseudo-potential [37] and
color [38] models. In this work, we have chosen to em-
ploy the free energy model, though our framework can
be adapted to account for the pseudo-potential and color
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models. Our approach can also be extended to account
for more fluid components [39–43], as well as coupled
to other dynamical equations, including those for liquid
crystals [44, 45] and viscoelastic fluids [46, 47].

Standard lattice Boltzmann method is based on reg-
ular Cartesian grids. In recent years, several groups
proposed its extension to the case of curvilinear coor-
dinates. Of these extensions, we mention three groups of
approaches. In the first, exact streaming is preserved [48–
51] and the equilibrium distribution exhibits metric-
dependent terms. Furthermore, a source term is added to
enable the recovery of the covariant Navier-Stokes equa-
tions through the Chapman-Enskog expansion. This ap-
proach transfers the metric dependence from the stream-
ing part to the forcing and collision parts. In the second
approach, the transformation to curvilinear coordinates is
performed in the streaming operator [52–55]. The ve-
locity space degrees of freedom are still the Cartesian
ones. In this approach, the equilibrium distribution is un-
modified and no source terms are required. However, ex-
act streaming is lost because the advection velocities be-
comes coordinate dependent. Finally, the third approach
employs a transformation of the velocity space degrees of
freedom, allowing these to retain the symmetries of the
curvilinear coordinate grid. This approach has been com-
monly used in the discrete velocity method (DVM) com-
munity [56, 57]. Recently, this approach was formulated
in a general way by use of differential geometry and viel-
bein fields [58], in the spirit of previous work on kinetic
theory in general relativity [59]. In this approach, the
advection velocities become coordinate-independent, al-
lowing the dimensionality of problems with a given sym-
metry to be reduced. In this paper, we employ the latter
approach, due to its versatility in treating more complex
geometries. Thus, our implementation relies on finite
difference techniques for the implementation of the time
stepping and advection parts of the lattice Boltzmann
algorithm.

The capabilities of our new method are demonstrated
using several problems. Firstly, we study drift motion of
fluid droplets and stripes when placed on the surface of a
torus. This drift is due to non-uniform curvature, and as
such, is not present on flat space, or for surfaces with uni-
form curvature (e.g. a sphere). For the stripes, analytical
results are available for their equilibrium configuration,
Laplace pressure, and relaxation dynamics [60], thus pro-
viding an excellent platform to systematically examine
the accuracy of our method. We demonstrate that these
predictions are accurately captured in our simulations.
Secondly, we simulate binary phase separation on the
surface of a torus for equal and unequal compositions,
both in diffusive and hydrodynamic regimes. We com-
pare and contrast the results for tori of various shapes
against those for flat two-dimensional surface [61–63].

II. COMPUTATIONAL MODEL AND METHOD

In this section we develop a framework that allows sim-
ulations of multicomponent flow on arbitrary curved sur-
faces. Our vielbein finite difference lattice Boltzmann
approach has three key features. Firstly, similar to stan-
dard lattice Boltzmann method, we exploit the Boltz-
mann equation to solve the continuum equations of mo-
tion, and we use a discrete and finite set of fluid distribu-
tion functions. Secondly, unlike standard lattice Boltz-
mann method, the discrete velocity sets do not coincide
with the neighbouring lattice points. Thus, rather than
solving the Boltzmann equation using a sequence of col-
lision and propagation steps, we take advantage of a fi-
nite difference method. Thirdly, to describe the curved
surface, we employ a vielbein field, which decouples the
velocity space from the coordinate space [58, 59]. This
simplifies the formulation and computation of the gov-
erning Boltzmann equation.

A. Brief Introduction to Vielbein Fields

Let us begin by considering a two-dimensional curved
surface embedded in three dimensions. Vector fields, such
as the velocity field u(x), on the two-dimensional surface
can be expressed in the curvilinear coordinate system
using

u(x) = ua(qb)∂a, (2.1)

where ua(qb) represent the components of the velocity
field on a manifold parametrised using the coordinates
qb (1 ≤ a, b ≤ 2 for two-dimensional manifolds). Fur-
thermore, the squared norm of the velocity field u can
be computed as

u2 = gabu
aub, (2.2)

where gab is called the metric tensor. This description of
vector fields in curvilinear coordinates can become incon-
venient for practical computations. This is because the
elements of the metric tensor gab may become singular
at various points due to the choice of surface parametri-
sation. In such instances, the contravariant components
ua of the velocity must diverge in order for the squared
norm u2 to remain finite.

The difficulty described above can be alleviated by in-
troducing, as an interface between the coordinate space
and the velocity space, the vielbein vector fields (frame)
eâ = eaâ∂a. Dual to the vielbein vector fields are the
vielbein one-forms (co-frame) ωâ = ωâ

adq
a. We reserve

the hatted indices to denote the vielbein framework. The
vielbein frame and co-frame have to satisfy the following
relations

ωâ
ae

a
b̂
= δâb̂, ωâ

ae
b
â = δba, gabe

a
âe

b
b̂
= δâb̂. (2.3)

With the above vielbein frame and co-frame, the vector
field u can be written as

u = uâeâ, (2.4)
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where the vector field components are

uâ = ωâ
au

a, ua = eaâu
â, (2.5)

and the squared norm

u2 = δâb̂u
âub̂. (2.6)

In the vielbein framework, the information on the metric
tensor is effectively absorbed in the components of the
vector field, which makes the formulation and derivation
of the lattice Boltzmann approach significantly less cum-
bersome.

In the lattice Boltzmann implementation used in this
paper, we need to introduce two more geometrical ob-
jects. First, the Cartan coefficients câb̂

ĉ are defined as

câb̂
ĉ = ([eâ, eb̂])

aωĉ
a, (2.7)

with the commutator ([eâ, eb̂])
a = ebâ∂be

a
b̂
− eb

b̂
∂be

a
â. Sec-

ond, Γâ
b̂ĉ and Γâb̂ĉ represent the connection coefficients,

which are defined as

Γd̂
b̂ĉ = δd̂âΓâb̂ĉ, Γâb̂ĉ =

1

2
(câb̂ĉ + câĉb̂ − cb̂ĉâ). (2.8)

In Appendix A, we detail the application of the viel-
bein formalism for a torus. It is worth noting that our
approach is general and other curved geometries can be
handled in a similar way.

B. Binary Fluid Model and Equations of Motion

We consider a binary mixture of fluids A and B, char-
acterised by an order parameter φ, such that φ = 1 cor-
responds to a bulk A fluid and φ = −1 to a bulk B fluid.
A simple free energy model that allows the coexistence
of these two bulk fluids is given by the following Landau
free energy [30, 64]

Ψ =

∫
V

[
A

4
(1− φ2)2 +

κ

2
(∇φ)2

]
dV, (2.9)

where A and κ are free parameters, which are related to
the interface width ξ0 and surface tension γ through

ξ0 =

√
κ

A
, γ =

√
8κA

9
. (2.10)

The chemical potential can be derived by taking the func-
tional derivative of the free energy with respect to the
order parameter, giving

μ(x) =
δΨ

δφ(x)
= −Aφ(1− φ2)− κΔφ. (2.11)

The evolution of the order parameter φ is specified by
the Cahn-Hilliard equation. In covariant form it is given
by

∂tφ+∇â(u
âφ) = ∇â(M∇âμ), (2.12)

where the hatted indices are taken with respect to the
orthonormal vielbein basis. Equivalently, indices with re-
spect to the coordinate basis can be used, e.g. ∇â(u

âφ) =
∇a(u

aφ). In the above, M is the mobility parameter, μ
is the chemical potential, and the fluid velocity u is a
solution of the continuity and Navier-Stokes equations

∂tn+∇â(u
ân) = 0, ρ

Duâ

Dt
= −∇b̂T

âb̂+nF â, (2.13)

b̂where D/Dt = ∂t + u ∇b̂ is the material (convective)
derivative,m is the particle mass, n is the number density

and ρ=mn. The stress tensor T âb̂= piδ
âb̂+σâb̂ is that of

a viscous ideal gas, where pi = nkBT is the pressure of the

ideal gas and σâb̂ is the viscous stress for the Newtonian
fluid [65]:

σâb̂ = −η(∇âub̂+∇b̂uâ− δâb̂∇ĉu
ĉ)− ηvδ

âb̂∇ĉu
ĉ. (2.14)

In the above, η and ηv represent the dynamic (shear) and
volumetric (bulk) viscosities of the fluid. The thermody-
namic force term F â takes the following form

nF â =− φ∇âμ = −∇âpbinary + κφ∇âΔφ,

pbinary =A

(
−1

2
φ2 +

3

4
φ4

)
. (2.15)

A summary on how the differential operators must be ap-
plied for the cases of the Cartesian and torus geometries
is provided in Appendix C.

C. The Vielbein Lattice Boltzmann Approach

In this paper, we employ the lattice Boltzmann ap-
proach to solve the hydrodynamics equations [Eq. (2.13)],
while the Cahn-Hilliard equation [Eq. (2.12)] is solved di-
rectly using a finite difference method. The details of the
numerical implementation are discussed in Appendix C.
It is possible to solve the Cahn-Hilliard equation using
a lattice Boltzmann scheme, and on flat manifolds, it
has been suggested that extension to more fluid compo-
nents is more straightforward in this approach [43, 66].
However, for our purpose here, it is more expensive and
require us to use a higher order quadrature.

We use a discretised form of the Boltzmann equation
that reproduces the fluid equations of motion in the con-
tinuum limit. In covariant form, the Boltzmann equation
on an arbitrary geometry is given by [58]:

∂f

∂t
+

1√
g

∂

∂qb
(
vâebâf

√
g
)
+

∂

∂vâ

[(
F â

m
− Γâ

b̂ĉv
b̂vĉ

)
f

]
= J [f ], (2.16)

where
√
g is the square root of the determinant of the

metric tensor, and J [f ] is the collision operator.
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For the specific case of a torus, the Boltzmann equation
reads

∂f

∂t
+

vϕ̂

R+ r cos θ

∂f

∂ϕ
+

vθ̂

r(1 + a cos θ)

∂[f(1 + a cos θ)]

∂θ

− sin θ

R+ r cos θ

[
vϕ̂

∂(fvϕ̂)

∂vθ̂
− vθ̂

∂(fvϕ̂)

∂vϕ̂

]
+

F ϕ̂

m

∂f

∂vϕ̂
+

F θ̂

m

∂f

∂vθ̂
= J [f ]. (2.17)

The steps needed to derive Eq. (2.17) from Eq. (2.16)
are summarised in Appendix A. Here r and R represent
the inner (small) and outer (large) radii, a = r/R is the
radii ratio, while the angle θ goes round the inner circle
(we use the convention that the range 0 < θ < π covers
the upper side of the torus, with θ = 0 corresponding to
the outermost part of the torus), and ϕ covers the large
circle. The range for both θ and ϕ is [0, 2π) and the
system is periodic with respect to both these angles. The
last term on the left hand side of Eq. (2.17) corresponds
to inertial and reaction forces that arise when we have
flow on curved surfaces, since fluid motion is constrained
on the surface.

As commonly the case in the lattice Boltzmann litera-
ture, we employ the BGK approximation for the collision
operator,

J [f ] = −1

τ
[f − f eq]. (2.18)

The relaxation time τ is related to the fluid kinematic
and dynamic viscosities, ν and η, via [67]:

ν =
η

ρ
=

τkBT

m
. (2.19)

Furthermore, in this paper, we only consider isothermal
flows, which are implemented by constructing f (eq) in
Eq. (2.18) with a fixed temperature. In the isother-

mal BGK model, the viscous stress σâb̂ is given, via the
Chapman-Enskog procedure, by [68]:

σâb̂ = −η(∇âub̂ +∇b̂uâ). (2.20)

Comparing the above expression with Eq. (2.14) shows
that the volumetric viscosity of the isothermal BGK
model for a 2D fluid is:

ηv
ρ

=
τkBT

m
. (2.21)

Rather than considering fluid distribution functions

f(v) with continuous velocity space v= (vθ̂ , vϕ̂), we dis-
cretise the velocity space using vk = (vkθ

, vkϕ
). The re-

covery of the Navier-Stokes equations requires at least a
fourth order quadrature (Q = 4). However, in the small
Mach number regime, accurate results can be obtained
using the third order quadrature (Q = 3). The choice of
quadrature is further discussed in Appendix B. Following

the discretization of the velocity space, the particle num-
ber density n and velocity u can be computed as zeroth
and first order moments of the distribution functions

n =
∑
k

fk, nu =
∑
k

fkvk, (2.22)

where the sum over k = (k1, k2) runs over the entire dis-
crete velocity set. With the discretisation of the velocity
space, we also replace the Maxwell-Boltzmann equilib-

rium distribution with a set of distribution functions f eq
k

corresponding to the discrete velocity vectors vk. Due
to the use of the vielbein formalism, the expression for
f eq
k coincides with the one employed on the flat Cartesian
geometry. More details can be found in Appendix B.

III. DRIFT DYNAMICS OF FLUID STRIPES
AND DROPLETS

In this section we begin by studying the behaviour of
fluid stripes on the torus geometry. By minimising the in-
terface length subject to area conservation, we find there
is a second order phase transition in the location of the
equilibrium position as we vary the stripe area. In partic-
ular we observe bistability when the stripe area exceeds
a critical value. We validate the ability of our method
to capture this effect in Subsec. III A. We then consider
the Laplace pressure test in Subsec. III B. The Laplace
pressure takes a different form on a torus geometry com-
pared to that on a flat geometry, as discussed in Ref. [60].
Furthermore, the approach to equilibrium configuration
through a damped harmonic motion is investigated in
Subsec. III C. We show that we recover the damping
coefficient and the angular frequency as derived in [60].
Finally, we contrast the drift dynamics of fluid stripes
with droplets on the torus in section IIID. While the
former drift to the inside of the torus, the latter move to
the outside of the torus.

A. Equilibrium positions of fluid stripes

The basic idea behind establishing the equilibrium po-
sition of fluid stripes is that the interface length must
attain a minimum for a fixed stripe area. We consider a
stripe of angular width Δθ, centred on θ = θc, such that
its interfaces are located at

θ− = θc −Δθ/2, θ+ = θc +Δθ/2. (3.1)

As a convention, here the stripe is identified with the
minority, rather than the majority, fluid component. The
area ΔA enclosed between the upper and lower interfaces
can be obtained as follows

ΔA =2πrR

∫ θ+

θ−
dθ(1 + a cos θ)

=2πrR[Δθ + 2a sin(Δθ/2) cos θc], (3.2)
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where a = r/R. The preservation of the area allows
the variation of the stripe width Δθ to be related to a
variation of the stripe centre θc. Setting dΔA = 0, it can
be seen that

d
Δθ

2
=

a sin(Δθ/2)

1 + a cos(Δθ/2)
cos θc sin θcdθc. (3.3)

The total interface length �total = �++ �− can be com-
puted as

�total = 4πR

(
1 + a cos θc cos

Δθ

2

)
. (3.4)

Imposing d�total = 0 yields an equation involving the
stripe width Δθeq and stripe centre θeqc at equilibrium(

a cos θeqc + cos
Δθeq
2

)
sin θeqc = 0. (3.5)

The above equation has different solutions depending on
the stripe width. For narrow stripes, the equilibrium po-
sition is located at θeqc = π. There is a critical point cor-
responding to stripe width Δθeq = Δθcrit = 2arccos(a),
or alternatively stripe area

ΔAcrit = 4πrR(arccos a− a
√

1− a2). (3.6)

For stripes with areas larger than this critical value, two
equilibrium positions are possible, namely

θeqc = π ± arccos

[
1

a
cos

Δθeq
2

]
. (3.7)

We now reproduce the above phenomenon using our
lattice Boltzmann approach. Unless stated otherwise,
in section III, we use a torus with r = 0.8 and R = 2
(a = r/R = 0.4). We set the parameters in our free en-
ergy model, Eq. (2.9), to κ = 5× 10−4 and A = 0.5, and
set the kinematic viscosity ν = 2.5 × 10−3 and mobility
parameter in the Cahn-Hilliard equation M = 2.5×10−3.
Due to its homogeneity with respect to ϕ, the system
is essentially one dimensional, such that a single node is
used on the ϕ direction (i.e., Nϕ = 1). The discretisation
along the θ direction is performed using Nθ = 320 nodes.
Throughout this paper we ensure that our discretization
is such that the spacing is always smaller than the inter-
face width ξ0, as given in Eq. (2.10). The time step is set
to δt = 5× 10−4.
We initialise the fluid stripes using a hyperbolic tan-

gent profile

φstripe(θ, t) = φ0 + tanh

[
r

ξ0
√
2

(
|˜θ − θc| − Δθ

2

)]
,

(3.8)

where ˜θ − θc gives the difference between the coordinate θ
and the stripe centre θc between −π and π, while φ0 is an
offset due to the Laplace pressure (see next subsection)

φ0 =
ξ0

3R
√
2

cos θc sin(Δθ/2)

1 + a cos θc cos(Δθ/2)
. (3.9)

We consider stripes having the same initial position cen-
tred at θ0 = π/2 (upper side of the torus), but ini-
tialised with different initial widths Δθ0. The area of
these stripes is given by

ΔA = 2πrRΔθ0. (3.10)

The time evolution of the stripe center θc for four stripes
with different initial widths is shown in Fig. 1(a). The
first case corresponds to a very large stripe (Δθ0 = 0.95π,
ΔA � 1.88ΔAcrit), for which the possible equilibria θeqc
are close to π/2 and 3π/2. Due to the initial condition,
the stripe is attracted by the equilibrium point on the
upper side of the torus, where it will eventually stabilise.
As the stripe size decreases, its kinetic energy as it slides
towards the equilibrium point will be sufficiently large
for it to go over the “barrier” at θc = π to the lower side
of the torus. Because of energy loss due to viscous dissi-
pation, its kinetic energy may be insufficient to overcome
this barrier again, so the stripe remains trapped on the
lower side. This is the case for the second stripe having
Δθ0 = 0.65π (ΔA � 1.29ΔAcrit). Further decreasing the
stripe size causes the peak at θc = π to also decrease,
allowing the stripe to overcome the barrier a second time
as it migrates back towards the upper side. The third
stripe, initialised with Δθ0 = 0.6π (ΔA � 1.19ΔAcrit),
stabilises on the upper side of the torus. Finally, the
fourth stripe is initialised with Δθ0 = 0.3π, such that
its area ΔA � 0.59ΔAcrit is below the critical value.
Thus, the fourth stripe will perform oscillations around
the equilibrium at θc = π, where it will eventually sta-
bilise.

Judging by the number of times that the stripe centre
θc crosses the barrier at θc = π, two types of stripes hav-
ing ΔA > ΔAcrit can be distinguished: (i) the ones that
cross the θc = π line an even number of times stabilise on
the upper side of the torus, while (ii) the ones that cross
it an odd number of times stabilise on the lower side of
the torus. This is presented in Fig. 1(b), where the equi-
librium position θeqc for stripes initialised at θ0 = π/2 is
represented as a function of Δθ0 in comparison with the
analytical predictions in Eq. (3.7).

Panels (c-e) in Fig. 1 illustrate the three scenarios
where the stripes are equilibrated at θeqc > π, θeqc = π,
and θeqc < π respectively. The total interface lengths
�total (∼ Ψ) for the stripes shown in (c-e) are repre-
sented in panels (f-h) of Fig. 1. The interface lengths
corresponding to the initial state, as well as to the turn-
ing points corresponding to half-periods, are also shown
using symbols, numbered sequentially in the legend (0
corresponds to the initial state). It can be seen that
�total measured at these turning points decreases mono-
tonically. When �total decreases below its value at θc = π,
the stripe centre can no longer cross the θc = π line and
becomes trapped in one of the minima.

Fig. 2 further summarises the location of the equilib-
rium stripe position as a function of the stripe width
Δθ0 and the radii ratio a = r/R. Our simulations are
performed by keeping R = 2 constant, such that the
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FIG. 1. (a) Time evolution of stripe center θc for stripes initialised at θ0 = π/2 on the torus with r = 0.8 and R = 2 (a = 0.4), with
initial widths of Δθ = 0.95π ( θeq < π), Δθ = 0.65π (θeq > π), Δθ = 0.6π (θeq < π, with one oscillation) and Δθ = 0.3π (θeq = π). (b)
Diagram indicating the location of the equilibrium position θeqc as a function of the stripe width Δθ0 and the radii ratio a = r/R, for
stripes initialised at θ0 = π/2. (c-e) Examples of stripes equilibrated at (c) θeqc > π (Δθ0 = 0.65π), (d) θeqc = π (Δθ0 = 0.3π), and (e)
θeqc < π (Δθ0 = 0.6π). (f-h) Interface length �total as a function of the stripe centre position (solid line) for the stripe parameters
considered in (c-e). The symbols highlight the interface lengths at maximum oscillation amplitude at initialisation (0) and after each half
period (1, 2, etc).

various values of a are obtained by changing r. As be-
fore, the stripe is initialised at θ0 = π/2. Moving from
the top right corner of the diagram towards the bottom
left corner, the subsequent regions distinguish between
whether the stripes stabilise on the upper side (< π) or
on the lower side (> π) of the torus, depending on the

number of times that θc crosses π. In the bottom left
corner, the stripes stabilise at θeqc = π. The black region
between the purple band and the lower left region cor-
responds to stripes that cross π more than 3 times but
stabilise away from π (θeqc �= π). Due to the diffuse nature
of the interface, the stripes evaporate when rΔθ � 5ξ0
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FIG. 2. Diagram indicating the location of the equilibrium
position θeqc as a function of the stripe width Δθ0 and the radii
ratio a = r/R, for stripes initialised at θ0 = π/2.

(ξ0 =
√
κ/A � 0.031). These regions correspond to the

top left and bottom right corners of the diagram and are
shown in red.

B. Laplace pressure test

Since the stripe interfaces have a non-vanishing cur-
vature, it can be expected that there will be a pressure
difference across this interface. This pressure difference
is often termed the Laplace pressure. This pressure dif-
ference was recently derived analytically on a torus and
the result is [60]

Δp = − γ

R

cos θc sin(Δθ/2)

1 + a cos θc cos(Δθ/2)
. (3.11)

This expression can be simplified for the two types of
minima highlighted in the previous subsection

Δp =

⎧⎪⎨⎪⎩
γ

R

sin(Δθeq/2)

1− a cos(Δθeq/2)
, ΔA < ΔAcrit,

γ

r
cot

Δθeq
2

, ΔA > ΔAcrit,

(3.12)

We remind the readers that, on the first branch, θeqc =
π. On the second branch, the equilibrium position is
determined via a cos θeqc + cos(Δθeq/2) = 0.

In order to validate our numerical scheme against the
Laplace pressure test on the torus, we perform numerical
simulations for two values of κ in our free energy model,
κ = 2.5×10−4 and 5×10−4. These effectively change the
surface tension and interface width in our simulations,
see Eq. (2.10). All of the other simulation parameters
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FIG. 3. Comparison of the Laplace pressure obtained numerically
(dashed lines and circles) against the analytic formula, Eq. (3.12),
for κ = 5× 10−4 and 2.5× 10−4. The analytic prediction is
almost everywhere overlapped with the numerical results.

are kept the same as in the previous subsection: R = 2,
r = 0.8, A = 0.5, ν = 2.5×10−3 and M = 2.5×10−3. We
consider stripes of various areas ΔA in Fig. 3. After the
stationary state is reached, we measure the total pressure
p = pi + pbinary = nkBT +A(− 1

2φ
2 + 3

4φ
4) in the interior

and exterior of the stripe, and compute the difference
Δp between these two values. The simulation results are
shown using dashed lines and symbols in Fig. 3. We
observe an excellent agreement with the analytic results,
Eq. (3.12), which are shown using the solid lines.

C. Approach to equilibrium

For stripes close to their equilibrium position, the time
evolution of the departure δθ = θc−θeqc can be described
as a damped harmonic oscillation:

δθ � δθ0 cos(ω0t+ ς)e−αt, (3.13)

where the damping coefficient α = αν + αμ receives con-
tributions from the viscous damping due to the fluid [60]

αν =
ν

R2 − r2
, (3.14)

as well as from the diffusion due to the mobility of the
order parameter, αμ [60]. In the applications considered
in this paper, αμ � αν , such that we will only consider
the approximation α � αν . For the case of subcritical
stripes (ΔA < ΔAcrit), which equilibrate at θeqc = π, the
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FIG. 4. Time evolution of the stripe center θc for stripes
initialised at (a) θ0 = 0.95π with Δθ0 = 0.280π (equilibrating at
θeqc = π); and (b) θ0 = 0.7π with Δθ0 = 0.796π (equilibrating at
θeqc = 3π/4). The numerical results are shown using dotted lines
and symbols, while the analytic solutions are shown using solid
lines.

oscillation frequency is [60]

ω2
0 =

γ
√
1− a2

πr2Rρ

cos(Δθeq/2)− a

[1− a cos(Δθeq/2)]3
. (3.15)

For the supercritical stripes, (ΔA > ΔAcrit), when the
equilibrium position is at a cos θeqc +cos(Δθeq/2) = 0, ω2

0

is given by

ω2
0 =

2γ

πrR2ρ(1− a2)3/2

[
sin θeqc

sin(Δθeq/2)

]2
. (3.16)

We will now demonstrate that our lattice Boltzmann
implementation captures the dynamical approach to
equilibrium as described by the analytical results. First,
we consider a torus with r = 0.8 and R = 2 (a = 0.4),

and set κ = 5× 10−4, A = 0.5 and τ = M = 2.5× 10−3.
The number of nodes is Nθ = 320, and the order pa-
rameter φ is initialised according to Eq. (3.8), where the
stripe centre is located at an angular distance δθ0 =
θc − θeqc = −π/20 away from the expected equilibrium
position. Fig. 4 shows a comparison between the nu-
merical and analytical results for the time evolution
of (θeqc − θc)/π for the cases (a) θeqc = π with initial
stripe width Δθ0 = 0.28π, and (b) θeqc = 3π/4 with
Δθ0 = 0.786π. For the analytical solution, the angu-
lar velocity ω0 is computed using Eqs. (3.15) and (3.16)
for cases (a) and (b) respectively, and the damping factor
α � αν is computed using Eq. (3.14). We also set ς = 0
in Eq. (3.13). It can be seen that the analytic expression
provides an excellent match to the simulation results for
the stripe that goes to θeqc = π. For the stripe equilibrat-
ing to 3π/4, we observe a small discrepancy, especially
during the first oscillation period. However, the overall
agreement is still very good.

Next we consider three tori having radii ratio a =
r/R = 0.4, with r = 0.8, 1 and 1.2, and perform two
sets of simulations. In the first set of simulations, the
initial configuration corresponds to a stripe centred on
θ0 = 0.95π, with initial width Δθ0 = 0.28π. These
stripes relax towards θeqc = π. In the second set of sim-
ulations, the stripes are initially centred at θ0 = 0.7π,
and they equilibrate at θeqc = 3π/4, with initial width
Δθ0 = 0.786π. The simulations are performed using
Nθ = 320, 400 and 480 nodes for r = 0.8, 1 and 1.2,
respectively. The best-fit values of α and ω0 for the three
torus geometries are shown in Fig. 5 and Fig. 6, respec-
tively, as functions of the kinematic viscosity ν (varying
between 2.5 × 10−3 and 7.5 × 10−3) at κ = 5 × 10−4;
and of the surface tension parameter κ (varying between
2.5 × 10−4 and 1.5 × 10−3) at ν = 2.5 × 10−3. For each
simulation, Eq. (3.13) is fitted to the numerical data for
the time evolution of the stripe centre as it relaxes to-
wards equilibrium, using α and ω as free parameters,
while ς = 0. For simplicity, we used M = ν and A = 0.5
in Fig. 5 and Fig. 6. Panels (a) in Fig. 5 and Fig. 6 cor-
respond to stripes equilibrating at θeqc = π, while panels
(b) in Fig. 5 and Fig. 6 are for θeqc = 3π/4. It can be
seen that the analytic expressions are in good agreement
with the numerical data in all instances simulated.

Finally, we investigate the applicability of Eqs. (3.15)
and (3.16) with respect to various values of the stripe
area, ΔA. The simulations are now performed on the
torus with r = 0.8 and R = 2, using κ = 5 × 10−4,
A = 0.5, τ = M = 2.5× 10−3. Figure 7 shows the values
of ω0 obtained by fitting Eq. (3.13) to the numerical data
(points) and the analytic expressions (solid lines). As
before, for the fitting, we set ς = 0, and use α and ω0

as free parameters. An excellent agreement can be seen,
even for the nearly critical stripe, for which ω0 is greatly
decreased.
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FIG. 5. The damping coefficient α obtained by fitting Eq. (3.13)
to the simulation results (points), for stripes initialised at (a)
θ0 = 0.95π with θeqc = π; and (b) θ0 = 0.7π with θeqc = 0.75π.
The dashed lines represent the viscous damping coefficient αν ,
given in Eq. (3.14).

D. Droplets on Tori

We will now show that, when placed on a torus, a
fluid droplet will also exhibit a drift motion. However,
in contrast to stripes, the drops will move towards the
outer rather than the inner side of the torus. To study
this phenomenon quantitatively, we initialise drops on a
torus using the following equation

φdrop(θ0, R0; θ, ϕ) = tanh
r −R0

ξ0
√
2
, (3.17)

where r =
√

(x− xc) + (y − yc) + (z − zc) is the Eu-
clidean distance between the point with coordinates
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FIG. 6. The angular frequency ω0, obtained by fitting Eq. (3.13)
to the simulation results (points). The black dash-dotted curves
correspond to the analytic expressions, as given by Eq. (3.15) for
panel (a), when θeqc = π; and Eq. (3.16) for panel (b), when
θeqc = 3π/4.

(x, y, z) and the centre of the drop (xc, yc, zc), corre-
sponding to (θ, ϕ) and (θ0, 0) in polar coordinates re-
spectively. The relation between the Cartesian and polar
coordinates are given in Eq. (A1) of Appendix A. The pa-
rameter θ0 represents the center of the drop, while R0 is a
measure of its radius. ξ0 is the interface width derived for
the Cartesian case. In principle the interfacial profile will
be different on a torus, but currently we are not aware
of a closed analytical formula. We also do not introduce
in Eq. (3.17) the offset φ0 responsible for the Laplace
pressure difference, since the analysis of this quantity is
less straightforward than for the azimuthally-symmetric
stripe domains discussed in the previous subsections.

In order for the drops to have approximately the same
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areas, for a given value of θ0, R0 is obtained as a solution
of

∫ 2π

0

dϕ

∫ 2π

0

dθ(R+ r cos θ)[φdrop(0, 30ξ0; θ, ϕ)

− φdrop(θ0, R0; θ, ϕ)] = 0, (3.18)

where the first term in the parenthesis corresponds to the
configuration when the droplet is centred on the outer
equator and has R0 = 30ξ0. The drift phenomenon
we report here is robust with respect to the drop size,
but we choose a relatively large drop size because small
drops are known to evaporate in diffuse interface models.
The simulation parameters are the same as in Sec. III C,
namely r = 0.8, R = 2, κ = 5 × 10−4, A = 0.5 and
τ = M = 2.5× 10−3.

As shown in Fig. 8(a), similar to the stripe configura-
tion in the previous sub-section, we observe a damped
oscillatory motion. Here the three drops are initialised
at different positions on the torus. Moreover, as is com-
monly the case for an underdamped harmonic motion,
the drops initially overshoot the stable equilibrium posi-
tion, but they eventually relax to the minimum energy
configuration. In all cases considered in this section, we
find that the drops eventually drift to θ = 0 (the outer
side of the torus). Typical drop configurations during the
oscillatory motion are shown in Fig. 8(b-d). Compared
to the oscillatory dynamics for the stripe configurations,
we also observe that the oscillation dies out quicker for
the drops.

IV. PHASE SEPARATION

In this section we investigate binary phase separation
on the torus and compare the results against those on
flat surfaces. We consider hydrodynamics and diffusive
regimes for both even (section IVA) and uneven (section
IVB) mixtures.

The fluid order parameter at lattice point (s, q) is ini-
tialised as

φs,q = φ+ (δφ)s,q, (4.1)

where φ is a constant and (δφ)s,q is randomly distributed
between (−0.1, 0.1). We characterise the coarsening
dynamics using the instantaneous domain length scale
Ld(t), computed using the following function:

Ld(t) =
Atotal

LI(t)
, (4.2)

where Atotal is the total area of the simulation domain.
The total interface length at time t, LI(t), is computed
by visiting each cell (s, q) exactly once, starting from the
bottom left corner, where s = q = 1, and progressing
towards the top right corner, where s = N1 and q = N2.
N1 = Nx and N2 = Ny for the Cartesian domains and
N1 = Nϕ and N2 = Nθ for the torus domains. For each
cell where φs,q × φs+1,q < 0, the length of the vertical
interface between the (s, q) and (s + 1, q) cells is added
to LI . In the case of the Cartesian geometry, this length
is δy, while for the torus, the length is given by rδθ. Sim-
ilarly, if φs,q×φs,q+1 < 0, the length of the horizontal in-
terface (δx for the Cartesian case and (R+r cos θq+1/2)δϕ
for the torus case, where θq+1/2 = θq + δθ/2 is the coor-
dinate of the cell interface) is added to LI . The periodic
boundary conditions allow the cells with (N1 + 1, q) and
(s,N2+1) to be identified with the cells (1, q) and (s, 1),
respectively.

Unless specified otherwise, we use the following pa-
rameters in this phase separation section: M = τ =
2.5 × 10−3, δt = 5 × 10−4, A = 0.5 and κ = 5 × 10−4.
In the initial state, the distributions for the LB solver
are initialised using Eq. (B26) with a constant density
n0 = 20 and vanishing velocity.

A. Even mixtures

1. Cartesian Geometry

We begin by considering the coarsening dynamics of a
phase separating binary fluid with even mixtures on a flat
two-dimensional surface. We use a simulation domain
of Nx × Ny = 512 × 512 with a grid spacing of δx =
δy = 0.02. The linear size of the simulation domain is
L = 512× 0.02 = 10.24 and its total area is Atotal = L2.

As shown in Fig. 9(a), we observe that the fluid domain
grows with an exponent of 2/3. This exponent is of-
ten associated with the so-called inertial-hydrodynamics
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FIG. 8. (a) Time evolution of the position of the center θc/π for drops initialised according to Eq. (3.17) with
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t = 0, 650 and 1775.

regime for binary fluid phase separation in three di-
mensions [61, 62]. However, in two dimensions, it has
been argued that self-similar growth in the inertial-
hydrodynamics regime may be absent [63]. The apparent
exponent of 2/3 is really due to a mixture of viscous ex-
ponent of 1 for the growth of the connected domains and
an exponent of 1/3 for the diffusive dissolution of circular
droplets.

Classical morphologies typical of a spinodal decompo-
sition phenomenon are shown in Fig. 9(c-f). The devia-
tion from this apparent scaling law is observed at early
times when the domains of fluid components A and B are
formed from the initial perturbation, and at late times,
due to finite size effects, when the domains become com-
parable in size to the simulation box. For the latter, there
are very few domains left [see Fig. 9(f)], and coarsening
slows down because of the lack of coalescence events be-
tween the fluid domains.

To access the diffusive regime, in this work we remove
the advection term in the Cahn-Hilliard equation and de-

couple it from the Navier-Stokes equation. In this case,
coarsening can only occur via diffusive dynamics, and in-
deed we do observe a growth exponent of 1/3, as shown
in Fig. 9(b), as expected for diffusive dynamics [61, 62].
Representative configurations from the coarsening evo-
lution are shown in Fig. 9(g-j). These snapshots look
somewhat similar to those shown in Fig. 9(c-f) for the
apparent 2/3 scaling regime. The key difference between
the morphologies is that more small droplets are accu-
mulated during coarsening when hydrodynamics is on.
It is also worth noting that the coarsening dynamics are
much slower in the diffusive regime. At late times we see
a deviation from the diffusive scaling exponent, where
Ld(t) appears to grow faster than 1/3 exponent. In this
limit, as illustrated in Fig. 9(j), the increase in Ld(t) is
primarily driven by finite size effects.
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FIG. 9. Growth of the fluid domain size Ld(t) for an even mixture in two dimensions in (a) the inertial-hydrodynamics and (b) the
diffusive regimes. For the diffusive regime, we remove the convective term in the Cahn-Hilliard equation. (c-f) Snapshots of the typical
fluid configurations at t = 40, 100, 250 and 3000 corresponding to the case indicated in panel (a). (g-j) Snapshots of the fluid
configurations corresponding to the case indicated in panel (b), at times t = 300, 2700, 15000, and 168000. These are selected such that
Ld(t) matches the values corresponding to panels (c-f).

2. Torus Geometry

We now consider the coarsening dynamics of a phase
separating binary fluid on the surface of a torus. Initially
we simulate a torus domain with R = 2.5 and r = 1 (a =
r/R = 0.4). These parameters are chosen such that the
total area, Atotal = 4π2rR, is close to the one employed
in the Cartesian case. The ϕ direction is discretised using
Nϕ = 800 nodes, while the θ direction is discretised using
Nθ = 400 nodes. The fluid order parameter at lattice
point (s, q) is initialised according to Eq. (4.1) with φ =

0.

Our simulation results are shown in Figs. 10(a) and
10(b) respectively for cases with and without coupling
to hydrodynamics. Qualitatively we find a similar be-
haviour to the results obtained in the Cartesian case,
Fig. 9. In panel (a), it can be seen that Ld(t) grows
with an apparent exponent of 2/3 when hydrodynamics
is on. Turning off the hydrodynamics, the 1/3 diffusive
exponent emerges, as demonstrated in panel (b). The
coarsening dynamics is also much faster with hydrody-
namics on the torus. Snapshots of the order parameter
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FIG. 10. Growth of the fluid domain size Ld(t) for an even mixture on the surface of a torus with R = 2.5 and r = 1 in (a) the
inertial-hydrodynamics and (b) the diffusive regimes. For the diffusive regime, the convective term in the Cahn-Hilliard equation is
removed. (c-e) Snapshots of the typical fluid configurations at t = 40, 100 and 250 corresponding to the case indicated in panel (a). (f-h)
Snapshots of the typical fluid configurations at t = 350, 4250 and 25500 corresponding to the case indicated in panel (b). The times are
chosen such that Ld matches the ones corresponding to the panels (c-e).

configuration at various times for the case of the even
mixture with and without hydrodynamics are shown in
panels (c-e) and (f-h) respectively.

Quantitatively, we observe that finite size effects occur
earlier (smaller Ld) for the torus considered in Fig. 10
compared to the Cartesian case. This is expected since
the effective length scale in the poloidal direction, 2πr,
is smaller than the width of the simulation box in the
Cartesian case, even though the total surface areas are
comparable. Indeed, we can observe that the departure
from the 2/3 (panel a) and 1/3 (panel b) exponents occur
when the fluid domains start to wrap around the circle
in the poloidal direction.

In Fig. 11 we further show simulation results for a

thicker (R = 2 and r = 1.25; a = 0.625) and a thin-
ner (R = 5 and r = 0.5; a = 0.1) torus, having a total
area equal to the one considered at the beginning of this
section. The simulation parameters are kept the same
as before, except that for the thicker torus, the time
step must be decreased down to δt = 5 × 10−5 since
the minimum spacing along the ϕ direction occurring on
the inner equator is 2π(R − r)/Nϕ ∼ 0.00589. Compar-
ing Figs. 10(a), 11(a) and 11(b), we can further conclude
that finite size effects appear sooner for the thinner torus
and later for the thicker one. This further strengthens
the argument that the determining lengthscale for the
finite size effects is the circumference in the poloidal di-
rection, rather than the circumference on the inner side
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FIG. 11. Growth of the fluid domain size Ld(t) for an even mixture on (a) a thick torus (R = 2, r = 1.25) and (b) a thin torus (R = 5,
r = 0.5). (c-e) and (f-h) Snapshots of the typical fluid configurations at t = 40, 100 and 250 corresponding to the cases indicated in
panels (a) and (b) respectively.

of the torus (at θ = π), 2π(R−r). Otherwise, the thicker
torus should display finite size effects the earliest among
the three geometries simulated.

Given the fluid stripes are generally formed in the
poloidal rather than the toroidal direction during phase
separation, the drift phenomenon reported in sub-section
III C for stripe configurations cannot be clearly visu-
alised. However, domain drifts for drops, as reported
in section IIID, can be seen in Figs. 10 and 11 during
the late stages of the coarsening phenomenon. This drift
phenomenon can be observed even clearer when we study
uneven mixtures, as discussed in the next sub-section.

B. Uneven Mixtures

1. Cartesian Geometry

The simulation results for a mixture with asymmetric
composition are shown in Fig. 12. We use the same sim-
ulation parameters as in Fig 9, except that φ = −0.3.
Fig. 12(a) shows how the typical domain size scales with
time both when hydrodynamics is turned on and off. In-
terestingly, in both cases we observe an exponent of 1/3,
albeit with different prefactors. This is in contrast to
our results for the even mixtures, when an apparent ex-
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ponent of 2/3 is obtained with hydrodynamics. It has
been suggested in the literature that the effect of hydro-
dynamics decreases as a function of the asymmetry of
the mixture, though we do not yet know of a convincing
systematic study of this effect. For example, [69] showed
that at high concentrations droplets with hydrodynam-
ics exhibit the viscous hydrodynamic coarsening regime,
but as droplet coalescence is reduced at lower volume
fractions the effect of hydrodynamics diminishes. Here
we observe the limit where the scaling is typical of that
for diffusive dynamics.
The fluid configurations at various times in the simu-

lation are shown in Fig. 12, panels (b-e), when hydrody-
namics is taken into account. These can be compared to
Fig. 12, panels (f-i), when the advection term is switched
off in the Cahn-Hilliard equation. The differences are
mainly that the morphologies with hydrodynamics are
coarsening faster. In the non-hydrodynamic simulation
there are more coalescence events visible because the
restoration of a round shape takes more time. Thus,
while the scaling exponent is the same with and without
hydrodynamics, hydrodynamics still plays an important
role in that it allows coalescing droplets to return to a
round shape more quickly.

2. Torus Geometry

Here we consider a torus geometry with R = 2.5 and
r = 1 (same geometry and simulation parameters as in
Fig. 10), and the order parameter is initialised accord-
ing to Eq. (4.1) with φ = −0.3. The simulation results
for the uneven mixture are shown in Fig. 13. Quantita-
tively, we find a similar behaviour as for the Cartesian
case. Both when hydrodynamics is turned on and off,
we observe a 1/3 exponent in our simulations. Similar
to the even mixture shown in Fig. 10, we also find that
finite size effects occur earlier (smaller Ld) for the torus
compared to the Cartesian geometry. As discussed in the
case of even mixtures, this occurs when the fluid domains
start to wrap around the circle in the poloidal direction.
Snapshots of the fluid configurations during phase sep-
aration are shown in panels (b-d) and (e-g) respectively
for simulations with and without hydrodynamics.
At late times, the effect of the curvature on the domain

dynamics becomes important. In Sec. IIID we discussed
how droplet domains migrate to the outer side of the
torus. To quantify this effect during phase separation
of uneven mixtures, we consider the average of φ with
respect to the azimuthal angle ϕ:

〈φ〉 =
∫ 2π

0

dϕ

2π
φ(θ, ϕ). (4.3)

The discrete equivalent of the above relation is

〈φ〉q =
1

Nϕ

Nϕ∑
s=1

φs,q. (4.4)

We plot (〈φ〉 + 1)/2 as a function of the poloidal an-
gle θ at various times in Fig. 14(a). At late times, see
e.g. Fig. 14(c), the typical configuration corresponds to
the majority phase (φ = −1) forming a continuum with
several large droplets of the minority phase (φ = +1)
primarily in the outer side of the torus. At t = 18000
[Fig. 14(d)], when the steady state is reached, the in-
ner stripe spans 0.65π � θ � 1.35π. The maximum of
(〈φ〉+1)/2 is clearly reached at θ = 0, indicating that the
outer side of the torus is populated by droplets centered
on θ = 0.

V. CONCLUSIONS

In this work we developed a vielbein lattice Boltzmann
scheme to solve the hydrodynamics equations of motion
of a binary fluid on an arbitrary curved surface. To il-
lustrate the application of our vielbein lattice Boltzmann
method to curved surfaces, here we focussed on the torus
geometry and studied two classes of problems. First,
due to the non-uniform curvature present on a torus, we
showed drift motions of fluid droplets and stripes on a
torus. Such dynamics are not present on a flat surface
or on surfaces with uniform curvature. Interestingly the
fluid droplets and stripes display preference to different
regions of the torus. Fluid droplets migrate to the outer
side of the torus, while fluid stripes move to the inner
side of the torus. The exhibited dynamics are typical
of a damped oscillatory motion. Moreover, for the fluid
stripes, the corresponding dynamics can effectively be re-
duced to a one-dimensional problem by taking advantage
of the symmetry with respect to the azimuthal angle.
Our simulation results are in excellent agreement with
the analytical predictions for the equilibrium position of
the stripes, the Laplace pressure difference between the
inside and outside of the stripes, and the relaxation dy-
namics of the stripes towards equilibrium.

We also studied phase separation dynamics on tori of
various shapes. For even mixtures, 2/3 and 1/3 scaling
exponents characteristic of hydrodynamics and diffusive
regimes are observed. In contrast, for uneven mixtures,
we only observe a 1/3 scaling exponent both when hydro-
dynamics is turned on and off. Compared to Cartesian
geometry, we saw that finite size effects kick in earlier
for the torus geometry. By comparing the results for
three torus aspect ratios, we conclude that the deter-
mining lengthscale for the finite size effects seems to be
the perimeter in the poloidal direction, corresponding to
fluid domains wrapping around the circle in the poloidal
direction. That the stripes are observed to form in the
poloidal rather than the toroidal direction prevents the
observation of drift motion of fluid stripes towards the
inner side of the torus during phase separation. How-
ever, the domain drifts for fluid drops to the outer side
of the torus can be clearly observed at the late stage of
phase separation.

While we focussed on the torus geometry, our approach
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FIG. 12. (a) Growth of the fluid domain Ld(t) for an uneven mixture (φ = −0.3) in two dimensions with and without hydrodynamics. In
both cases, an exponent of 1/3 characteristic of the diffusive regime is observed at late times. (b-e) Snapshots of the typical fluid
configurations at times t = 50, 250, 500 and 4000, corresponding to the case with hydrodynamics. (g-j) Snapshots of the fluid
configurations corresponding to the case without hydrodynamics, at times t = 150, 1050, 1500 and 6500. These are selected such that the
values of Ld(t) correspond to those in panels (b-e).

can be applied to arbitrary curved geometry. Moreover,
one interesting area for future work is to expand the
method to account for unstructured mesh, where the geo-
metrical objects needed for the Boltzmann equation must
be evaluated numerically. A major challenge is to con-
struct a numerical scheme which is accurate to second
order or higher. Another important avenue for future

investigations is to couple the hydrodynamics equations
of motion with more complex dynamical equations, such
as those for (active and passive) liquid crystals and vis-
coelastic fluids. We believe this work extends the ap-
plicability of the lattice Boltzmann approaches to a new
class of problems, complex flows on curved manifolds,
which are difficult to carry out using the standard lattice
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FIG. 13. (a) Growth of the fluid domain size Ld(t) for an uneven mixture on a torus with R = 2.5 and r = 1 with and without
hydrodynamics. (b-d) Snapshots of the typical fluid configurations at t = 40, 250 and 1500 corresponding to the case with
hydrodynamics. (e-g) Snapshots of the typical fluid configurations at t = 100, 1250 and 3500 corresponding to the case without
hydrodynamics. The times are chosen such that the values of Ld match those in panles (b-d).

Boltzmann method.
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Appendix A: Application of the vielbein method to
the torus geometry

The derivation of the Boltzmann equation, Eq. (2.16),
written in conservative form with respect to vielbein vec-
tor fields is discussed in [58]. Using Eq. (2.16) as a start-
ing point, here we present generic main steps required
to write down the Boltzmann equation for any arbitrary
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FIG. 14. (a) The average distribution of the component, (〈φ〉+ 1)/2, as a function of θ at various times. (b-d) Snapshots of the fluid
configurations at t = 2500, t = 5000 and 18000.

curved surface. For concreteness, we focus on the torus
geometry in this paper.

1. Parametrising the surface. As a two-dimensional
manifold, a surface needs two coordinates q1 and q2

to be parametrised. In the case of a torus of inner
radius r and outer radius R, the parametrisation
can be chosen in terms of the angles θ ∈ [0, 2π) and
ϕ ∈ [0, 2π) as follows:

x =(R+ r cos θ) cosϕ,

y =(R+ r cos θ) sinϕ,

z =r sin θ, (A1)

and the system is periodic with respect to both of
these angles.

2. Writing down the line element. Differentiating
the functions x, y and z with respect to q1 and q2

yields the formula

ds2 = gabdq
adqb, gab = δij

∂xi

∂qa
∂xj

∂qb
, (A2)

where {i, j} ∈ {1, 2, 3}, 1 ≤ a, b ≤ 2 and gab are
the components of the metric tensor. In the case of
Eq. (A1), the line element becomes:

ds2 =
[
dx2 + dy2 + dz2

]
on torus

=(R+ r cos θ)2dϕ2 + r2dθ2, (A3)

leading to the metric tensor components

gϕϕ =(R+ r cos θ)2, gϕθ =0,

gθθ =r2, gθϕ =0. (A4)

3. Constructing the vielbein field. The vielbein vec-
tor frame consists of the vectors eâ = eaâ∂a which
satisfy:

gabe
a
âe

b
b̂
= δâb̂. (A5)

Since Eq. (A5) is invariant under the action of the
orthogonal group with respect to the hatted in-
dices, the vielbein is defined up to an arbitrary
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rotation. After fixing the vielbein, the vielbein one-
form co-frame denoted via ωâ = ωâ

adq
a is uniquely

fixed by Eq. (2.3).

For the torus geometry, the natural choice is to take

ωϕ̂
ϕ =(R+ r cos θ), ωθ̂

θ =r,

eϕϕ̂ =
1

R+ r cos θ
, eθ

θ̂
=
1

r
, (A6)

while ωϕ̂
θ = ωθ̂

ϕ = 0 and eθϕ̂ = eϕ
θ̂
= 0.

4. Computing the Cartan coefficients. The commuta-
tor of two vector fields u and v is another vector
field, denoted by [u,v] = (ua∂av

b−va∂au
b)∂b. The

contraction between the co-frame one-form ωĉ and
the commutator of the tetrad frame vector fields eâ
and eb̂ defines the Cartan coefficient câb̂

ĉ (2.7), via
the following relation:

câb̂
ĉ = ωĉ

c(e
a
â∂ae

c
b̂
− eb

b̂
∂be

c
â). (A7)

In the case of the torus, the commutator of the
vielbein vectors eθ̂ and eϕ̂ is

[eθ̂, eϕ̂] = −[eϕ̂, eθ̂] =
sin θ

R+ r cos θ
eϕ̂, (A8)

leading to the Cartan coefficients

cθ̂ϕ̂
ϕ̂ = −cϕ̂θ̂

ϕ̂ =
sin θ

R+ r cos θ
. (A9)

5. Computing the connection coefficients. In this pa-
per, we employ the convention ∇b̂eâ = Γĉ

âb̂eĉ for

the definition of the connection coefficients Γĉ
âb̂,

such that the covariant derivative of a vector is
∇âu

b̂ = ecâ∂cu
b̂ + Γb̂

ĉâu
ĉ. The connection coef-

ficients can be computed using the Cartan coeffi-
cients as follows:

Γĉ
âb̂ =

1

2
δĉd̂

(
cd̂âb̂ + cd̂b̂â − câb̂d̂

)
. (A10)

In the case of the torus, the only non-vanishing
connection coefficients are

Γθ̂
ϕ̂ϕ̂ = −Γϕ̂

θ̂ϕ̂ =
sin θ

R+ r cos θ
. (A11)

6. Writing the Boltzmann equation. Plugging
Eq. (A11) into Eq. (2.16) yields the Boltzmann
equation for the torus geometry, Eq. (2.17).

Appendix B: Vielbein lattice Boltzmann algorithm

The implementation of the lattice Boltzmann
algorithm requires several ingredients.

The first ingredient is the discretization of the velocity
space. In this paper, we employ the Gauss-Hermite

quadrature prescription and discretize the velocity space
on each axis separately. We use Hermite polynomials
obeying the following orthogonality relation:∫ ∞

−∞
dxω(x)H�(x)H�′(x) = �! δ�,�′ , ω(x) =

e−x2/2

√
2π

.

(B1)
More properties of these polynomials relevant in the con-
text of the LB method are given, e.g., in the Appendix
of Ref. [70]. The Cartesian components vkα

of the ele-
ments of the discrete velocity set along axis α are then
equal to the roots of the Hermite polynomialHQ(vkα

)(1 ≤
kα ≤ Q). Their values for Q = 3 and Q = 4 are given in
Eqs. (B19) and (B24), respectively. The result-ing
velocity set comprises Q2 elements vk ≡ (vk1

, vk2
), where

k = (k1, k2) and 1 ≤ k1, k2≤ Q. The cases Q = 3 and Q =
4 are illustrated in Figs. 15(a) and 15(b), re-spectively.
Following the discretization of the velocity space, the

moments of f and f eq are replaced by quadrature sums.
Introducing:

(
M(�)

α1...α�

Meq;(�)
α1...α�

)
≡

∫
dv

(
f
f eq

)
vα1 · · · vα�

, (B2)

1̂ 2̂where dv = dv dv is the integration measure on the
two-dimensional velocity space, the Gauss-Hermite
quadra-ture rule recovers the velocity space integration
via: (

MQ;(�)
α1...α�

Meq;Q;(�)
α1...α�

)
=

∑
k

(
fk
f eq
k

)
vkα1

· · · vkα�
. (B3)

The connection between the discrete populations fk and
the Boltzmann distribution f is made through

fk =
wk

ω(v)
f(vk), ω(v) =

e−v2/2

2π
. (B4)

A similar relation can be written for f eq
k . The quadra-

ture weights wk≡ wk1wk2appearing above are obtained as
the product of the one-dimensional Gauss-Hermite
quadrature weights, which are computed using the fol-
lowing formula [71]:

wk =
Q!

H2
Q+1(vk)

. (B5)

The weights corresponding to the particular cases Q = 3
and Q = 4 are given in Eqs. (B20) and (B25), respec-
tively.

The second ingredient concerns the BGK collision term.
We first consider an expansion of f eq with respect to the
tensorial Hermite polynomials [72]:

f eq= nω(v)
∞∑
�=0

1

�!
H(�)

α1...α�
(vk)aα

eq;(
1

�
...α

)

�
. (B6)



20

The first few tensorial Hermite polynomials are repro-
duced below:

H(0)(v) = 1, H(1)
α (v) = vα, H(2)

αβ(v) = vαvβ − δαβ ,

H(3)
αβγ(v) = vαvβvγ − (vαδβγ + vβδαγ + vγδαβ). (B7)

The expansion coefficients a
eq;(�)
α1...α� appearing in Eq. (B10)

are obtained with the help of the orthogonality relation
of the tensorial Hermite polynomials:

aeq;(�)α1...α�
=

∫
dv f eqH(�)

α1...α�
(v). (B8)

In particular, the first few coefficients for the case of an
isothermal flow at temperature T = 1 are [72]:

aeq;(0) = n, aeq;(1)α = nuα, a
eq;(2)
αβ = nuαuβ ,

a
eq;(3)
αβγ = nuαuβuγ . (B9)

In order to preserve the collision invariants ψ ∈ {1,v}
of the BGK model after the discretization of the velocity
space, the expansion of f eq in Eq. (B6) must be truncated
at order N = Q− 1:

fQ;eq
k = nwk

Q−1∑
�=0

1

�!
H(�)

α1...α�
(vk)a

eq;(�)
α1...α�

. (B10)

The superscript Q of fQ;eq
k indicates that only terms up

to Q− 1 are included in the expansion. The expressions

of fQ;eq
k employed for Q = 3 and Q = 4 are given in

Eqs. (B21) and (B26), respectively.
The third ingredient refers to the computation of the

force terms. In order to preserve consistency with the
procedure for the velocity space discretization, we con-
sider a unidimensional expansion of the distribution func-
tion f with respect to the velocity space degrees of free-
dom (for definiteness, we focus on the axis α = 1) in
terms of the Hermite polynomials [58, 73]:

f = ω(v1)

Q−1∑
�1=0

1

�1!
F1

�1(v2)H�1(v1). (B11)

A similar expansion can be written with respect to v2,
essentially by performing the swap 1 ↔ 2. The expansion
coefficients F1

�1
(v2) are obtained using the orthogonality

property in Eq. (B1):

F1
�1(v2) =

∫ ∞

−∞
dv1 f(v1, v2)H�1(v1). (B12)

We now consider similar expansions of the velocity space
derivatives of f which are relevant in the context of this
paper:

∂f

∂v1
=ω(v1)

∞∑
�1=0

1

�1!
F1 ′

�1 (v2)H�1(v1),

∂(fv1)

∂v1
=ω(v1)

∞∑
�1=0

1

�1!
F̃1 ′

�1 (v2)H�1(v1). (B13)

An integration by parts shows that the expansion coef-

ficients F1 ′
�1
(v2) and F̃1 ′

�1
(v2) can be related to F1

�1
(v2)

through:

F1 ′
�1 (v2) =− �1F1

�1−1(v2),

F̃1 ′
�1 (v2) =− �1[F1

�1(v2) + (�1 − 1)F1
�1−2(v2)]. (B14)

After the discretization of the velocity space, the expan-
sion coefficients F1

�1
(v2) are obtained from fk through:

F1
�1;k2

=

Q∑
k1=1

fkH�1(vk1
), (B15)

such that Eq. (B14) becomes:

F1 ′
�1;k2

=− �1

Q∑
k1=1

fkH�1−1(vk1),

F̃1 ′
�1;k2

=− �1

Q∑
k1=1

fk[H�1(vk1
) + (�1 − 1)H�1−2(vk1

)].

(B16)

Substituting Eq. (B16) into Eq. (B13), it can be seen
that ∂f/∂v1 and ∂(fv1)/∂v1 are linear with respect to
f . After discretization, Eq. (B13) can be written as:(

∂f

∂v1

)
k

=

Q∑
k′
1=1

KH
k1,k′

1
fk′

1,k2
,

(
∂(fv1)

∂v1

)
k

=

Q∑
k′
1=1

K̃H
k1,k′

1
fk′

1,k2
. (B17)

The kernels KH
k,k′ and K̃H

k,k′ can be written in terms of

the Hermite polynomials, as follows [58]:

KH
k,k′ =− wk

Q−1∑
�=0

1

�!
H�+1(vk)H�(vk′), (B18)

K̃H
k,k′ =− wk

Q−1∑
�=0

1

�!
H�+1(vk)[H�+1(vk′) + �H�−1(vk′)],

where the summation ends at Q − 1 since HQ(vk) =
HQ(vk′) = 0. The exact expressions for the kernels in-
troduced above are given separately for the cases Q = 3
and Q = 4 in Subsecs. B 1 and B2, respectively.
The fourth and final ingredient concerns the streaming

step. In this paper, we employ finite difference schemes
to deal with this step. Further details are summarized in
Appendix C.

1. Q = 3 implementation

The 9 velocity directions, corresponding to Q = 3, are
illustrated in Fig. 15(a). The possible values of vk1

and
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FIG. 15. The discrete velocity set empoyed by the lattice
Boltzmann models based on the third (a) and fourth (b) order
Gauss-Hermite quadratures. The filled black circle in the centre
of the figure corresponds to a lattice point in space. In our
off-lattice implementation, the velocity directions do not coincide
with neighbouring lattice points.

vk2
(1 ≤ k1, k2 ≤ 3) are given as the roots of the third

order Hermite polynomial, H3(x) = x3 − 3x. Specificaly,
we employ ⎛⎝v1

v2
v3

⎞⎠ =

⎛⎝−√
3

0√
3

⎞⎠ . (B19)

The quadrature weights computed using Eq. (B5) [we use
H4(x) = x4 − 6x2 + 3] are:

w1 = w3 =
1

6
, w2 =

2

3
. (B20)

The Maxwell-Boltzmann distribution corresponding to
Q = 3 can be obtained from Eq. (B10):

f eq
k = nwk

{
1 + vk · u+

1

2
[(vk · u)2 − u2]

}
. (B21)

It is clear that the above expression cannot reproduce the

third order moment, Meq;(3)
αβγ . Indeed, using the ingredi-

ents above, we obtain:

MQ=3;(3)
αβγ = M(3)

αβγ − nuαuβuγ . (B22)

The above error term is third order with respect to the
Mach number and is usually neglectable in the LB com-
munity.

Finally, the kernel matrices for the constructing the
force terms, given in Eq. (B18), are:

KH
k,k′ =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

√
3

2

1

2
√
3

− 1

2
√
3

− 2√
3

0
2√
3

1

2
√
3

− 1

2
√
3

−
√
3

2

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

K̃H
k,k′ =

⎛⎜⎜⎜⎝
−3

2
0 −1

2
2 0 2

−1

2
0 −3

2

⎞⎟⎟⎟⎠ . (B23)

After introducing the above kernels into Eq. (B17), it
can be seen that the expansion coefficients F ′

�1;k2
and

F̃ ′
�1;k2

can be retrieved exactly for 0 ≤ �1 ≤ 2, while

F ′
3;k2

= F̃ ′
3;k2

= 0.

2. Q = 4 implementation

The velocity components {vkϕ , vkθ
} (1 ≤ kθ, kϕ ≤ 4)

corresponding to Q = 4 are obtained as the roots of the
fourth order Hermite polynomial, H4(x) = x4 − 6x2 + 3.
Explicitly, their values are [70]

⎛⎜⎝v1
v2
v3
v4

⎞⎟⎠ =

⎛⎜⎜⎜⎝
−
√
3 +

√
6

−
√
3−√

6√
3−√

6√
3 +

√
6

⎞⎟⎟⎟⎠ . (B24)

It is worth noting that, unlike the Q = 3 case, in general
these velocity directions cannot be made to simultane-
ously coincide with the neighbouring lattice points. The
weights corresponding to Q = 4 can be obtained from
Eq. (B5), by noting that H5(x) = x5 − 10x3 + 15x:

w1 = w4 =
3−√

6

12
, w2 = w3 =

3 +
√
6

12
. (B25)

The discrete equilibrium populations f eq
k can be obtained

from Eq. (B10) [70, 72]:

f eq
k = nwkθ

wkϕ

{
1 + vk · u+

1

2
[(vk · u)2 − u2]

+
1

6
vk · u[(vk · u)2 − 3u2]

}
. (B26)

The kernels required for the computation of the force
terms, introduced in Eq. (B18), have the following struc-
ture [74]:
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KH
i,m =
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√
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√
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√
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6
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3. Chapman-Enskog analysis

We now consider the recovery of the Navier-Stokes
equations via the Chapman-Enskog expansion. We begin
by discussing the familiar case of the Cartesian geometry,
after which the torus geometry is considered.

In the so-called simplified version of the Chapman-
Enskog method, the deviation from equilibrium δf =
f − f (eq) of the distribution function is considered to be
of the same order of magnitude as the relaxation time,
τ , which is regarded as a small quantity. Noting that
J [f ] = −δf/τ in the BGK model, at zeroth order, the
distribution on the left hand side of the Boltzmann equa-
tion (2.16) can be replaced by f (eq), allowing δf to be
obtained as:

δf = −τ

{
∂f eq

∂t
+

1√
g

∂

∂qb
(
vâebâf

eq√g
)

+
∂

∂vâ

[(
F â

m
− Γâ

b̂ĉv
b̂vĉ

)
f eq

]}
. (B28)

The viscous part σâb̂ = Tâb̂ − Pδâb̂ of the stress tensor
can be obtained as a moment of δf :

σâb̂ = m

∫
dvδf ξâξb̂ = m

∫
dvδf vâvb̂, (B29)

where ξâ = vâ−uâ is the peculiar velocity and the equal-
ity follows by noting that the preservation of the collision
invariants ψ ∈ {1, vâ} of J [f ] entails:∫

dv δf =

∫
dv δf vâ = 0. (B30)

Multiplying Eq. (B28) by vâvb̂ and integrating with re-
spect to the velocity space shows that the recovery of σâb̂
requires various moments of the equilibrium distribution,
f (eq), and its derivatives in the velocity space.

We first focus on the Cartesian geometry, in which case
Eq. (B28) becomes:

δf = −τ

(
∂f eq

∂t
+ v · ∇f eq +

F

m
· ∇vf

eq

)
. (B31)

It can be seen that the correct recovery of σâb̂ is subject to
the recovery of the third moment of f eq. When Q = 3,
the error highlighted in Eq. (B22) induces a deviation
from σâb̂ as given in Eq. (2.20):

σQ=3

âb̂
= σâb̂ + τ∇ĉ(ρuâub̂uĉ). (B32)

Since this error is of third order with respect to the lo-
cal Mach number, it is generally regarded as negligible.
When Q = 4, no such error appears and σâb̂ is correctly
recovered:

σQ=4

âb̂
= σâb̂. (B33)

In the case of the torus geometry, Eq. (B28) reduces
to:

δf = −τ

{
∂f (eq)

∂t
+

vϕ̂

R(1 + a cos θ)

∂f (eq)

∂ϕ

+
vθ̂

r(1 + a cos θ)

∂[f (eq)(1 + a cos θ)]

∂θ

− sin θ

R(1 + a cos θ)

[
vϕ̂

∂(f (eq)vϕ̂)

∂vθ̂
− vθ̂

∂(f (eq)vϕ̂)

∂vϕ̂

]
+

F ϕ̂

m

∂f (eq)

∂vϕ̂
+

F θ̂

m

∂f (eq)

∂vθ̂

}
. (B34)

At Q = 3, aside from the error coming from the advec-
tion term, due to the inaccurate recovery of the third
order moment of f eq, there is another source of errors,
coming from the inertial term. The errors introduced are
always of order Ma3 and contribute such that the rela-
tion in Eq. (B32) between the apparent viscous stress,
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FIG. 16. Time evolution of the stripe and drop center θc, for a
stripe initialised at θ0 = 0.1π and a drop initialised at θ0 = 0.9π,
using both Q = 3 and Q = 4 implementations. The results
overlap for all times.

σQ=3

âb̂
, and the physical one, σâb̂, is exactly retained. For

completeness, we give below the relevant moments of the
inertial terms for which a deviation is seen at Q = 3:

∑
k

v3k1
vk2

(
∂f eq

∂v2

)
k

=

∫
dv v31v2

∂f eq

∂v2
+ ρu3

2,

∑
k

v2k1
v2k2

(
∂f eq

∂v2

)
k

=

∫
dv v21v

2
2

∂f eq

∂v2
+ 2ρu2

1u2,

∑
k

v2k1
vk2

[
∂(f eqv1)

∂v1

]
k

=

∫
dv v21v2

∂(f eqv1)

∂v1
+ 2ρu2

1u2,

∑
k

vk1
v2k2

[
∂(f eqv1)

∂v1

]
k

=

∫
dv v1v

2
2

∂(f eqv1)

∂v1
+ ρu1u

2
2.

(B35)

As before, no errors are seen in the case when Q = 4.

4. Convergence test

The previous subsection showed that a third order
quadrature (Q = 3) introduces errors of order O(Ma3)
in the recovery of the Navier-Stokes equations. In order
to assess the relevance of these errors, the simulations
reported in the main body of the paper were performed
using both Q = 3 and Q = 4.

We begin this section by showing a comparison of the
results for the fluid stripes and drops migration discussed
in Secs. IIIA and IIID, respectively. Since the deviations
between Q = 3 and Q = 4 are expected to be more sig-
nificant at larger fluid velocities, we choose the initializa-
tions corresponding to the largest initial amplitude of the
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FIG. 17. Comparison of the growth of the fluid domain size Ld(t)
in the inertial-hydrodynamics regime in two dimensions for (a) an
even mixture and (b) an uneven mixture, using the Q = 3 and
Q = 4 implementations. Minor discrepancies can be observed at
late times.

stripe (θc = π/10) and drop (θc = 9π/10). The compar-
ison can be seen in Fig. 16. The agreement is excellent,
showing that the regime in which these phenomena occur
is not affected by the spurious O(Ma3) terms appearing
in the Navier-Stokes equations at Q = 3.

We now consider the domain growth for the initial con-
ditions considered in Sec. IV. Fig 17 shows Ld(t) com-
puted in the case of the Cartesian geometry, for the even
(panel a) and uneven (panel b) initial compositions, as
discussed in Sec. IV. The results corresponding to Q = 4,
shown with purple lines and + symbols, are identical to
those reported in Figs. 9(a) and 12(a). A small discrep-
ancy between the Q = 3 and Q = 4 results can be seen
at late times, essentially at the time when the domain
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FIG. 18. Comparison of the growth of the fluid domain size Ld(t) in the inertial-hydrodynamics regime on a torus for even (a,c,d) and
uneven (b) mixtures on the tori with R = 2.5 and r = 1 (a, b), R = 2 and r = 1.25 (c), as well as R = 5 and r = 0.5 (d). The results
corresponding to Q = 4 and Q = 3 are shown with purple + signs and cyan × signs, respectively. The solid line shows the best fit curve
corresponding to atα, with α = 2/3 for (a,c,d) and 1/3 for (b), to the Q = 4 data on the interval 100 ≤ t ≤ 250.

growth rate is affected by finite-size effects. Similar dis-
crepancies can be seen in Fig. 18, in the case of the torus
geometry. The even and uneven initial compositions on
the torus with R = 2.5 and r = 1 are shown in pan-
els (a) and (b), where the Q = 4 results are identical
to those reported in Figs. 10(a) and 13(a) (only the re-
sults with hydrodynamics are shown). Panels (c) and
(d) show the results for even mixtures on the tori having
(R, r) = (2, 1.25) and (5, 0.5), respectively. TheQ = 4 re-
sults coincide with those shown in Figs. 11(a) and 11(b).

Finally, Fig. 19 shows a comparison of the domain con-
figurations in the spinodal decomposition problem for the
torus geometry. The initial fluctuations are taken around
φ0 = 0 on a torus with R = 2.5 and r = 1. The Q = 4

snapshots, shown on the bottom line, coincide with the
results shown on the middle line of Fig. 10. The agree-
ment between the Q = 3 and Q = 4 is remarkably good,
with small differences observable only at the small-scale
structure. Similar agreement can be seen for all decom-
position cases discussed in Sec. IV.

The conclusion of this appendix section can be sum-
marized from the perspective of the improvements to
the Q = 3 results brought by employing the increased
quadrature order, Q = 4. In the problem concerning
the sliding drops and stripes, which is dominated by sur-
face tension effects, the agreement is excellent and the
improvement is negligible, indicating that Q = 3 is suf-
ficient to capture the relevant phenomena. In the case
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FIG. 19. Snapshots of the typical fluid configurations at t = 40, 100 and 250, using the Q = 3 (top line) and Q = 4 (bottom line)
implementations.

of the domain decomposition, the early stages seem to
be captured similarly with Q = 3 and Q = 4. How-
ever, in the late stages of the evolution, differences can
be seen, which are however irrelevant since they occur
after finite size effects affect the growth dynamics. The
snapshot comparison shows that the differences between
the two implementations are more visible at the small
scale structure of the flow.

Appendix C: Finite difference schemes

1. Cartesian geometry

In the Cartesian geometry, the Boltzmann equation
reads:

∂fk
∂t

+vkx

∂fk
∂x

+vky

∂fk
∂y

+
F x

m

(
∂f

∂vx

)
k

+
F y

m

(
∂f

∂vy

)
k

= −1

τ

[
fk − f

(eq)
k

]
, (C1)

where k = (kx, ky) and the components of the force term
are given in Eq. (2.15).
The Cahn-Hilliard equation can be written as:

∂φ

∂t
+

∂(uxφ)

∂x
+

∂(uyφ)

∂y
= MΔμ, (C2)

where the chemical potential μ is given in Eq. (2.11).
Let ψ(x, y) be a scalar function. Following the dis-

cretisation of the x and y coordinates, ψ(x, y) is replaced

by a set of time-dependent quantities ψi,j , which are in-
terpreted as the averages of ψ(x, y) over the cell (i, j)
centred on (xi, yj). The gradient of ψ(x, y) at (xi, yj) is
computed using the following procedure:(

∂ψ

∂x

)
i,j

=
1

δx

[
− 1

12
ψi+2,j +

2

3
ψi+1,j − 2

3
ψi−1,j

+
1

12
ψi−2,j

]
,(

∂ψ

∂y

)
i,j

=
1

δy

[
− 1

12
ψi,j+2 +

2

3
ψi,j+1 − 2

3
ψi,j−1

+
1

12
ψi,j−2

]
, (C3)

where δx and δy are the grid spacings in the x and y
directions, respectively. The above expressions are 4th
order accurate. The Laplacian of ψ(x, y) can be obtained
using:

(Δψ)i,j =
1

δx2

(
− 1

12
ψi+2,j +

4

3
ψi+1,j − 5

2
ψi,j

+
4

3
ψi−1,j − 1

12
ψi−2,j

)
+

1

δy2

(
− 1

12
ψi,j+2

+
4

3
ψi,j+1 − 5

2
ψi,j +

4

3
ψi,j−1 − 1

12
ψi,j−2

)
. (C4)

The above expression is also fourth order accurate.
The strategy in computing the force term [Eq. (2.15)]

is to first obtain the set (Δφ)i,j using the stencil in
Eq. (C4), and then to apply the stencils in Eq. (C3) in
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order to obtain (∂xΔφ)i,j and (∂yΔφ)i,j . Similarly, the
right hand side of the Cahn-Hilliard equation (Eq. (C2))
is obtaind by first computing μi,j based on the previously
computed values of (Δφ)i,j , after which the Laplacian of
μ is obtained by applying the stencil in Eq. (C4).
We now discuss the time evolution and advection

schemes. Let us consider the evolution equation

∂tH = L[H], (C5)

where H can be either fk from Eq. (C1) or φ from
Eq. (C2). The time variable is discretized using equal
time steps δt, such that after n time steps, the time co-
ordinate tn has the following value

tn = nδt. (C6)

Denoting fk;n and φn as the distribution function and
order parameter at time step n, their values at time step
n+1 can be found via the Runge-Kutta algorithm using
two intermediate steps [75]

H(1)
n =Hn + δt L[Hn],

H(2)
n =

3

4
Hn +

1

4
H(1)

n +
1

4
δt L[H(1)

n ],

Hn+1 =
1

3
Hn +

2

3
H(2)

n +
2

3
δt L[H(2)

n ]. (C7)

The advection can be computed using:(
∂(V xH)

∂x

)
i,j

=
Fx

i+1/2,j −Fx
i−1/2,j

δx
,(

∂(V yH)

∂y

)
i,j

=
Fy

i,j+1/2 −Fy
i,j−1/2

δy
, (C8)

where V x = vkx and V y = vky for the Boltzmann equa-
tion [Eq. (C1)], while V x = ux and V y = uy for the
Cahn-Hilliard equation [Eq. (C2)]. The computation of
the fluxes at the cell interfaces (Fi+1/2,j and so forth) is
performed in an upwind-biased manner using the 5th or-
der weighted essentially non-oscillatory (WENO-5) algo-
rithm introduced in [76]. This scheme is particularly well
suited for flows involving strong shocks or discontinuities
[77]. Other schemes such as the discontinuous Galerkin
[55, 78] or finite volume [79–81] may be suitable for the
same purpose, however we have not considered them in
the context of the present manuscript. For brevity, we
only summarise the WENO-5 algorithm for constructing
the flux for a one-dimensional problem at the interface
between cells s and s+1 for the case when the advection
velocity Vs+1/2 = (Vs+1 + Vs)/2 at the cell interface is
positive. When Vs+1/2 < 0, the algorithm can be applied
identically by symmetrically reflecting all indices with re-
spect to s+1/2, e.g. s+1 becomes s, s+2 becomes s−1,
etc. When Vs+1/2 > 0, the flux Fs+1/2 is computed using

Fs+1/2 = ω1F1
s+1/2 + ω2F2

s+1/2 + ω3F3
s+1/2, (C9)

where the interpolating functions Fr
s+1/2 (r = 1, 2, 3) can

be written in terms of Js = VsHs as follows

F1
s+1/2 =

1

3
Js−2 − 7

6
Js−1 +

11

6
Js,

F2
s+1/2 =− 1

6
Js−1 +

5

6
Js +

1

3
Js+1,

F3
s+1/2 =

1

3
Js +

5

6
Js+1 − 1

6
Js+2. (C10)

The weighting factors ωr are defined as

ωr =
ω̃r

ω̃1 + ω̃2 + ω̃3
, ω̃r =

δr
σ2
r

. (C11)

with ideal weights δr given by

δ1 = 1/10, δ2 = 6/10, δ3 = 3/10, (C12)

and the smoothness indicators σr given by

σ1 =
13

12
(Js−2 − 2Js−1 + Js)

2
+

1

4
(Js−2 − 4Js−1 + 3Js)

2
,

σ2 =
13

12
(Js−1 − 2Js + Js+1)

2
+

1

4
(Js−1 − Js+1)

2
,

σ3 =
13

12
(Js − 2Js+1 + Js+2)

2
+

1

4
(3Js − 4Js+1 + Js+2)

2
.

(C13)

The above implementation ensures third order accuracy
with respect to the time step δt and fifth order accuracy
with respect to the grid spacings δx and δy for smooth
data sets [76].

2. Torus geometry

After the velocity space discretization, the Boltzmann
equation on the torus, given by Eq. (2.17), reads:

∂fk
∂t

+
vkθ

r(1 + a cos θ)

∂[fk(1 + a cos θ)]

∂θ

+
vkϕ

R(1 + a cos θ)

∂fk
∂ϕ

+
F θ̂

m

(
∂f

∂vθ̂

)
k

+
F ϕ̂

m

(
∂f

∂vϕ̂

)
k

− sin θ

R(1 + a cos θ)

[
v2kϕ

(
∂f

∂vθ̂

)
k

− vkθ

(
∂(fvϕ̂)

∂vϕ̂

)
k

]
= −1

τ
[fk − f

(eq)
k ], (C14)

where a = r/R. The components of the force term F θ̂

and F ϕ̂ are given through

nF θ̂ =
1

r
(∂θpbinary + κφ∂θΔφ),

nF ϕ̂ =
1

R(1 + a cos θ)
(∂ϕpbinary + κφ∂ϕΔφ). (C15)
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The Cahn-Hilliard equation given in Eq. (2.12) is repro-
duced below explicitly for the case of the torus geometry:

∂φ

∂t
+

1

r(1 + a cos θ)

∂[(1 + a cos θ)uθ̂φ]

∂θ

+
1

R(1 + a cos θ)

∂uϕ̂

∂ϕ
= MΔμ, (C16)

where the action of the Laplace-Beltrami operator Δ on
μ is

Δμ =
1

R2(1 + a cos θ)2

{
∂2μ

∂ϕ2

+
1

a2
(1 + a cos θ)

∂

∂θ

[
(1 + a cos θ)

∂μ

∂θ

]}
. (C17)

We now consider an equidistant discretisation of the θ
and ϕ coordinates using Nθ and Nϕ points, θs =

2π
Nθ

(s−
1/2) (1 ≤ s ≤ Nθ) and ϕq = 2π

Nϕ
(q − 1/2) (1 ≤ q ≤

Nϕ). The area of cell (s, q) centred on (θs, ϕq) can be
obtained by integrating the determinant of the metric√
g = r(R+ r cos θ):

δAs,q =

∫ θs+δθ/2

θs−δθ/2

dθ

∫ ϕq+δϕ/2

ϕq−δϕ/2

dϕ
√
g

=rR

(
1 + a

sin(δθ/2)

δθ/2
cos θs

)
δθδϕ. (C18)

In order to maintain the numerical algorithm conserva-
tive, it is convenient to explicitly separate the δAs,q term
in the advection part. Noting that the average value of
(R+ r cos θ)−1 over cell (s, q), defined as:

〈
1

R+ r cos θ

〉
s,q

=

∫∫
cell(s,q)

dθdϕ
√
g(R+ r cos θ)−1∫∫

cell(s,q)
dθdϕ

√
g

=
rδθδϕ

δAs,q
, (C19)

it is natural to write the advection terms appearing in the
Boltzmann equation [Eq. (C14)] and in the Cahn-Hilliard
equation [Eq. (C16)] as follows:

{
1

R+ r cos θ

[
∂(V θH)

∂θ
+

∂(V ϕH)

∂ϕ

]}
s,q

=
1

R+ r cos θs

×
[Fθ

s+1/2,q −Fθ
s−1/2,q

δθ
+

Fϕ
s,q+1/2 −Fϕ

s,q−1/2

δϕ

]
,

(C20)

where V θ = R
r vkθ

(1 + a cos θ) and V ϕ = vkϕ
in the case

of the Boltzmann equation (when H = fk), and V θ =

R
r u

θ̂(1 + a cos θ) and V ϕ = uϕ̂ in the case of the Cahn-

Hilliard equation (when H = φ). The fluxes Fθ
s±1/2,q and

Fϕ
s,q±1/2 are computed via Eq. (C9) by replacing Js with

Jθ;B
s,q =

R

r
vkθ

(1 + a cos θq) fk;s,q,

Jϕ;B
s,q =vkϕfk;s,q,

Jθ;CH
s,q =

R

r
uθ̂
s,q (1 + a cos θq)φs,q,

Jϕ;CH
s,q =uϕ̂

s,qφs,q. (C21)

This scheme retains fifth order accuracy with respect
to δθ and δϕ. The form of the advection operator in
Eq. (C20) prompts the approximation of the connection
coefficient in front of the inertial and reaction forces on
line 2 in Eq. (C14) as follows:〈

sin θ

R+ r cos θ

〉
s,q

=
sin θq

R+ r cos θq
(C22)

The components F θ̂ and F ϕ̂ of the force term in
Eq. (C15) are replaced by:

F θ̂
s,q =

1

r

[
1

ns,q
(∂θpbinary)s,q +

κφs,q

ns,q
(∂θΔφ)s,q

]
,

F ϕ̂
s,q =

1

R+ r cos θs

[
1

ns,q
(∂ϕpbinary)s,q +

κφs,q

ns,q
(∂ϕΔφ)s,q

]
,

(C23)

where the derivatives with respect to θ and ϕ are com-
puted using the stencils given in Eq. (C3) by replacing
ψs,q with (pbinary)s,q and (Δφ)s,q, as appropriate.

We now turn to the computation of the Laplacian. In-
troducing the variable

χ =
2a√
1− a2

arctan

[√
1− a

1 + a
tan

θ

2

]
, (C24)

the Laplace-Beltrami operator (Eq. (C17)) acting on the
function ψ ∈ {φ, μ} reduces to

Δψ =
1

R2(1 + a cos θ)2
Δ̃ψ,

Δ̃ψ =
∂2ψ

∂χ2
+

∂2ψ

∂ϕ2
. (C25)

The discrete equivalent of the above relation leads to:

(Δψ)s,q =
1

(R+ r cos θq)2
(Δ̃ψ)s,q. (C26)

The second order derivative with respect to ϕ appearing
in Eq. (C25) can be replaced using the stencil on the
first line of Eq. (C4). The derivative with respect to χ
is more difficult since the variable χ is not equidistantly
discretised. The following stencil is fourth order accurate
with respect to both δϕ and δθ:
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(Δ̃ψ)s,q =
1

δϕ2

(
− 1

12
ψs+2,q +

4

3
ψs+1,q − 5

2
ψs,q +

4

3
ψs−1,q − 1

12
ψs−2,q

)
+ aq;2ψs,q+2 + aq;1ψs,q+1 ++aq;0ψs,q + aq;−1ψs,q−1 + aq;−2ψs,q−2, (C27)

where the coefficients aq;k are given below:

aq;±2 =
2[(χq − χq∓1)(χq − χq∓2) + (χq − χq±1)(2χq − χq∓1 − χq∓2)]

(χq±2 − χq∓2)(χq±2 − χq+1)(χq±2 − χq)(χq±2 − χq−1)
,

aq;±1 =
2[(χq − χq∓1)(χq − χq∓2) + (χq − χq±2)(2χq − χq∓1 − χq∓2)]

(χq±1 − χq∓1)(χq±1 − χq+2)(χq±1 − χq)(χq±1 − χq−2)
, (C28)

while aq;0 = −aq;2 − aq;1 − aq;−1 − aq;−2.
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