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Effect of Green Innovation Strategy on Firm-Idiosyncratic Risk: A Competitive Action 

Perspective. 

 

Abstract 

Despite increasing concern for corporate environmental responsibility in numerous industries, 

the relationship between green innovation strategy (GIS) and idiosyncratic risk is a rarely 

scrutinised topic, particularly in the automotive domain. In this study, we empirically explore 

the association between GIS and idiosyncratic risk and analyse the moderating role played by 

the firm’s competitive action. We rely on the secondary information sourced for 132 top 

automotive firms, in the period ranging from 2011 to 2017 by applying the System-GMM 

estimator to the dynamic panel data model. Our findings indicate that GIS significantly 

reduces the idiosyncratic risk of all firms, and this relationship strengthens with the increase 

in the competitive action of the firms. Our evidence supports "it pays to be green” firm 

heterogeneity argument. This study highlights the academic and managerial implications and 

focuses on the environmental issues published in environmental management literature. 

 

Keyword: Green Innovation Strategy, Idiosyncratic Risk, Competitive Action, Automotive 

Industry, System GMM. 

 

1. Introduction: 

In the 20th century, the automotive sector was seen to be an essential and significant 

economic field (Maxton & Wormald, 2004). It is considered to be one of the major 

manufacturing sectors which contribute to the global economy. It offered several economic 

benefits and was related to numerous international issues like emission, energy consumption, 

trade and even safety (Nieuwenhuis & Wells, 2015). In the past few years, it is seen that the 

transportation field is responsible for about 27% of the total energy consumed and 33.7% of 

the total greenhouse emissions (Tie & Tan, 2013). Due to increasing concern regarding the 

environmental issues highlighted by the suppliers, customers, governments and even the 

public, the industries have begun developing many environmentally friendly goods 

(Dangelico et al., 2017; Green et al., 2012; Tseng et al., 2013; Tan et al., 2017; Wang & Dai, 

2018). Hence, some innovative techniques have been developed by automotive firms for 
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saving energy, reducing CO2 emissions and air pollution in the transportation field, which are 

important challenges affecting the government (Hui, 2010). 

In recent years, companies have to integrate ideas for protecting the environment. 

Hence, many automotive firms have begun using innovative green technology for managing 

their businesses (Lin et al., 2014; Lin et al., 2019). Effective management can reduce firm 

risk by increasing the value, increase the competitive advantage and improve the performance 

of the firm (Chang, 2011; Chang & Chen, 2013; Lin et al., 2019; Tang et al., 2018). In their 

study, Shrivastava, (1995) and Yu and Ramanathan (2016) have suggested that the firms need 

to develop different and innovative products, improve the overall product quality and 

decrease the production costs, based on the product and process innovations. Thus, constant 

innovation is seen to be a vital strategy which can overcome the pressures from the 

stakeholders (Porter & Van der Linde, 1995). The green innovation is seen to be an effective 

method for mitigating or preventing environmental damage (Porter & Van der Linde, 1995).  

Despite all these regulations, some violations do occur. On 18th September 2015, 

Volkswagen was served with a U.S. Environmental Protection Agency’s (EPA) notice, which 

stated that the Volkswagen “clean diesel” vehicles violated the Clean Air Act. The unethical 

practices implemented by Volkswagen significantly reduced their share prices. After the 

Volkswagen scandal came to light, the Volkswagen share prices showed a 33% decrease. 

Thus, this emission scandal caused the company a loss of billions of dollars (Gomez, 2016). 

Companies must operate in an environment-friendly manner, which can increase their social 

well-being and help them acquire firm-level competitiveness and better financial success 

(Aguilera-Caracuel, 2013; Bansal, 2002; 2005; Etzion, 2007; Starik & Kanashiro, 2013).  

The managers of firms have to consider environmental issues while making decisions 

continually. On the other hand, their decisions must assist the company in promoting many 

social and ethical values and deriving better and sustainable economic benefits (Molina-

Azorín et al., 2009). Agle et al. (2008) have unequivocally stated that the companies which 

are unable to ethically, legally and responsibly derive their profits do not deserve financial 

and non-financial successes. Therefore, managers, while taking decisions, must consider the 

ethical standpoint. The simultaneous implementation of the economic, environmental, and 

equity principles, is not whole-heartedly supported by the managers, as it challenges their 

assumption that the social equity and environmental integrity significantly affect the 

economic prosperity (Bansal, 2005).  

Drawing on this notion, GIS has been recognised as a critical factor that impacts the 

life quality, environmental sustainability and the financial growth of the companies (Bansal 
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& Gao, 2006; Dangelico & Pujari, 2010). GIS can be described as innovative hardware or 

software that is developed based on the use of some green products and processes (Chen et al., 

2003). This type of innovation also includes the technological innovations which are involved 

in preventing pollution, waste recycling, energy conservation, green product designs, and the 

corporate environmental management (Chen et al., 2006; Palmer & Truong, 2017). These 

innovations extend beyond the general regulatory compliances (Aragón-Correa et al., 2013). 

Furthermore, the GIS firms can be defined as those firms which are involved in constant and 

changing development, which often results in definite green development, either 

technological or product development (Marcus & Fremeth, 2009).  

Even though GIS is vital in the existing industrial environment, many earlier studies 

have noted some ambiguities related to its performance (Grewatsch & Kleindienst, 2017: Lin 

et al., 2019; Przychodzen & Przychodzen, 2015). A few researchers have stated that GIS can 

improve the firms’ competitiveness. Hence, the companies that engage in GIS can derive 

better social support from its internal and external stakeholders, and also access valuable 

resources (Aguilera-Caracuel & Ortiz-de-Mandojana, 2013; Hart, 1995; Porter & Van der 

Linde, 1995). However, some other studies have shown that the GIS has an insignificant or 

negative effect on the organisational performance, thereby indicating that the GIS does not 

improve the firms’ competitiveness (Cordeiro & Sarkis, 1997; Graves & Waddock, 1999; 

Hassel et al. 2005). Mixed results have encouraged us to investigate how the firms face less 

risk if they engage in GIS, which can then lead better firm’s performance. Many studies have 

offered insights into this topic.  However, there are three significant limitations that need 

further investigation.  

First, when earlier empirical researches evaluated the financial value of the GIS, they 

primarily focused on the accounting-based measures like the sales growth, profit return on the 

assets (Aguilera-Caracuel & Ortiz-de-Mandojana, 2013; Zhang et al., 2019), the marketing-

based measures like earnings per share or Tobin’s Q (Aguilera-Caracuel & Ortiz-de-

Mandojana, 2013). However, they did not consider another vital parameter that can affect the 

corporate financial performance, i.e., the idiosyncratic risks affecting the stock prices of the 

firms. The idiosyncratic risk can be defined as the risk which affects a very diminutive 

number of assets and can be almost eradicated through diversification (Mishra & Modi, 2013). 

It is similar to unsystematic risk. The idiosyncratic risk is responsible for 80% of the total 

increase in the stocks, along with the security price fluctuations (Bansal & Clelland, 2004). It 

is also responsible for setting low capital cost by investors for the firms that showed a low 

risk (Merton, 1987; Shin & Stulz, 2000). Hence, the activities that allow the firms to decrease 
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their idiosyncratic risk can help the managers to explore a wide array of strategic 

opportunities (Chatterjee et al., 1999). Additionally, a low idiosyncratic risk reflects a 

decrease in the future variance in the expected cash flow of the firms, which can lead to a 

higher shareholder wealth for the firms (Rappaport, 1986). Though many scholars have 

acknowledged the significance of the idiosyncratic risk for the shareholders and managers, 

very few studies have investigated the relationship between GIS and idiosyncratic risk for 

automotive firms.  

Second, some researchers have used a contingency approach to determine the various 

factors that influence the impact of green innovation on performance. Chen et al. (2006) have 

noted the relationship between the environmental dynamism that moderates the GIS–firm 

performance relationship. Martinez-del-Rio et al. (2015) have studied the Spanish agricultural 

firms and have noted that GIS shows a higher effect on firm performance if the munificence 

is high. In their study, Leonidou et al. (2010) have stated that the external factors like the 

public concern and regulatory intensity can affect the positive relation between green 

management and competitive advantage. However, the external environmental forces are 

beyond the control of the specific firms, and therefore, the researchers have used contingent 

environmental factors to offer advice to the firms so that they could proactively derive 

maximal benefits of the green innovation. Hence, uncertainty persists in the various causes 

because of the mixed results with regards to the performance effects of the GIS. This calls for 

a complete investigation of GIS. In this study, we attempted to remove this uncertainty by 

determining the benefits of competitive advantage in GIS. None of the earlier studies has 

explored the boundary conditions that are set by the competitive action on the influence of 

the GIS on the idiosyncratic risks. Though GIS creates a better value for the firms in the 

competitive market, the firms must employ a suitable strategy for capturing the potential 

benefits (Kim et al., 2018). The environmental and economic responsibilities coexist and can 

overlap (Carroll, 1979; Schwartz & Carroll, 2003), since the activities that fulfil these 

responsibilities (like green innovation and competitive action) can decrease the firm risks. 

Based on the characteristics of the GIS and competitive action, integration of both these 

constructs is a better approach for elucidating the complicated GIS and idiosyncratic risk 

relationship. 

Third, earlier studies used a cross-sectional instead of a longitudinal data set due to a 

lack of the longitudinal GIS data (e.g., Aguilera-Caracuel & Ortiz-de-Mandojana, 2013; Chen 

et al., 2006; Lin et al., 2014; Weng et al., 2015). This drawback can affect the result 

generalisation. Use of cross-sectional data set can weaken the conclusions related to the 
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causal effect. The positive relationship between GIS and the attention paid to the social issues 

can be due to the influence of the unobservable variables, which indicate a probable 

endogeneity problem. This study follows the recommendations made by Chen et al., (2006) 

and Lin et al. (2014), who argue that a constant data collection is required for deriving 

comprehensive results on a longitudinal basis. Based on the limitations described, this study 

addresses the research question: “What is the relationship between the GIS and the 

idiosyncratic firm risk over a period of time”, and “How this relationship is affected due to 

the firms’ competitive action?”  

The present study contributes to the literature regarding GIS in three ways. First, 

unlike the earlier studies, this study adds more value to the existing literature as it investigates 

the effect of the GIS on the distinctive facets of the company’s idiosyncratic risk. Though 

prior empirical studies have studied the effect of GIS on the organisational performance, 

there is limited empirical evidence on the impact of the GIS on the firm’s idiosyncratic risk. 

One needs to account for the higher firm risk, as high risk can cause many unpleasant events, 

like layoffs, which have to be considered by any company management during their decision-

making stage (Miller & Bromiley 1990). This study has offered a better insight into the 

debate, i.e., “Does it pay to be green?”  

Second, this study highlights the significance of probable moderators, in response to 

the environment-management scholars, who stated that one must determine the extent of the 

effect of the potential moderators on the relationship between the GIS and firm’s financial 

performance (Chan et al., 2016; Dangelico & Pontrandolfo, 2015; Grewatsch & Kleindienst, 

2017; Tariq & Chonglerttham 2019). This study has contributed to the existing literature by 

determining the moderating role played by the firm’s competitive actions. To the best 

knowledge of the authors, this is the first study which examines the effect of the firm’s 

competitive action on GIS and idiosyncratic risks, which are necessary for the management 

for making informed decisions. Hence, this study can bridge the gap between theoretical and 

empirical research.  

Third, this study has used a dynamic panel data System-GMM estimates along with 

the longitudinal data for the period ranging from 2011 to 2017, for determining the dynamism 

present in the relationship between the GIS and the idiosyncratic risks. This has resulted in 

statistically-robust results. The insights derived from this study can indicate whether any 

endogenous changes occurred in the idiosyncratic risk or if the changes occur because of 

exogenous forces. Previous studies have stated that the relationship between GIS and firm 

performance is dynamic with GIS affecting the financial performance of a firm (McGuire et 
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al., 1988). Hence, one needs to control the potential endogeneity between the GIS and the 

idiosyncratic risk. In this study, we use longitudinal data to handle the endogeneity problem.  

The next subsections have described the existing literature, general approach and the 

data used. After that, the results were presented and discussed. Finally, the researchers have 

presented some limitations and made recommendations for future studies. 

 

2. Theoretical Framework and Hypotheses Development: 

2.1 Green Innovation Strategy (GIS): 

In this study, we define green innovation strategy (GIS) as the innovations made in processes, 

products or business models, which make the company more environmentally sustainable 

(Chen et al., 2006). Green innovation comprises strategies anticipated to lessen or salvage 

environmental effects of pollution manufacturers or resource consumers, or to reduce 

consumption of resources in expectation of adverse effects. Large technologically innovative 

companies can develop green innovation to address the environmental concerns of their 

stakeholders and to decrease the environmental effect of their operation and service events 

(Chen, 2008; Chiou et al., 2011; Weng & Lin, 2011). The companies become more 

environmentally sustainable if they decrease the negative environmental effect of their 

activities and increase the positive effect of environmental quality. As a result, the GIS is 

defined as a process which is used for identifying, implementing and monitoring novel ideas 

to improve the environmental performance of the companies along with its competitiveness 

(Chen et al., 2006; Chiou et al., 2013). This identification includes an understanding of the 

various environmental demands (like new environmental legislation, shortage of resources 

and public pressure), competitor’s activities and even the customers’ needs and acceptance of 

the environmentally-friendly products, along with other parameters which must be considered 

while developing new processes and products. Implementation indicates the development of 

new ideas in the market and monitoring refers to the activity that offers feedback to the 

company with regards to its green innovation for improving sustainable and innovative 

activities (Chen et al., 2006).  

Two significant benefits can be derived by implementing GIS in the automotive 

industries. First, it includes monetary rewards after the development of environmentally 

sustainable products along with financial benefits which increase the competitiveness. The 

customers, in general, wish to purchase environmentally-friendly services and products. 

Hence, GIS is seen to be an essential requirement for the firms as it offers a higher chance of 

fulfilling customer demands without affecting the environment. In the past, the firms have 
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considered the investment in eco-friendly activities as an excessive investment; however, in 

the existing ecological conditions and an increasing sense of environmentalism, firms have 

begun changing their policies, competitive strategies, and patterns (Porter & Reinhardt, 2007). 

Second, the ‘green’ label is seen to be an incentive which encourages continuous innovation 

and help in developing novel market opportunities for the firms that can satisfy the customer 

demands, increase value and improve firms’ performance (Chen, 2008). For example, 

Newsweek has reported that the Japanese automaker, Toyota, was named the world’s 

greenest company, and was ranked 16th in Newsweek’s Global 500 greenest companies in 

2017. However, it was ranked 1st in the automotive sector. In 2014, Toyota introduced the 

first-ever asset-backed Green Bond in the automotive sector. Green Bonds refer to tools 

wherein the proceeds are exclusively applied to the activities and projects which promote 

climate and environmentally-sustainable initiatives, enable the development and sale of green 

vehicles, and also help in advancing Toyota’s environmental commitment. 

 

2.2 Idiosyncratic Risk: 

The firm’s stock risk is a fundamental parameter in the financial sector (Hamilton, 1994). A 

higher risk, indicated by the increasing volatility of firm stock prices, suggests an uncertain 

and vulnerable cash flow in future, which affects the corporate capital budget, and induces a 

high capital financing, thereby affecting the firm stock wealth in future. In the past, some 

financial economists like Ang et al. (2006) have shown that the investors price the firm-

idiosyncratic risk in the financial markets. They have noted that a significant monthly 

difference of –1.06% between the mean returns in the portfolios shows the maximal and 

minimal idiosyncratic stock volatility. Thus, the firm’s idiosyncratic risk is related to the 

firm’s value and contributes to a higher share of the overall stock risk. Goyal and Santa-Clara 

(2003) have stated that the idiosyncratic risk is responsible for 85% of the mean stock 

variance measure, whereas the systematic risk constitutes 15%. Gaspar and Massa (2006) 

have stated that the idiosyncratic volatility constitutes 81%, while systematic volatility is 

19%. 

Idiosyncratic risk, or unsystematic risk, refers to the risk occurring due to price 

changes that result due to the unique circumstances for a particular stock. The idiosyncratic 

risk shows no or little correlation with the market risk and is eliminated in a diversified 

portfolio. The idiosyncratic risk is seen to be vital to the option traders, and the arbitrageurs 

as their investment profit depend on the total risk rather than the market risk (Xu and Malkiel, 

2003). 
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2.3 Green Innovation Strategy (GIS) and Idiosyncratic Risk: 

Earlier studies have presented mixed results with regards to the relationship between GIS and 

financial performance (Przychodzen & Przychodzen, 2015). Grewatsch and Kleindienst 

(2017) have stated that 59% of the studies have noted a positive relationship while 41% of the 

studies have reported mixed or insignificant results between the green activities of the firm 

and its financial performance. The literature which suggests a positive relationship state that 

addressing all environmental concerns can improve the competitive position of the firm since 

the environmental improvement decreases the production costs and compliance (Chang, 2011; 

Ge et al., 2018; Porter & Van der Linde, 1995; Yew & Zhu, 2019). An effective 

implementation of GIS positively affects the firm’s financial performance as it increases 

productivity, creates a differential advantage and establishes the firm’s reputation (Gotschol 

et al., 2014; Kam-Sing & Wong, 2012; Lin et al., 2014; Przychodzen & Przychodzen, 2015). 

On the other hand, the studies that have indicated a negative relationship argue that the firms 

face a trade-off between the GIS and financial performance relationship, since the 

environmental efforts lead to an additional financial burden for the organisations, and could 

increase their economic disadvantages (Walley & Whitehead, 1994). Many researchers have 

stated that the direct relationship between GIS and financial performance cannot be 

established because of a problem in measuring the GIS and various measures applied for their 

operations (King & Lenox, 2001), use of different measures of financial performance 

(Albertini, 2013) and failure to determine the role played by the potential moderators 

(Grewatsch & Kleindienst, 2017). These inconclusive results indicate that it is essential to 

further investigate the relationship between GIS and financial performance. 

This study states that a high GIS allows the green firms to decrease their idiosyncratic 

risk, because of their stable relations with the government, employees, customers, financial 

institutions and the environmentally-concerned stakeholders. For instance, the firms with a 

high GIS do not have to worry about the increasing governmental fines and penalties for their 

poor environmental performance or the customer who boycotted the firm’s products that were 

developed using non-sustainable practices (Mishra & Modi, 2013). Furthermore, the 

reputation of the green firms helps in improving their ability to continually avail the capital 

from any financial institution, which further decreases the firm’s risk and stabilises their cash 

flows. Similar arguments have been presented by Sharfman and Fernando (2008), who state 

that a decrease in the pollution and use of hazardous substances can decrease the firm’s 
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litigation risk, improves its profitability and lowers the risk. On the other hand, firms with a 

low GIS have to undergo a high risk, as they are subjected to many governmental fines and 

penalties. Even the customers boycott their non-sustainable products, and financial institutes 

reduce their capital supply. Based on these arguments, we have hypothesised that: 

 

Hypothesis (H1): Green innovation strategy is negatively correlated to the firm’s 

idiosyncratic risk. 

 

2.4 Competitive Action: 

In any marketing research, the competitive actions are specific, externally oriented, and 

observable actions which are undertaken by the firm for improving their performance in a 

defined period of time (Smith et al., 2001). These actions are strategic or tactical. The 

strategic actions require significant expenditure, long-time period, and more departure from 

the general status quo in comparison to the tactical activities (Miller & Chen, 1996). A few 

examples of these strategic activities include the introduction of many new products/services; 

joint collaborative arrangements and major facility expansions. Some examples of tactical 

activities include the advertising campaigns, price changes, marketing, new product 

introductions, and capacity expansions, which highlight the aggressive search for new 

techniques which can attract more customers. A constant competitive action can improve 

financial performance and competitive position. Many researchers have stated that 

competitive actions are an antecedent of differential firm performance (D’Aveni, 1994; 

Grimm & Smith, 1997; Smith et al., 1991). They have noted that the market competition 

generally forces the companies to make some moves and countermoves which can neutralise, 

destroy, or make the competitive advantages of their opponents out-dated. Though the 

“dynamic strategic interactions” occurring amongst the firms are complex one can see the 

pattern of movement and response or punches and counterpunches, in more competitive 

sectors (D’Aveni 1994). Every competitive action helps the firms acquire a competitive 

advantage, wherein a series of small and patterned moves (like a large number and wide 

range of activities) over some time helps the company derive a sustainable and competitive 

advantage, which is measured in financial terms like market shares and profits.  

 



 

10 
 

2.5 The Interaction Effect of GIS and Competitive Action on Idiosyncratic Risk: 

As described above, this study predicts that the competitive action can negatively moderate 

the relationship between the GIS and idiosyncratic risks since the firms are a business entity 

and need to simultaneously fulfil their environmental and economic responsibilities 

(Aupperle et al., 1985; Carroll, 1979). Fulfilment of their economic responsibility is 

necessary for firms since the public generally consider the firms’ economic responsibilities 

which depend on whether these firms can offer better goods and services that can satisfy the 

public demands (Mohr et al., 2001). Hence, the competitive actions, which reflect the firms’ 

economic responsibilities, are seen to be a necessary condition which complements the 

effects of green innovation on their environmental responsibility (Liu et al., 2018; Tuzzolino 

& Armandi, 1981). The competitive actions highlight the extent to which the firms invest in 

attracting the customers’ attention to their strategies (Slotegraaf et al., 2003). This is 

considered to be a useful technique which can augment the positive effects of GIS as it 

describes the differentiation advantage of the green firms that is based on the environment-

friendly product features. This sends a positive signal or message to the customers and other 

stakeholders with regards to the firms’ green innovative activities. This finally strengthens 

the firms’ reputation and increases profitability, thereafter, reducing their idiosyncratic risk 

(De Boer, 2003).  

In this study, we argue that though GIS decreases the firm’s idiosyncratic risk by 

improving its differentiation advantage, productivity, and reputation, without implementing 

any competitive action, these firms are unable to send a strong positive message to their 

customers and draw their attention towards the firm’s green activities. The GIS requires 

competitive actions for promoting the firm’s green activities along with their novel products, 

in order to increase the customer base. Similarly, Wagner (2010) has stated that the firms 

which rely on their competitive actions are able to capture their customers’ attention, where 

customers are ready to pay extra for improving the firms’ sustainable performance, thereby 

reducing the idiosyncratic risks. Additionally, by engaging in green activities, the firm 

derives its legitimacy from the different environment-friendly stakeholders. Thus, it is seen 

that the competitive action highlights the firm’s green innovative activities, increases the 

customer’s willingness to pay for the green products, increases the firm’s reputation, 

stabilises its relationship with the different stakeholders and differentiates the green firms. 

This further improves the firm’s profitability and decreases its idiosyncratic risk. Hence, we 

hypothesize that:  
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Hypothesis (H2): Competitive action moderates the relationship between green innovation 

strategy and idiosyncratic risk, especially when the competitive action is high, the 

relationship between green innovation strategy and idiosyncratic risk becomes stronger.  

 

To test these hypotheses, the research framework (Figure 1) demonstrates the relationships of 

GIS as part of the company vital strategy that effects on the idiosyncratic risk. This study also 

delves the moderating role of competitive action in order to assess their influence between the 

GIS to idiosyncratic risk. 

 

Insert Figure 1 Here 

 

3. Research Methodology: 

3.1. Data Collection and Samples: 

This study has compiled the data from two different datasets, i.e., CSRHub 

(https://www.csrhub.com/csrhub/), which includes all information related to the GIS 

measures. CSRHub is a leading research company which includes the Environmental, Social 

and Governance (ESG) data. It is noted that the CSRHub1 database includes data for 18,424 

organisations that operate in 10 regions of 132 countries. Hence, the CSRHub offers data 

from nine sources of the premier Socially Responsible Investment (SRI) firms, or the ESG 

analysis firms, such as the EIRIS, ASSET4 (Thomson Reuters), Carbon Disclosure Project 

(CDP), IW Financial, Governance Metrics International (that was merged with Corporate 

Library), MSCI (ESG Intangible Value Assessment and ESG Impact Monitor), RepRisk, 

Trucost and Vigeo. Then, the CSRHub collected the data from 265 Non-Governmental 

Organisations (NGOs), such as the associations, publications, foundations, government 

databases, union groups, activist groups, and research reports, which was then augmented 

with the help of the data collected from some other data sources. Thus, the CSRHub schema 

was associated with the company’s achievement and depended on a 0-100 rating scale. A 

high score indicates a positive score (i.e., 100 = very positive). CSRHub updates the values 

on a monthly basis; however, the DataStream generally updates the financial data every 

quarter or yearly. If the changes made in the GIS drastically affect the firm’s performance, 

the DataStream data usually undergoes annual changes. In this study, the researchers 

determined the annual GIS changes after averaging the GIS scores for a consecutive 12 

                                                 
1See detail of the CSRHub Ratings Methodology: https://esg.csrhub.com/csrhub-ratings-methodology 
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months and then combined these values with the DataStream data. The industries were 

categorised based on their 2-digit SIC codes. Thereafter, the companies having less than 

seven observations were also eliminated. Finally, the data sample included 132 firms and 924 

annual observations, for a period ranging from 2011 to 2017. 

 

3.2 Variable Operationalization: 

3.2.1 Green Innovation Strategy: 

In this study, we evaluated the GIS using the ISO 14031 standards, like other studies 

published earlier (e.g., Campos et al., 2015; Chen et al., 2006; Nguyen & Hens, 2015). The 

GIS was described as the performance of all the hardware and software involved in the 

innovative activities implemented by the companies that used green products and processes. 

These included the technologies needed for energy-saving, pollution prevention, waste 

recycling, designing of green products and corporate environmental management. Thus, GIS 

was measured with the help of three major CSRHub databases. 

 

3.2.1.1 Energy and Climate Change Subcategory Scores: 

This factor measured the company’s efficiency in addressing the climatic changes by using 

suitable energy-efficient policies, strategies and operations, and developing better and 

renewable energy sources or alternative environmental technologies. Furthermore, this 

subcategory also included the energy usage and emission of many greenhouse gases like CO2. 

 

3.2.1.2 Environmental Policies and Reporting the Subcategory Scores: 

The environmental policies-related subcategory included the firm’s intention and policies 

used for decreasing the environmental effects and the value streams to levels which were 

better for the environment, presently and even in future. Furthermore, this data included the 

company’s environmental reporting performance, adherence to various environmental 

reporting standards such as the Global Reporting Initiative, along with its compliance with 

the regulators, stakeholders and investors’ request for transparency. The compliance data 

included any breach of accidental releases and regulatory limits. 

 

3.2.1.3 Resource Management Subcategory Scores: 

By using this category, the researchers attempted to determine how effectively the firm used 

the available resources while delivering or manufacturing services and products, like the 
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suppliers. This subcategory also included the company’s ability to reduce the use of water, 

energy and materials; and also offered effective solutions that could be used for improving 

the supply chain management. Additionally, this subcategory consisted of the environmental 

performance with regards to the production size and how it was operated using the Eco-

Intensity Ratios (EIRs) for water and energy resources. It was described as the resource 

consumption per released or formed unit. These resources consisted of the raw and packaging 

materials which were used for producing or packaging the products, along with other similar 

processes. The Resource Management data comprises of the performance of waste disposal 

and recycling. Also, the recycling data was seen to be related to the ratio of recycled waste to 

the total quantity of waste. This data also presented the manner in which the firm managed 

the operations which could benefit the local air sheds and watersheds, and the way in which 

the company operations affected the land usage and the stability of the local ecology. The 

water resource-related data included the consumption of the drinking waters, industrial waters 

or steam. 

 

For calculating the GIS data, we estimated the average scores for all the three subcategories 

in the following manner: 

 

GIS = [
𝑬𝒏𝒆𝒓𝒈𝒚 𝒂𝒏𝒅 𝑪𝒍𝒊𝒎𝒂𝒕𝒆 𝑪𝒉𝒂𝒏𝒈𝒆 ା𝑬𝒏𝒗𝒊𝒓𝒐𝒏𝒎𝒆𝒏𝒕𝒂𝒍 𝑷𝒐𝒍𝒊𝒄𝒚 𝒂𝒏𝒅 𝑹𝒆𝒑𝒐𝒓𝒕𝒊𝒏𝒈  ା 𝑹𝒆𝒔𝒐𝒖𝒓𝒄𝒆 𝑴𝒂𝒏𝒂𝒈𝒆𝒎𝒆𝒏𝒕 

ଷ
] 

 

3.2.2 Idiosyncratic Risk: 

The researchers applied the stock-response model for assessing the manner in which the 

firm’s GIS decreased the firm’s idiosyncratic risks. The stock-response model was based on 

the 4-factor benchmark model that was described in the finance studies (Carhart, 1997; Fama 

and French, 1993; 2006):  

 

Rid = Rfd + β1i(Rmd - Rfd) + β2iSMBd + β3iHMLd + β4iUMDd + εid    (1) 

 

Wherein; Rid refers to the return on the stock, i, for the day, d; Rfd refers to the risk-free rate 

for day, d; Rmd represents the market returns for day, d; SMBd refers to the difference 

between the mean returns on the small and big stocks’ value-weighted portfolios for the day, 

d; HMLd refers to the difference between the mean returns on the higher and lower book-to-

market stocks’ value-weighted portfolios for the day, d; UMDd refers to the difference 
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between the mean return value of the prior high return portfolios on day, d; while εid refers to 

the estimated error value for the Carhart 4-factor model for day, d. With the help of this daily 

data, the model can determine the expected stock-returns for firm, i on day, d. In this study, 

we followed the method described by Carhart (1997) and used this model for every firm in 

the sample, for each year, and collected the relevant information from Dr French’s website 

and the Thomson Reuther database. Based on the earlier research (Bharadwaj et al., 2011), 

we used the annualised standard deviation value for the residual (ϵid) that was estimated for 

every firm as the measure of the firm’s idiosyncratic risk. 

 

3.2.3 Control Variables: 

In this study, we included a set of variables that could control the probable effects of the 

relationship between GIS and idiosyncratic risk. The different control variables included the 

firm size, research and developmental intensity, firm profitability and slack resources. The 

firm size was a vital control variable which used the company assets as an indicator of its size. 

In one study, McWilliams and Siegel (2000) mentioned that the omission of R&D factor 

from a model that studied the relationship between the firm performance and GIS of the 

company could present erroneous results. In this study, we estimated the R&D factor by 

determining the ratio between R&D expenditure and total sales. Many studies tried 

controlling the financial performance. Here, as prior financial performance can contribute to a 

firm’s current GIS (McGuire et al., 1988), we accommodated this by including returns on 

assets (ROA) as a control variable for the GI impact of prior GIS. Finally, we also included 

and calculated the slack resource as a ratio between the free cash flow and total assets of the 

company. Additional, slack availability is a requirement for manage to pay for a GIS (e.g. 

Seifert et al., 2003). More prominent companies are more likely to hold the slack resources 

essential to undertake and ease green initiatives. 

 

3.3 Empirical Model: 

3.3.1 System-Generalised Method of Moment (GMM): 

As shown in this study, two main issues had to be resolved. Firstly, we investigated the 

dynamic data structure and also investigated the past idiosyncratic risk in order to estimate 

the existing idiosyncratic risk. Second, when we investigated the relationship occurring 

between the GIS and firm’s idiosyncratic risk, the current idiosyncratic risk was correlated 

with all observable and unobservable factors (like observable and unobservable 

heterogeneity), which helped in making the GIS-related decisions. In particular, the firms that 
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relied on high-quality processes and products showed high GIS commitment. On the other 

hand, the contribution made by the GIS to the firm’s idiosyncratic risk was seen to be 

overstated, if all endogeneity issues remained unresolved.  

In this study, we applied the System-GMM estimator, which was proposed by 

Arellano and Bover (1995) and by Blundell and Bond (1998). They formulated this estimator 

for handling the circumstances having: 1) “small T, large N” panels, i.e., lesser time intervals 

and numerous individuals; 2) a linear functional relationship; 3) a dynamic and single left-

hand-side variable, which was based on its earlier realisations; 4) some independent variables 

which were not strictly exogenous, wherein they correlated with the earlier and existing 

realisations of error; 5) fixed individual effects; and 6) autocorrelation and heteroscedasticity 

within, but not across the individuals. 

The System-GMM estimator was used for resolving the issues like probable 

endogeneity and dynamic panel bias noted in the regressors. Therefore, this estimator was 

preferred compared to conventional panel OLS or the Within Group estimation methods 

(Arellano & Bover, 1995; Blundell & Bond, 1998; 2000; Blundell et al., 2001; Bond et al., 

2001; Hoeffler, 2002). Also, the OLS level and the Within Groups estimation methods were 

not consistent and biased, because (i) The OLS levels generally neglected all the unobserved 

time-invariant firm effects; while (ii) The Within Groups estimation method considered the 

unobserved country-specific effects in a particular time period with the help of the dynamic 

panel data model (Hsiao, 2014; Nickell, 1981). It was also seen that the coefficient estimates 

for the lagged dependent variables derived using the OLS levels and Within Groups 

estimators, were considered as the approximate values of the upper and lower limits, 

respectively (Bond et al., 2001; Hoeffler, 2002). 

The System-GMM yielded consistent and effective values in the regression model, 

where the independent variables in the model were not exogenous but were correlated to the 

earlier and existing realisations of error when the heteroscedasticity and autocorrelation in all 

estimates were noted (Roodman, 2009). This estimator also controlled all the endogeneity 

issues as it used the lagged dependent and endogenous variables along with variables which 

were not related to the fixed effects (Nickell, 1981; Roodman, 2009). In comparison to the 

difference GMM estimator that was proposed by Arellano and Bond (1991), the System 

GMM was more effective as it presumed that the initial differences occurring between the 

instruments were not correlated with fixed effects, which also included other instruments 

(Roodman, 2009). Also, the System-GMM could derive effective values when the series was 

similar to the random walks, whereas, in these cases, the Difference GMM estimator 
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displayed a higher sample bias (Blundell & Bond, 1998). Furthermore, the Difference GMM 

estimator showed a higher bias downwards compared to the Within Groups estimator, if the 

instruments were weak (Blundell & Bond, 2000; Hoeffler, 2002).  

Tables 3 and 4 describe the System-GMM regression data for the various automotive 

companies that were derived with the help of Eq. 3 and 6, for the period ranging between 

2011 and 2017. The two-step system GMM estimator presented efficient values in 

comparison to the one-step GMM method. Furthermore, the one-step GMM method showed 

small efficiency gains and asymptotic standard errors which were associated with the two-

step GMM estimators and were biased downwards in finite samples (Blundell & Bond, 1998; 

Hoeffler, 2002). As there were many other groups in the study, we used the two-step System 

GMM method. For all the estimates, we presumed that the lagged dependent variables were 

predetermined, whereas the control variables were presumed as endogenous.  

Furthermore, the stability of these System-GMM estimators was based on the 

presumption that the error terms did not display any correlation issues and also assumed the 

validity of the instruments and the additional moment restrictions. In order to verify the 

validity of the assumptions, we used the Arellano-Bond test in order to determine no serial 

correlation between the error terms and Hansen test for the other parameters and the 

Difference-in-Hansen test for other moment restrictions. Tables 3 and 4 present the different 

specification test results for the System GMM values. After using all tests, the System-GMM 

equations were determined. It was seen that the Arellano-Bond test results required a lack of 

AR (2) serial correlation between the error terms. Hansen test was used for determining if the 

instruments were not correlated to the error term, whereas the Difference-in-Hansen test was 

used for testing the validity of additional moment restrictions, using equations 3 and 6. 

 

3.3.2 Model: 

In this study, the empirical model used was an extended version of the model presented 

earlier (e.g., Cai et al., 2016; Li et al., 2017; Wong et al., 2018). This model was used for 

investigating the various relationships between GI and Idiosyncratic risk, using the below-

mentioned linear growth equation. After studying many models, the researchers noted that the 

firm’s idiosyncratic risk, i, for time, t, was the function of the GIS and different control 

variables, as shown in the following equation: 

 

 Idiosyncratic risk = f (Green Innovation Strategy)                                      (2) 
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We determined the correlation between the idiosyncratic risk, depending on its lagged valued, 

Idiosyncratic riskit-1, and all GIS variables (rate or score described earlier), GIS and the firm-

level control variables (such as ln revenue, ln total assets, R&D intensity, free cash flow, 

ROA, and time dummies), which were labelled as CONTROLit, with the help of the 

regression equation presented below: 

 

Idiosyncratic_riskit= α + βIdiosyncratic_riskit-1 + γGISit + 𝛿௃ ∑ 𝐶𝑂𝑁𝑇𝑅𝑂𝐿௡
௝ୀହ it + μi + εit  (3) 

 

Wherein |β|<1. The disturbances, µi and εit, showed no cross-correlation, and displayed the 

following properties: 

E (εit) = 0; E(μi) =0; E(εitμi) =0    (4) 

 

The time-varying errors were also assumed to have no correlation: 

 

E(εitεis) = 0 with ∀t ≠ s      (5) 

i = 1, …, 132; t = 2011…, 2017. 

 

Soto (2009) showed that no conditions had to be imposed on μi variance, as the majority of 

the moment conditions required for the model estimation, did not require any 

homoscedasticity. The idiosyncratic risk factor represented the current firm performance, GIS 

represented the GIS scores for the firm, i, for time, t; while idiosyncratic riskt-1 refers to the 

firm having a period lag of 1; CONTROL represents the control variables (i.e., ln total assets 

and ln revenue, which denote the log of the total assets and the log of the revenue 

respectively; ROA, free cash flow and the time dummies); µi denotes the unobserved firm-

specific fixed effects; and εit was the error term. We conducted the robustness test with the 

help of other dependent variables such as the systematic risk and leverage.  

In order to verify the moderating role played by the firm size in the automotive 

manufacturing field, we developed a few models and investigated the relationship between 

GI and the idiosyncratic risk. The following model determined the effect of all interactions 

occurring between GIS and competitive action on idiosyncratic risk:  

 

Idiosyncratic riskit = α + βIdiosyncratic riskit-1 + γ1GISit + γ2(GISit*Competitive Actionit) 

+𝛿௃ ∑ 𝐶𝑂𝑁𝑇𝑅𝑂𝐿௡
௝ୀହ it + μi + εit        (6) 



 

18 
 

 

All the variables described above were seen to account for the possible interactions that take 

place between the GIS and competitive action, whereas the affiliation of all products of the 

variables with the GIS was used as the regressor. 

 

4. Results and Discussion: 

The statistics and the correlation matrix for all variables used in the study are given in Table 

1 and 2. We observe that the correlation between all these variables show a statistical 

significance (as per the t-value) and fulfil the study objectives. These results have been 

derived from the control variables related to the other variables. Furthermore, the correlation 

matrix indicates that the variables used in the study show no multicollinearity, as their value 

is less than 0.80. It is also seen that the mean for Variance Inflation Factor (VIF) is 4.35 (less 

than 10), and this indicates that multicollinearity issue does not exist. 

 

Insert Table 1 Here 

Insert Table 2 Here 

 

4.1 Testing the Effect of GIS on Idiosyncratic Risk 

Table 3 describes the dynamic and the static results, Pooled OLS and the Fixed Effect model 

along with the System-GMM values for the firm’s idiosyncratic risk. These values have been 

determined by applying the GIS, which has helped in assessing the effect after disregarding 

the dynamic relationship between the GIS-Idiosyncratic risk and the heterogeneity. All results 

have been validated for the different misspecification tests (like the Hansen test used for other 

restrictions and the second-order serial correlation test, i.e., AR 2 test) by using of the 

System-GMM model specifications. Additionally, the positive and the significant coefficients 

related to the lagged dependent variables confirm the currency of the idiosyncratic risk value, 

which relied significantly on its past value. As described in Table 3, the significant and 

positive coefficients of the lagged dependent variables of the System-GMM exist between the 

Pooled OLS model and the Fixed Effects model. An earlier study by Bond et al. (2001), they 

have shown similar results when an unbiased and competent System-GMM estimator has 

been used. In this study, we have used the two-step System GMM estimator for calculations 

of estimators and Hansen test for determining the other restrictions. The results show that the 

firm’s total asset and the free cash flow did not affect the idiosyncratic risk. The total revenue 
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and R&D intensity show a positive effect on the firm’s idiosyncratic risk. A mixed 

correlation is seen between the idiosyncratic risk and the ROA. 

As shown in this study, some biases arise if we overlook the dynamic relationship 

between the GIS and firm’s idiosyncratic risk (i.e., Fixed-Effects model) along with the 

unobservable heterogeneity (i.e., the Pooled OLS model). As described in Table 3, we note a 

negative relationship (based on Pooled OLS estimate model, i.e., Model 3 and the Fixed 

Effects estimate model, i.e., Model 2) between the firm’s idiosyncratic risk and GIS, similar 

to the Dynamic model System-GMM, i.e., Model 5. However, a neutral relationship is noted 

between the static Pooled OLS model (Model 1) and dynamic fixed-effects model (Model 4). 

Thus, we consider the dynamics prior to estimating the relationship between the GIS and the 

firm’s idiosyncratic risk. Since biased results have been noted after implementing the OLS 

estimates and Fixed-Effects models, we highlight the results generated by the System-GMM 

model. Their results indicate that the GIS negatively affects the firm’s idiosyncratic risk. Data 

shows the effect on H1; thereby highlighting the fact that GI affects the idiosyncratic risk. 

Hence, we validate the presence of a negative relationship between GIS and the firm’s 

idiosyncratic risk activities. The earlier studies have displayed similar results (e.g., Becchett 

et al., 2015; Harjoto & Laksmana, 2018; Mishra et al., 2013; Li et al., 2017; Luo 

&Bhattacharya. 2009). 

 

Insert Table 3 Here 

 

4.2. Testing the Interactive Effect of GIS and Competitive Action on the Idiosyncratic Risk: 

In this study, we determine the interactive effect of the GIS and competitive actions on the 

firm’s idiosyncratic risk. The regression analysis of the System-GMM estimator has been 

presented in Table 4. The Arellano and the Bond test for autocorrelation offered evidence for 

the presence of a first-order autocorrelation (AR1) and absence of a second-order 

autocorrelation (AR2), thereby supporting the general model validity. On the other hand, the 

Hansen test shows the consistency of the GMM instruments. It is seen that this method 

controls the probable correlation between all regressors and unobserved factors. Table 4 

describes the results for the traditional determinants of the firm’s idiosyncratic risk.  

Furthermore, Table 4 also presents the regression model results that have been used 

for the proposed hypotheses. The interaction between the GIS and competitive action along 

with their effects on the firm’s idiosyncratic risk has been assessed using Model 3, as shown 
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in Table 4. We used Model 3 in order to test Hypothesis 2, as it is seen to be a specified 

model that depicts all the effects of each variable. This model includes the interactive term 

between the GIS and the competitive action. Brambor et al. (2006) have stated that it is not 

essential to interpret every individual coefficient during the GIS and competitive action 

interaction, as these coefficients may not be relevant to this study. We have proposed 

Hypothesis 2 in order to predict whether the competitive action negatively moderates the 

relationship between the GIS and the firm’s idiosyncratic risk. It is noted that as the 

competitive action increases, the negative correlation between the GIS and the firm’s 

idiosyncratic risk also increases. When Model 3 is used, a negative but significant coefficient 

is noted after the interaction between the GIS and the competitive action (β= -0.585, p-value 

< 0.010). These results highlight the detrimental effect of GIS on the firm’s idiosyncratic risk 

when it interacts with the competitive action. This result validates the Hypothesis 2. 

 

Insert Table 4 Here 

 

Figure 2 describes this effect in further details. Based on the results of the Model 3 

presented in Table 4, in this study, we used the Aiken and West (1991) strategy in order to 

plot the significant interactive effects (p-value < 0.05) in order to accurately depict the 

moderating effects. Figure 2 presents the effect of the GIs on the firm’s idiosyncratic risk for 

the high and low levels of competitive action. Furthermore, a standard deviation that is lower 

or greater than the average value indicates a low or high level of the various moderating 

variables, respectively.  

As presented in Figure 2, if the GIS value increases by 1 value of the standard 

deviation value below the mean to 1 value is higher than the mean, the firm’s idiosyncratic 

risk showed a decrease to -2.60 from 4.19. This occurs in firms that have higher competitive 

action. On the other hand, the firms with a lower competitive action indicate an increase in 

idiosyncratic risk to -0.39 from -6.80. Thus, if the GIS increases from 1 value of the standard 

deviation lesser than the average to 1 value higher than the mean, the firm’s with a high 

competitive action shows a 162.05% decrease in their idiosyncratic risk; whereas the firms 

with a low, competitive action shows a 113.23% increase in their idiosyncratic risk. Figure 1 

indicates that the GIS effect shows a low to high variation, whereas the GIS and the firm’s 

idiosyncratic risk when the relationship changes from positive to negative. 

Furthermore, the competitive action was seen to moderate the GIS effect on the firm’s 

idiosyncratic risks. A significantly negative correlation is noted between all the factors in the 
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companies which show high competitive action. The interaction patterns between all 

parameters are consistent with the prediction. To conclude, as per the definition of the 

idiosyncratic risk, the results of this study show that the firms with a higher GIS can achieve 

a low risk, whenever the competitive action was high. 

 

Insert Figure 2 Here 

 

Typically, traditional results tables report only model parameters. In a linear-additive 

model, these are the quantities of interest since the coefficients, and standard errors describe 

what we know about the marginal effect of each independent variable. However, this is not 

the case with multiplicative interaction models. Thus, this study also presents a simple figure 

(Figure 3) that graphically illustrates how the marginal effect of GIS changes across the 

observed range of competitive action in the form of a marginal effect plot. The solid sloping 

line in Figure 3 indicates how the marginal effect of GIS changes with the level of 

competitive actions. The dashed curves around the marginal effect line depict a 95% 

confidence interval, thereby identifying the values of competitive action at which the 

marginal effect of GIS is statistically significant.  

As is apparent from inspection of Figure 3, GIS has a statistically significant negative 

effect on idiosyncratic risk over most of the sample values of competitive action (from -7.8 to 

-2.2). For example, when competitive action is equal to 2.0, the marginal effect of GIS on is 

equal to idiosyncratic risk approximately 0.50 percentage points. Critically, since the 

confidence interval bands do not cross 0 for values of competitive action smaller than or 

equal to -2.2, we can conclude that the marginal effects are statistically different from zero (at 

the 95% level) over the range of GIS from -7.8 to 2.2. A closer look at the histogram reveals 

that approximately 75% of the observations in the sample have values of competitive action 

smaller than or equal to -2.2. This plot provides unambiguously strong evidence for 

hypothesis 2 because each of its three predictions receives strong empirical support. 

 

Insert Figure 3 Here 
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5. Conclusions: 

In the past few years, many researchers have shown a lot of interest in the GIS of different 

organisations. However, a majority of the academic and financial studies have only focused 

on accounting-based measures like ROE, ROA, and net profit. Another important parameter 

related to the corporate financial performance, i.e., the idiosyncratic risk involved in the 

firm’s stock prices, was disregarded by these scholars. In this study, we investigated the 

correlation between the firm’s GIS and the idiosyncratic risk. Several recent studies reported 

that GIS and the firm’s idiosyncratic risk showed a slightly negative relationship; however, 

some studies stated that additional research was required for determining the role played by 

all omitted variables that affected this relationship. There is an on-going debate, and better 

models are needed for investigating these issues. Here, we analysed the critical role played by 

the firm’s competitive actions and thereafter explained the GIS activity interface. 

In this study, we have described several results that highlighted the correlation 

between the firm’s idiosyncratic risk and GIS. Firstly, they considered the dynamic data for 

estimating the System-GMM regression. The results indicated that GIS showed a significant 

but negative correlation with the firm’s idiosyncratic risk. Secondly, we also investigated the 

two-way interaction occurring between the firm’s competitive activities and GIS, while 

considering idiosyncratic risk as the dependent variable. Results indicated that the 

competitive actions negatively interacted with the GIS, which indicated synergy. Furthermore, 

the interaction occurring between the competitive actions and GIS negatively affected the 

idiosyncratic risk, which supported Hypothesis H2.  

The results noted in this study were supplemented by the existing literature as it 

offered several practical and theoretical findings. This study has attempted to offer evidence 

regarding the relationship between the GIS and the firm performance, which showed that 

along with reducing the harmful environmental effects, a high GIS could improve the firm’s 

profitability and also decrease the risk. This study did not restrict the firm’s financial 

performance with regards to its profitability, as it offered evidence related to the correlation 

between the GIS and the firm’s idiosyncratic risk. Finally, it offered evidence for settling the 

on-going debate, i.e., “Does it pay to be green?” 

Furthermore, this study used the resource-based view, which indicated that any firm 

that consisted of competitive action could significantly promote their GIS efforts. Because of 

the competitive action, the firms having a high GIS could acquire and improve the firm’s 

environment-friendly reputation, and their differentiation benefits. This study also analysed 

the moderating role played by the competitive actions on the GIS and its relationship with 
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firm risk. Finally, this study noted the various configurations of the environment-related 

factors which strengthened the negative effect of the GIS on the firm risk.  

This study also offered critical managerial implications for all researchers who wished 

to study the competitive actions of the firm after the implementation of the GIS. As the GIS 

negatively affects the idiosyncratic risk, all managers must note that any investment in the 

GIS could help in developing novel market opportunities, increasing sales, stabilising its 

correlation with the important stakeholders and deriving financial advantage, without 

increasing the company’s costs (Gotschol et al., 2014; Li et al., 2017). The results noted in 

this study stated that the GIS improved the corporate reputation and subsequently decreased 

the firm’s idiosyncratic risk. This helped the stakeholders and stockholders interpret and 

understand the performance of the GIS.  

Additionally, the results also allowed the managers to understand the firm’s internal 

resources, especially competitive action, as it could increase the positive effects of the GIS. 

Hence, the business managers must recognise the role played by the GIS, so that they could 

inform the market regarding the beneficial effects of the GIS and helped them display better 

financial performance.  

 

Limitations and future research: 

Despite the different results presented in this study, the study does present some limitations. 

Firstly, this study used a sample consisting of publicly-listed automotive companies; however, 

it did not include other sectors like maritime and air transport. As these other sectors also 

contribute to the current economy, future studies must incorporate them in their empirical 

settings, thereby including the generalised results. Also, in the future, the researchers must 

compare the GIS levels of the listed and non-listed companies for understanding which of the 

firms incorporate environment-friendly activities and derive better financial gains.  

Secondly, in this study, we studied the moderating role played by the competitive 

actions in the relationship between GIS and idiosyncratic risk. Several internal or external 

parameters affect the firms, like the organisational culture, which moderates the effect of the 

GIS on the risk. Hence, we proposed a solution that incorporated the firm’s internal and 

external factors in their future settings. Lastly, this study only focused on publicly-listed 

manufacturing companies in developed countries. These developed countries were aware of 

the various environmental issues and implemented many green initiatives for ensuring their 

sustainable growth. However, these results are not an accurate representation of other 
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developing countries, since they are subjected to different legislation, regulations, 

organisational structure and economic issues. Hence, this study must be replicated in different 

settings for measuring the generalisation of the results and offering better empirical evidence 

for verifying the study results.  

References 

Agle, B. R., Donaldson, T., Freeman, R. E., Jensen, M. C., Mitchell, R. K., & Wood, D. J. 
(2008). Dialogue: Toward superior stakeholder theory. Business Ethics Quarterly, 18(2), 153-
190. 

Aguilera-Caracuel, J., & Ortiz-de-Mandojana, N. (2013). Green innovation and financial 
performance: An institutional approach. Organization & Environment, 26(4), 365-385. 

Aiken, L. S., West, S. G., & Reno, R. R. (1991). Multiple regression: Testing and 
interpreting interactions. Sage. UK. 

Albertini, E. (2013). Does environmental management improve financial performance? A 
meta-analytical review. Organization & Environment, 26(4), 431-457. 

Ang, A., Hodrick, R. J., Xing, Y., & Zhang, X. (2006). The cross‐section of volatility and 
expected returns. The Journal of Finance, 61(1), 259-299. 

Arellano, M., & Bond, S. (1991). Some tests of specification for panel data: Monte Carlo 
evidence and an application to employment equations. The Review of Economic 
Studies, 58(2), 277-297. 

Arellano, M., & Bover, O. (1995). Another look at the instrumental variable estimation of 
error-components models. Journal of Econometrics, 68(1), 29-51. 

Aragón-Correa, J. A., Martín-Tapia, I., & Hurtado-Torres, N. E. (2013). Proactive 
environmental strategies and employee inclusion: The positive effects of information sharing 
and promoting collaboration and the influence of uncertainty. Organization & 
Environment, 26(2), 139-161. 

Aupperle, K. E., Carroll, A. B., & Hatfield, J. D. (1985). An empirical examination of the 
relationship between corporate social responsibility and profitability. Academy of 
Management Journal, 28(2), 446-463. 

Bansal, P. (2002). The corporate challenges of sustainable development. Academy of 
Management Perspectives, 16(2), 122-131. 

Bansal, P. (2005). Evolving sustainably: A longitudinal study of corporate sustainable 
development. Strategic Management Journal, 26(3), 197-218. 



 

25 
 

Bansal, P., & Clelland, I. (2004). Talking trash: Legitimacy, impression management, and 
unsystematic risk in the context of the natural environment. Academy of Management 
Journal, 47(1), 93-103. 

Bansal, P., & Gao, J. (2006). Building the future by looking to the past: Examining research 
published on organizations and environment. Organization & Environment, 19(4), 458-478. 

Becchetti, L., Ciciretti, R., & Hasan, I. (2015). Corporate social responsibility, stakeholder 
risk, and idiosyncratic volatility. Journal of Corporate Finance, 35, 297-309. 

Bharadwaj, S. G., Tuli, K. R., & Bonfrer, A. (2011). The impact of brand quality on 
shareholder wealth. Journal of Marketing, 75(5), 88-104. 

Blundell, R., & Bond, S. (1998). Initial conditions and moment restrictions in dynamic panel 
data models. Journal of Econometrics, 87(1), 115-143. 

Blundell, R., Bond, S., & Windmeijer, F. (2001). Estimation in dynamic panel data models: 
improving on the performance of the standard GMM estimator. In Nonstationary panels, 
panel cointegration, and dynamic panels (pp. 53-91). Emerald Group Publishing Limited. 

Bond, S. R., A. Hoeffler, and J. Temple. (2001). GMM Estimation of Empirical Growth 
Models. CEPR Discussion Paper Series No. 3048. Centre for Economic Policy Research 
(CEPR), London. 

Brambor, T., Clark, W. R., & Golder, M. (2006). Understanding interaction models: 
Improving empirical analyses. Political Analysis, 14(1), 63-82. 

Cai, L., Cui, J., & Jo, H. (2016). Corporate environmental responsibility and firm 
risk. Journal of Business Ethics, 139(3), 563-594. 

Campos, L. M., de Melo Heizen, D. A., Verdinelli, M. A., & Miguel, P. A. C. (2015). 
Environmental performance indicators: a study on ISO 14001 certified companies. Journal of 
Cleaner Production, 99, 286-296. 

Carhart, M. M. (1997). On persistence in mutual fund performance. The Journal of 
finance, 52(1), 57-82. 

Carroll, A. B. (1979). A three-dimensional conceptual model of corporate 
performance. Academy of Management Review, 4(4), 497-505. 

Chan, H. K., Yee, R. W., Dai, J., & Lim, M. K. (2016). The moderating effect of 
environmental dynamism on green product innovation and performance. International 
Journal of Production Economics, 181, 384-391. 

Chang, C. H. (2011). The influence of corporate environmental ethics on competitive 
advantage: The mediation role of green innovation. Journal of Business Ethics, 104(3), 361-
370. 



 

26 
 

Chang, C. H., & Chen, Y. S. (2013). Green organizational identity and green 
innovation. Management Decision, 51(5), 1056-1070. 

Chatterjee, S., Lubatkin, M. H., Lyon, E. M., & Schulze, W. S. (1999). Toward a strategic 
theory of risk premium: Moving beyond CAPM. Academy of Management Review, 24(3), 
556-567. 

Chen, Y. S., Lai, S. B., & Wen, C. T. (2006). The influence of green innovation performance 
on corporate advantage in Taiwan. Journal of Business Ethics, 67(4), 331-339. 

Chen, Y. S. (2008). The driver of green innovation and green image–green core 
competence. Journal of Business Ethics, 81(3), 531-543. 

Chiou, T. Y., Chan, H. K., Lettice, F., & Chung, S. H. (2011). The influence of greening the 
suppliers and green innovation on environmental performance and competitive advantage in 
Taiwan. Transportation Research Part E: Logistics and Transportation Review, 47(6), 822-
836. 

Cordeiro, J. J., & Sarkis, J. (1997). Environmental proactivism and firm performance: 
evidence from security analyst earnings forecasts. Business Strategy and the 
Environment, 6(2), 104-114. 

D’Aveni, R. A. (1994). Hypercompetition–Managing the Dynamics of Strategic 
Maneuvering, New York, Toronto. 

Dangelico, R. M., & Pontrandolfo, P. (2015). Being ‘green and competitive’: the impact of 
environmental actions and collaborations on firm performance. Business Strategy and the 
Environment, 24(6), 413-430. 

Dangelico, R. M., & Pujari, D. (2010). Mainstreaming green product innovation: Why and 
how companies integrate environmental sustainability. Journal of Business Ethics, 95(3), 
471-486. 

Dangelico, R. M., Pujari, D., & Pontrandolfo, P. (2017). Green product innovation in 
manufacturing firms: A sustainability‐oriented dynamic capability perspective. Business 
Strategy and the Environment, 26(4), 490-506. 

De Boer, J. (2003). Sustainability labelling schemes: the logic of their claims and their 
functions for stakeholders. Business Strategy and the Environment, 12(4), 254-264. 

Etzion, D. (2007). Research on organizations and the natural environment, 1992-present: A 
review. Journal of Management, 33(4), 637-664. 

Fama, E. F., & French, K. R. (1993). Common risk factors in the returns on stocks and 
bonds. Journal of Financial Economics, 33(1),57-82. 

 



 

27 
 

Fama, E. F., & French, K. R. (2006). The value premium and the CAPM. The Journal of 
Finance, 61(5), 2163-2185. 

Gaspar, J. M., & Massa, M. (2006). Idiosyncratic volatility and product market 
competition. The Journal of Business, 79(6), 3125-3152. 

Ge, B., Yang, Y., Jiang, D., Gao, Y., Du, X., & Zhou, T. (2018). An empirical study on green 
innovation strategy and sustainable competitive advantages: Path and 
boundary. Sustainability, 10(10), 3631. 

Gotschol, A., De Giovanni, P., & Vinzi, V. E. (2014). Is environmental management an 
economically sustainable business?. Journal of Environmental Management, 144, 73-82. 

Goyal, A., & Santa‐Clara, P. (2003). Idiosyncratic risk matters!. The Journal of 
Finance, 58(3), 975-1007. 

Gomez, A. (2016, January 4) Volkswagen (VLKAY) Stock Closes Down, U.S. Sales Drop 
10%, TheStreet. Retrieved from 
http://www.thestreet.com/story/13516097/1/volkswagenvlkay-stock-closes-down-u-s-sales-
drop-10.html 

Graves, S. B., & Waddock, S. A. (1999). A look at the financial-social performance nexus 
when quality of management is held constant. International Journal of Value-Based 
Management, 12(1), 87-99. 

Green Jr, K. W., Zelbst, P. J., Meacham, J., & Bhadauria, V. S. (2012). Green supply chain 
management practices: impact on performance. Supply Chain Management: An International 
Journal, 17(3), 290-305. 

Grewatsch, S., & Kleindienst, I. (2017). When does it pay to be good? Moderators and 
mediators in the corporate sustainability–corporate financial performance relationship: A 
critical review. Journal of Business Ethics, 145(2), 383-416. 

Grimm, C. M., & Smith, K. G. (1997). Strategy as action: Industry rivalry and coordination. 
South-Western College Pub. UK 

Hamilton, J. D., & Lin, G. (1996). Stock market volatility and the business cycle. Journal of 
applied econometrics, 11(5), 573-593. 

Harjoto, M., & Laksmana, I. (2018). The impact of corporate social responsibility on risk 
taking and firm value. Journal of Business Ethics, 151(2), 353-373. 

Hart, S. L. (1995). A natural-resource-based view of the firm. Academy of Management 
Review, 20(4), 986-1014. 

Hassel, L., Nilsson, H., & Nyquist, S. (2005). The value relevance of environmental 
performance. European Accounting Review, 14(1), 41-61. 



 

28 
 

Hoeffler, A. E. (2002). The augmented Solow model and the African growth debate. Oxford 
Bulletin of Economics and Statistics, 64(2), 135-158. 

Hui, P., Crowcroft, J., & Yoneki, E. (2010). Bubble rap: Social-based forwarding in delay-
tolerant networks. IEEE Transactions on Mobile Computing, 10(11), 1576-1589. 

Hsiao, C. (2014). Analysis of panel data (No. 54). Cambridge University Press. UK. 

Kam-Sing Wong, S. (2012). The influence of green product competitiveness on the success 
of green product innovation: Empirical evidence from the Chinese electrical and electronics 
industry. European Journal of Innovation Management, 15(4), 468-490. 

Kim, K. H., Kim, M., & Qian, C. (2018). Effects of corporate social responsibility on 
corporate financial performance: A competitive-action perspective. Journal of 
Management, 44(3), 1097-1118. 

King, A. A., & Lenox, M. J. (2001). Does it really pay to be green? An empirical study of 
firm environmental and financial performance. Journal of Industrial Ecology, 5(1), 105-116. 

Leonidou, L. C., Leonidou, C. N., & Kvasova, O. (2010). Antecedents and outcomes of 
consumer environmentally friendly attitudes and behaviour. Journal of Marketing 
Management, 26(13-14), 1319-1344. 

Li, D., Zheng, M., Cao, C., Chen, X., Ren, S., & Huang, M. (2017). The impact of legitimacy 
pressure and corporate profitability on green innovation: Evidence from China top 
100. Journal of Cleaner Production, 141, 41-49. 

Lin, R. J., Chen, R. H., & Huang, F. H. (2014). Green innovation in the automobile 
industry. Industrial Management & Data Systems, 114(6), 886-903. 

Lin, W. L., Cheah, J. H., Azali, M., Ho, J. A., & Yip, N. (2019). Does firm size matter? 
Evidence on the impact of the green innovation strategy on corporate financial performance 
in the automotive sector. Journal of Cleaner Production, 229, 974-988. 

Liu, W., & Atuahene-Gima, K. (2018). Enhancing product innovation performance in a 
dysfunctional competitive environment: The roles of competitive strategies and market-based 
assets. Industrial Marketing Management, 73, 7-20. 

Luo, X., & Bhattacharya, C. B. (2009). The debate over doing good: Corporate social 
performance, strategic marketing levers, and firm-idiosyncratic risk. Journal of 
Marketing, 73(6), 198-213. 

Marcus, A., Fremeth, R., (2009). Green management matters regardless. Academy of 
Management Perspectives, 23(3), 17-26. 

Martinez-del-Rio, J., Antolin-Lopez, R., & Cespedes-Lorente, J. J. (2015). Being green 
against the wind? The moderating effect of munificence on acquiring environmental 
competitive advantages. Organization & Environment, 28(2), 181-203. 



 

29 
 

Maxton, G. P., & Wormald, J. (2004). Time for a model change: re-engineering the global 
automotive industry. Cambridge University Press. UK 

McGuire, J. B., Sundgren, A., & Schneeweis, T. (1988). Corporate social responsibility and 
firm financial performance. Academy of management Journal, 31(4), 854-872. 

McWilliams, A., & Siegel, D. (2000). Corporate social responsibility and financial 
performance: correlation or misspecification?. Strategic Management Journal, 21(5), 603-
609. 

Merton, R. C. (1987). A simple model of capital market equilibrium with incomplete 
information. The Journal of Finance, 42(3), 483-510. 

Miller, K. D., & Bromiley, P. (1990). Strategic risk and corporate performance: An analysis 
of alternative risk measures. Academy of Management Journal, 33(4), 756-779. 

Miller, D., & Chen, M. J. (1996). The simplicity of competitive repertoires: An empirical 
analysis. Strategic Management Journal, 17(6), 419-439. 

Mishra, S., & Modi, S. B. (2013). Positive and negative corporate social responsibility, 
financial leverage, and idiosyncratic risk. Journal of Business Ethics, 117(2), 431-448. 

Mohr, L. A., Webb, D. J., & Harris, K. E. (2001). Do consumers expect companies to be 
socially responsible? The impact of corporate social responsibility on buying 
behavior. Journal of Consumer Affairs, 35(1), 45-72. 

Molina-Azorín, J. F., Claver-Cortés, E., Pereira-Moliner, J., & Tarí, J. J. (2009). 
Environmental practices and firm performance: an empirical analysis in the Spanish hotel 
industry. Journal of Cleaner Production, 17(5), 516-524. 

Nguyen, Q. A., & Hens, L. (2015). Environmental performance of the cement industry in 
Vietnam: the influence of ISO 14001 certification. Journal of Cleaner Production, 96, 362-
378. 

Nickell, S. (1981). Biases in dynamic models with fixed effects. Econometrica, 1417-1426. 

Nieuwenhuis, P., & Wells, P. (Eds.). (2015). The global automotive industry. John Wiley & 
Sons. UK 

Palmer, M., & Truong, Y. (2017). The impact of technological green new product 
introductions on firm profitability. Ecological Economics, 136, 86-93. 

Porter, M. E., & Reinhardt, F. L. (2007). A strategic approach to climate. Harvard Business 
Review, 85(10), 22-32. 

Porter, M. E., & Van der Linde, C. (1995). Toward a new conception of the environment-
competitiveness relationship. Journal of Economic Perspectives, 9(4), 97-118. 



 

30 
 

Przychodzen, J., & Przychodzen, W. (2015). Relationships between eco-innovation and 
financial performance–evidence from publicly traded companies in Poland and 
Hungary. Journal of Cleaner Production, 90, 253-263. 

Rappaport, A. (1986). Creating shareholder value. New York: The Free Press. 

Roodman, D. (2009). How to do xtabond2: An introduction to difference and system GMM 
in Stata. The Stata Journal, 9(1), 86-136. 

Schwartz, M. S., & Carroll, A. B. (2003). Corporate social responsibility: A three-domain 
approach. Business Ethics Quarterly, 13(4), 503-530. 

Seifert, B., Morris, S. A., & Bartkus, B. R. (2003). Comparing big givers and small givers: 
Financial correlates of corporate philanthropy. Journal of Business Ethics, 45(3), 195-211. 

Sharfman, M. P., & Fernando, C. S. (2008). Environmental risk management and the cost of 
capital. Strategic Management Journal, 29(6), 569-592. 

Shin, H. H., & Stulz, R. M. (2000). Firm value, risk, and growth opportunities (No. w7808). 
National bureau of economic research.  

Shrivastava, P. (1995). The role of corporations in achieving ecological 
sustainability. Academy of Management Review, 20(4), 936-960. 

Slotegraaf, R. J., Moorman, C., & Inman, J. J. (2003). The role of firm resources in returns to 
market deployment. Journal of Marketing Research, 40(3), 295-309. 

Smith, K. G., Ferrier, W. J., & Ndofor, H. (2001). Competitive dynamics research: Critique 
and future directions. Handbook of Strategic Management, 315, 361. 

Smith, K. G., Grimm, C. M., Gannon, M. J., & Chen, M. J. (1991). Organizational 
information processing, competitive responses, and performance in the US domestic airline 
industry. Academy of Management Journal, 34(1), 60-85. 

Starik, M., & Kanashiro, P. (2013). Toward a theory of sustainability management: 
Uncovering and integrating the nearly obvious. Organization & Environment, 26(1), 7-30. 

Soto, M. (2009). System GMM estimation with a small sample. UFAE and IAE Working 
Papers 780.09, Unitat de Fonaments de l'Anàlisi Econòmica (UAB) and Institut d'Anàlisi 
Econòmica (CSIC), Barcelona. Retrieved from: 
http://ideas.repec.org/p/aub/autbar/780.09.html. 

Tan, S. H., Habibullah, M. S., Tan, S. K., & Choon, S. W. (2017). The impact of the 
dimensions of environmental performance on firm performance in travel and tourism 
industry. Journal of Environmental Management, 203, 603-611. 

Tang, M., Walsh, G., Lerner, D., Fitza, M. A., & Li, Q. (2018). Green innovation, managerial 
concern and firm performance: An empirical study. Business Strategy and the 
Environment, 27(1), 39-51. 



 

31 
 

Tariq, A., Badir, Y., & Chonglerttham, S. (2019). Green innovation and performance: 
moderation analyses from Thailand. European Journal of Innovation Management. 

Tie, S. F., & Tan, C. W. (2013). A review of energy sources and energy management system 
in electric vehicles. Renewable and Sustainable Energy Reviews, 20, 82-102. 

Tseng, M. L., Tan, R. R., & Siriban-Manalang, A. B. (2013). Sustainable consumption and 
production for Asia: sustainability through green design and practice. Journal of Cleaner 
Production, 40, 1-5. 

Tuzzolino, F., & Armandi, B. R. (1981). A need-hierarchy framework for assessing corporate 
social responsibility. Academy of Management Review, 6(1), 21-28. 

Wagner, M. (2010). Corporate social performance and innovation with high social benefits: 
A quantitative analysis. Journal of Business Ethics, 94(4), 581-594. 

Walley, N., & Whitehead, B. (1994). It's not easy being green. Reader in Business and the 
Environment, 36, 81. 

Wang, J., & Dai, J. (2018). Sustainable supply chain management practices and 
performance. Industrial Management & Data Systems, 118(1), 2-21. 

Weng, H. H., Chen, J. S., & Chen, P. C. (2015). Effects of green innovation on environmental 
and corporate performance: A stakeholder perspective. Sustainability, 7(5), 4997-5026. 

Weng, M. H., & Lin, C. Y. (2011). Determinants of green innovation adoption for small and 
medium-size enterprises (SMES). African Journal of Business Management, 5(22), 9154-
9163. 

Xu, Y., & Malkiel, B. G. (2003). Investigating the behavior of idiosyncratic volatility. The 
Journal of Business, 76(4), 613-645. 

Yew, W. L., & Zhu, Z. (2019). Innovative autocrats? Environmental innovation in public 
participation in China and Malaysia. Journal of Environmental Management, 234, 28-35. 

Yu, W., & Ramanathan, R. (2016). Environmental management practices and environmental 
performance: The roles of operations and marketing capabilities. Industrial Management & 
Data Systems, 116(6), 1201-1222. 

Zhang, D., Rong, Z., & Ji, Q. (2019). Green innovation and firm performance: Evidence from 

listed companies in China. Resources, Conservation and Recycling, 144, 48-55. 

 

 

 

 



 

32 
 

 

Figure 1 Research Framework 

 

 

 

 

Figure 2 Effects of GIS on Idiosyncratic Risk: Contingent on Competitive Action (CA) 
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Figure 3 Marginal Effects of GIS on Idiosyncratic Risk: Contingent on Competitive 

Action (CA) 
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Table 1 Descriptive Statistic  

Variable Obs Mean Std. Dev. Min Max 

Idiosyncratic risk  924 0.061103 0.442187 -4.93754 4.290948 

GIS 924 52.47181 6.839678 30.99680 71.99490 

Competitive action 924 -2.390356 0.908788 -7.835524 -0.607625 

ln total assets 924 3.739523 0.770762 2.113943 6.007861 

ln revenue 924 3.758671 0.738403 2.001734 5.943428 

Free cash flow 924 0.054981 0.523199 -1.530880 8.495114 

R&D intensity  924 0.032564 0.056900 0.0000486 1.0245100 

ROA 924 0.188816 0.721816 -0.329590 10.068000 

Notes: All statistics are based on original data values. 

Table 2 Correlation Matrix  

Idiosyncra
tic risk GIS 

Competitiv
e action 

ln total 
assets ln revenue 

Free cash 
flow 

R&D 
intensity ROA 

 
Idiosyncratic 
risk  1 

GIS -0.0309 1 
Competitive 
action  -0.0259 0.0183 1 

ln total assets 0.0218 0.3481 -0.2328 1 

ln revenue 0.0343 0.3367 -0.3179 0.9528 1 
Free cash 
flow  0.0034 0.0046 -0.0423 0.0657 0.0838 1 
R&D 
intensity  -0.0300 -0.0100 0.4643 -0.1393 -0.1803 -0.0894 1 

ROA 0.0004 0.1068 0.1046 0.0690 0.0996 0.0078 -0.0534 1 

Notes: All statistics are based on original data values.  
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Table 3 Green Innovation Strategy and Idiosyncratic Risk (N=132 firms, T= 7, period = 

2011- 2017) 

 Static  Dynamic  
 OLS Fixed Effect OLS Fixed Effect System-GMM 
Variables Model 1 Model 2 Model 3 Model 4 Model 5 
      
Idiosyncratic Riskt-1   0.266*** 0.458*** 0.338*** 
   (0.102) (0.109) (0.0726) 
GIS -0.00282 -0.00890*** -0.00458* -0.0183 -0.0125*** 
 (0.00206) (0.00329) (0.00256) (0.00419) (0.00318) 
ln total assets -0.0574 0.4000 -0.0745 0.5350 -0.0770 
 (0.0736) (0.2610) (0.0817) (0.3680) (0.1930) 
ln revenue 0.0847* 0.114** 0.111 0.252* 0.596** 
 (0.0662) (0.2810) (0.0739) (0.3510) (0.2330) 
Free cash flow -0.00285 -0.00190 0.000348 -0.00642 0.00165 
 (0.00959) (0.0325) (0.0105) (0.0642) (0.0580) 
R&D intensity  -0.1510 2.6690*** -0.1880 4.9510*** 8.7450*** 
 (0.2410) (0.3750) (0.3930) (0.9260) (0.5180) 
ROA -0.00192* 0.0179** -0.00121* 0.0234* -0.0191*** 
 (0.00358) (0.0550) (0.00401) (0.0658) (0.0470) 
Constant 0.1110 -1.4870* 0.1830 -2.0720* -1.4690** 
 (0.0980) (0.8520) (0.1180) (1.1420) (0.6970) 
Year  Yes Yes Yes Yes Yes 
Observations 924 924 792 792 792 
R-squared 0.005 0.043 0.037 0.159  
Number of firms  132  132 132 
Number of 
instruments 

    21 

R Squared 0.0046 0.0430 0.0370 0.1594  
AR1     -2.56(0.011) 
AR2     -1.07(0.284) 
Hansen Test     20.90(0.075) 
Different in Hansen 
Test  

    6.29(0.392) 

Notes: The standard errors are reported in parentheses, except for Hansen test, AR (1), AR (2) 
and Difference-in-Hansen which are p-values. ∗∗∗, ∗∗ and ∗ indicate significance at 1%, 5% 
and 10% levels, respectively. Time dummies are included in the model specification, but the 
results are not reported to save space. System GMM model is estimated by using the Blundell 
and Bond (1998) dynamic panel system GMM estimations and Roodman (2009) - Stata 
xtabond2 command. 
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Table 4 Effect of Competitive Action and Green Innovation Strategy on Idiosyncratic 

Risk (N=132 firms, T= 7, period = 2011- 2017) 

 System-GMM 
Variable Model 1 Model 2 Model 3 
    
Idiosyncratic Riskt-1 0.223*** 0.339*** 0.303*** 
 (0.0739) (0.0725) (0.0137) 
GIS  -0.0125*** 0.0572*** 
  (0.00319) (0.0194) 
Competitive action -0.345 -0.251 33.38*** 
 (0.354) (0.392) (8.731) 
GIS*Competitive action   -0.585*** 
   (0.152) 
ln total assets 0.0426 -0.0671 -0.475* 
 (0.205) (0.192) (0.244) 
ln revenue 0.441 0.573** 0.815** 
 (0.280) (0.236) (0.317) 
Free cash flow  -0.0212 0.00132 -0.00135 
 (0.0711) (0.0576) (0.0610) 
R&D intensity  8.565*** 8.852*** 5.706*** 
 (0.561) (0.481) (0.648) 
ROA -0.0345 -0.0202 0.0345 
 (0.0444) (0.0463) (0.128) 
Constant -1.953** -1.393* -4.727*** 
 (0.785) (0.719) (1.395) 
Year Yes Yes Yes 
Observations 792 792 792 
Number of firms  132 132 132 
Number of instruments 21 21 21 
AR1 -2.64(0.008) -2.55(0.011) -2.99(0.003) 
AR2 -0.50(0.618) -1.08(0.281) -0.67(0.601) 
Hansen Test 17.37(0.183) 20.94(0.074) 17.55(0.130) 
Different in Hansen Test 4.05(0.670) 7.01(0.428) 6.56(0.476) 
Notes: The standard errors are reported in parentheses, except for Hansen test, AR (1), AR (2) 
and Difference-in-Hansen which are p-values. ∗∗∗, ∗∗ and ∗ indicate significance at 1%, 5% 
and 10% levels, respectively. Time dummies are included in the model specification, but the 
results are not reported to save space. System GMM model is estimated by using the Blundell 
and Bond (1998) dynamic panel system GMM estimations and Roodman (2009) - Stata 
xtabond2 command. 

 

 

 


