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1 Introduction

Computational  modelling  techniques  are  now  standard  tools  in  solid  state

science. They are used routinely to model and predict structures, to investigate

defect, transport and spectroscopic properties of solids, to simulate sorption and

diffusion, to develop models for nucleation and growth of solids and increasingly

to  model  and  predict  reaction  mechanisms.  They  are  applied  to  bulk  solids,

surfaces  and  nano-structures  and successful  applications  are  reported  for  all

major classes of solid: metals, semiconductors, inorganic and ceramic materials

and molecular crystals. Modelling methods are now indeed tools that are used to

guide, interpret and predict experiment (Butler et al., 2016; Moniz et al., 2015;

Woodley, 2016).

The solid state modeller now has a rich and powerful range of computational

tools.  Methods  based  on  interatomic  potentials  have  a  long  and  successful

history in the field and have been used to great effect in structure modelling and

prediction in modelling defects and in simulating molecular and ionic diffusion.

These methods still have an important role in the field, but they are inevitably

limited  by  their  exclusion  of  any  explicit  information  on  electronic  structure.

Electronic  structure  methods,  which  solve  the  Schrödinger  equation  at  some

level  of  approximation,  give  such  information  but  need  substantially  greater

computational  resources,  limiting  them  to  smaller  systems  and,  in  dynamic

simulations,  shorter  time  scales.  However,  with  the  continuing  exponential

growth  in  computer  power  and  with  theoretical,  technical  and  algorithmic

developments, the range and scope of such methods has expanded enormously
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in recent decades. In particular, there has been an explosion in the use of density

functional theory (DFT) based methods –  see Chapter 1 and 22 of the current

volume, which  evaluate  exchange  and  correlation  energies  by  using  an

approximate functional of the electron density, and scale with the system size

less  drastically  than  the  Hartree-Fock  (HF)  methods.  DFT  has  become  an

increasingly standard tool in computational solid state science.

In modelling crystalline solids, the most obvious procedure is to use three

dimensional periodic boundary conditions, by repeating the crystallographic unit

cell (or a supercell of the latter) infinitely in three dimensions. Such approaches

may also be adapted to model surfaces, where a two dimensional slab is used

with periodicity applied in the third dimension perpendicular to the slab leaving a

large gap between slabs in neighbouring cells. Three dimensional periodicity has

many substantial  technical  advantages,  including  the ability  to  represent  the

wave function with plane-wave basis sets.

Historically, a number of inventive schemes had been advanced, introducing

the  two-dimensional  analogues  of  this  approach  and  various  central  cell

corrections  (Bennett  et  al.,  1971;  Evarestov,  1975;  Janetzko  et  al.,  2002;

Stoneham, 1975; Zhang et al.,  2013). With the advent of high-power modern

computers,  however,  the  methodological  complexity  of  these  techniques  has

mostly  been  replaced  by  less  efficient  but  more  flexible,  easy-to-implement

schemes. Modelling using 3D periodicity is facilitated by a number of excellent

and  versatile  computer  codes.  Examples  include  the  VASP  (Kresse  and

Furthmüller, 1996) and CASTEP codes (Clark et al., 2005), which employ plane-

wave basis sets, and CRYSTAL (Dovesi et al., 2014), which uses atomic centred

basis  sets  in  common  with  molecular  quantum  chemistry.  These  and  other

computer  codes have been very  widely  used and have given very  extensive

insight  into  the  structure  and  bonding,  as  well  as  physical  and  chemical

properties, of a wide range of solids and their surfaces  (Freysoldt et al., 2014;

Groß, 2008; Lany and Zunger, 2008; Nieminen, 2007; Pacchioni, 2015). There

are, however, inherent limitations in this approach, the most obvious being the

treatment of localised states such as defects, polarons and adsorbed molecules.

Here, the only strategy within the context of 3D periodicity is to embed these

states within a supercell, to which the periodicity is applied. This approach, while

in  widespread usage,  inevitably  includes  interactions  between the  defects  or

adsorbed  species  which  may  give  uncertain  and  in  some  case  spurious

contributions  to  the  calculated  energy  and  properties.  A  related  practical



problem is  that,  to  minimise  interactions  between  the  species  of  interest  in

neighbouring  cells,  it  may  be  necessary  to  use  very  large  supercells  with  a

consequent increase in the computational requirements. A second and subtler

(and less well documented) problem is that, with an infinite 3D periodic system

employing  atom-centred  pseudopotentials,  there  is  no  clear  definition  of  the

vacuum energy level. This difficulty is a consequence of the strategy adopted to

resolve singularities that arise in the Fourier transforms of the periodic Coulomb

potential  and  atomic  pseudopotentials  (specifically  the  so-called  G=0  term),

which  involves  the  introduction  of  a  problem-  and  implementation-specific

constant  (Zunger and Cohen, 1979). As a common reference is therefore not

available, calculating ionisation potentials or defects in different charge states

consistently is problematic.

For  these  reasons,  alternative  methods  are  needed  and  the  solid  state

modeller  can  have  recourse  to  a  long  standing  approach  widely  used  in

molecular quantum chemistry and in biomolecular modelling, that is to represent

the region of interest – the defect, localised electronic state, adsorbed molecule

and the surrounding species – by a molecular cluster. In earlier work, a simple

cluster was often used, but it became apparent that such a strategy was severely

limited as, in the majority of cases, the effects of long range interactions could

not be ignored, and the description of the species at the outermost parts of the

cluster would be particularly problematic. For this reason, the “QM/MM” approach

was developed in which the quantum mechanical (QM) cluster is embedded in an

approximate representation of the surrounding lattice which is modelled using a

“molecular  mechanics”  (MM)  or  interatomic-potential-based  technique.

Calculations  involving  interatomic  potentials  are  computationally  far  cheaper

than QM calculations, so the embedding region can be large and can effectively

represent  the  electrostatic  effects  and  steric  constraints  of  the  surrounding

lattice. A number of methods are used for describing the interactions between

the two regions and for handling the crucial issue of the interface between them,

as will be discussed in later sections of this chapter. It is, however, clear that,

given  care  in  the  choice  of  cluster  size  and  embedding  methodology  and

potentials, these methods can yield accurate results and are indeed the method

of choice for several problems in condensed matter physics and chemistry. This

chapter will therefore, first outline the methodological aspects of the field before

giving illustrations of the power of the techniques in modelling defects, electronic

states and the reactivity of solids. Examples given demonstrate the capability of



the hybrid  QM/MM method to treat  problems extending to  the boundaries of

contemporary solid state chemistry and physics.

2 The Hybrid Quantum Mechanical /Molecular Mechanical approach

As outlined above, the basic idea of a hybrid QM/MM method is that an extended

system, such as a crystal, surface, nanowire or large nanoparticle, can be split

into two or more regions, each described with different levels of theory. A site of

interest can then be modelled with high accuracy using quantum mechanical

methods  at  amenable  computational  costs,  whereas  the surroundings will  be

included  in  a  more  approximate  manner  employing  cheaper  MM techniques.

Development of an appropriate hybrid QM/MM model poses the following key

questions:

 What is  the nature of  chemical  bonding in  the system of  interest  (see

Chapter 13 of this volume)? The answer should tell us how electrons are

distributed between the QM and MM regions.

 What is the embedding potential experienced by both nuclei and electrons

in the QM region?

 What is the polarising potential experienced by the surroundings?

 What is the master equation that will control the behaviour of the model’s

components?

Below we will briefly outline the commonly used approaches to address these

questions.

2.1 Background

2.1.1 One electron problem

In solid state theory, quantum mechanical / molecular mechanical models have

been developed, to understand and predict defect properties of bulk materials,

commonly in their crystalline form, and the chemical reactivity of their surfaces.

Ideal extended systems (without defects) are most often described using one-

electron wave functions, or orbitals, that are used as the basis of many-electron

wave functions, charge densities or Green’s functions in HF, DFT or many-body

theories  (see Chapters 1, 5, 7, 8, 9, 10, 11 of this volume). Such orbitals are

solutions of  corresponding one-electron Schrödinger equations with a periodic

potential  and,  therefore,  are normally taken as fully delocalised Bloch waves,



which, however,  can be recast as localised Wannier functions  (Brouder et al.,

2007); both types of functions are orthonormal and complete by design and can

be transformed into  each  other  by  a  unitary  transformation.  For  metals,  the

transformation can present certain difficulties due to the fractionally occupied

bands  at  the  Fermi  level  (Souza  et  al.,  2001),  and  it  has  not  been  proven

mathematically that the resultant set is fully localised (although this result has

been frequently obtained in practice, e.g. (Sporkmann and Bross, 1994)). A local

perturbation in the potential,  due to a defect in bulk or an adsorbate on the

surface, destroys the periodicity. The resulting orbitals for an extended system

with a perturbation can either localise around the defect,  with their  energies

below a certain threshold (or within a certain range, supporting bound states), or

retain  their  delocalised character,  while  experiencing only  a small  fluctuation

around the defect (scattered states). Both bound and scattered states can be

expanded  using  the  perfect  periodic  solutions  as  a  basis  within  perturbation

theory or semi-classical approaches (Koster and Slater, 1954). In either case, the

long range character of realistic perturbations requires further approximations in

how  (a)  perturbed  orbitals  are  combined  in  the  many-electron  solutions  self

consistently; (b) the perturbed nuclear potential energy is calculated around the

defect; and (c) the whole electron-nuclear system is brought into equilibrium.

Following (Pisani et al., 1983), “perturbed crystal” techniques consider solutions

for  the  whole  crystal,  describing  the  effect  of  a  local  perturbation  in  an

approximate  manner.  Alternatively,  for  well  localised  perturbations,  one  can

adopt  a  “perturbed  cluster”  approach  that  focuses  on  the  bound  states

perturbed by the crystalline environment in which the cluster is embedded. This

environment can be represented as an external potential, continuous medium, or

by  special  boundary  conditions.  These  perturbed  cluster  approaches  can  be

constructed in an  ad hoc manner, or derived following certain approximations,

from  the  full  defected-crystal  solutions,  with  a  net  effect  that  the  external

potential  acting  on  the  cluster  orbitals  is  nonlocal  and,  in  its  simplest  form,

energy-dependent (Pisani et al., 1990; Pisani et al., 2000; Pisani et al., 1983). The

majority  of  contemporary  quantum  mechanical  /  molecular  mechanical

approaches make a further approximation, replacing the fully nonlocal potentials

with  atom-centred  local  or  semilocal  energy-independent  approximate  forms.

Such  embedding  pseudopotentials  take  the  same form and  are  derived  in  a

similar  spirit  to  effective  core  and  /  or  model  pseudopotentials  employed  in

molecular and periodic calculations (see Chapter 3 of this volume).



Perturbed, embedded clusters present a significant improvement on simple

molecular clusters. With these methods one can make use of numerous quantum

chemical  techniques that account for local  and semi-local  electron correlation

effects on the bound, ground, and excited states, spectroscopic properties of the

defect, and are implemented in widely available molecular quantum mechanical

codes.  Despite  obvious  limitations,  a  molecular  cluster  approach  has  been

successfully used to calculate binding energies and frequency shifts of adsorbed

molecules on the surfaces of ionic materials (Pelmenschikov et al., 1995, 1998).

This  success  has,  however,  been  clearly  limited  to  the  cases  of  neutral  and

weakly dipolar species such as CO, which coordinate to a local adsorption site.

The  long-range  Coulomb  interactions  and  electron  exchange  prove  to  be

essential  for  the treatment of  charged defects,  charge transfer and chemical

reactivity, which are sensitive to the electrostatic field – see, e.g., (Johnson and

Truong, 1999; Kachurovskaya et al., 2002).

2.1.2 Many electron problem, electron groups, localisation and 

structural elements

When we define the central QM region of an extended system, it is obvious how

we select nuclei and the associated core electrons but not so for the valence

electrons. In general, we would like to reduce the difficult problem of a very large

number of N electrons (assumed infinite in periodic models) to explicit treatment

of only a small number of n electrons (the QM group) and an approximate implicit

tackling of the (still very large) N-n number of electrons in the surroundings (the

MM group).  In the context of quantum mechanics, we should account for the

interaction between electrons in these two groups. Such interactions can be split

into  the  classical  Coulomb  term  and  quantum  mechanical  exchange  and

correlation terms. Whereas the former is straightforward, although the subject of

many inventive optimisation schemes, and can be described using the charge

densities of the two regions (e.g. see (Laino et al., 2006; Sherwood et al., 1997;

Sushko and Abarenkov, 2010)), the latter are nontrivial. The exchange term can

be formally set by choosing an antisymmetric ansatz for the wave function of the

whole (McWeeny, 1959, 1960; Tolpygo, 1950), and often the correlation term is

neglected or included in an  a posteriori fashion using an MM level  of  theory,

which has underpinned a number of theoretical developments. This has been the

basis of many embedding concepts for systems with well localised electrons such

as molecular solids. This class of material, however, forms a minority within the



broad range of systems in the solid state. Usually, in materials of interest for

chemical  and  physical  applications,  one  should  employ  strong  electron

localisation procedures to make a link from the standard molecular orbital type of

theories, either based on the HF approximation or DFT, to such useful objects as

ionic closed shells,  lone pairs, or bonds, suggested by chemical intuition, and

widely employed from early hybrid quantum mechanical / molecular mechanical

work on solvents, organic macromolecules, enzymatic reactions, etc. (Åqvist and

Warshel, 1993; Lennard-Jones, 1937; Warshel and Karplus, 1972; Warshel and

Levitt, 1976). To perform such a strong electron localisation, one should remove

the orthonormal constraint on the wave functions, which necessitates the switch

from canonical Hartree-Fock (and correspondingly Kohn-Sham in DFT) equations

and  their  orbital  solutions  to  noncanonical  orbitals,  subject  to  Adams-Gilbert

equations (Danyliv and Kantorovich, 2004; Danyliv et al., 2007). Much effort has,

therefore,  concentrated on the derivation of  appropriate  embedding schemes

(Abarenkov et al., 2011; Abarenkov and Tupitsyn, 2001; Antes and Thiel, 1999;

Danyliv and Kantorovich, 2004; Danyliv et al., 2007; Guo et al., 2012; He et al.,

2009; Hégely et al., 2016; Huzinaga et al., 1987; Kantorovich, 1983, 1988; Laino

et al., 2006; Manby et al., 2012; Milov et al., 2015; Seijo and Barandiarán, 1996;

Shidlovskaya, 2002; Tchougréeff, 1999, 2016; Wesolowski et al., 2015). In this

respect, the external potential can originate from the surroundings, represented

by their charge density, giving rise to the family of so-called Density-Functional

Embedding methods – see (Fabiano et al., 2014; Huang et al., 2011; Peng et al.,

2008; Stefanovich and Truong, 1997; Wesolowski et al.,  2015) and references

therein, which are however beyond the scope of the current review.

Following (Kantorovich, 1983, 1988, 2000a, b), in a construction of a quantum

mechanical  /  molecular  mechanical  model  it  is  useful  to  consider  the  whole

extended system as a set of structural elements, each of which is associated

with an electronic group, which, as mentioned, can be realised as an ion or a

chemical  bond.  Such  structural  elements  may be  polarised or  locally  excited

(transferred into an excited state)  by external  fields but remain intact,  if  the

fields are sufficiently weak. In the core defect region, however, the structural

elements  may  be  destroyed  by  charge  transfer,  chemical  bonding  or  atoms

(ions) added or removed from the system. Ideally, therefore, separation of the

whole system into the QM cluster of interest and the surroundings described with

an MM method should avoid cutting through structural elements, which allows



one  to  associate  with  the  QM cluster  a  given  integral  number  of  electrons,

subject to treatments with standard methods of molecular quantum chemistry.

2.1.3 Electronic structure of the defect containing system and the 

choice of the method

Considering  the  electronic  structure,  materials  are  classed  as  insulators  or

semiconductors  –  where  all  electrons  can  be  localised  in  a  relatively  small

volume  –  or  metals,  semi-metals  and  degenerate  semiconductors  –  where

localised electronic states still extend over many hundreds atoms and beyond. In

practice, quantum mechanical / molecular mechanical methods are immediately

applicable to a particular material, if the characteristic Bohr radius of the most

extended occupied localised state is below that of a computationally tractable

QM cluster. This approach is therefore suitable and practical for all strongly ionic

(e.g.,  NaCl,  Al2O3,  or  GaN) and covalent compounds (e.g.,  diamond C, Si,  Ge,

saturated carbon chain and silicone polymers,  etc.),  but also for intermediate

heteropolar  materials  (e.g.  SiO2,  SiC,  MoS2,  etc.)  and  molecular  solids  (e.g.

elemental  arsenic,  selenium  or  sulphur,  fullerenes,  ice,  hydrocarbons,  etc.).

Materials with naturally extended states would be more appropriately modelled

with  alternative  approaches  –  where  the  electron  separation  into  groups  is

performed, for example in reciprocal rather than real space, which is, however,

beyond  the  scope  of  this  chapter.  Alternatively,  a  real  space  approach  to

embedding,  which  allows  for  nonlocal  perturbed solutions  to  be  constructed,

usually within a Green’s Functions formalism, may be employed, which, however,

poses the problem of how to account for atomic relaxations –cf. e.g. (Grimley and

Pisani, 1974; Inglesfield, 1981; James and Woodley, 1996; Pisani, 1978; Pisani et

al.,  1979;  Pisani  et  al.,  1983;  Woodley,  1997) and  the  perturbed  crystal

approaches  mentioned  above.  If  the  perturbation  of  an  extended  system  is

assumed to be localised within a small region, then one of the above approaches

can  still  be  applied,  and  the  relaxation  performed  within  the  cluster,  cf.

(Evarestov et al.,  1989; Gao and Wang, 1990; Kruger and Rösch,  1994).  The

problem of self-consistent mutual polarisation of the surroundings and the inner

QM cluster has in turn been addressed in  (Harding et al.,  1985; Kantorovich,

1983; Pascual and Seijo, 1995; Pisani et al., 1994).

A number of alternative approaches have been developed and implemented

in computer codes to treat point defects in ionic solids, with ICECAP (Harding et

al., 1985; Kunz and Vail, 1988; Vail, 1990), CLUSTER (Kantorovich, 1988; Shluger



et al., 1993; Shluger et al., 1986), GUESS (Mukhopadhyay et al., 2004; Sulimov

et al., 2002; Sushko et al., 2000), and AIMP  (Pascual et al., 2009; Pascual and

Seijo, 1995; Seijo and Barandiarán, 1996, 1999), with extensions to covalent and

other materials and types of application reported for example by  (Åqvist  and

Warshel, 1993; Bakowies and Thiel, 1996b; Bredow et al., 1996; Greatbanks et

al., 1994; Johnson and Truong, 1999; Kachurovskaya et al., 2002; Nasluzov et al.,

2003;  Pelmenschikov  et  al.,  1995,  1998;  Sierka  and  Joachim  Sauer,  1997;

Tchougréeff, 1999). These implementations differ in:

 The boundary conditions on the cluster –  cf. the perturbed cluster approach

(Pisani, 1993; Pisani et al., 1994; Pisani et al., 2000) with the embedded and

cyclic cluster approaches (Bredow et al., 1996; Janetzko et al., 2002) and the

localisation procedure –  cf.  (Huzinaga et al., 1987; Pascual and Seijo, 1995;

Seijo  and  Barandiarán,  1996) employing  the  strong  orthogonality

approximation with the more general approach in (Shidlovskaya, 2002);

 The  cluster  termination  employed  for  semi-covalent  materials  –  cf.  the

popular hydrogen termination with the semiempirical link atom and ab initio

separable potential operator approaches (Abarenkov et al., 2011; Abarenkov

and Tupitsyn, 2001; Antes and Thiel, 1999; Nasluzov et al., 2003; Sushko et

al., 2000) and the use of the anti-symmetrised product of strictly localized

geminals (Tchougréeff, 1999);

 The  level  of  coupling  between  the  cluster  and  its  environment,  which  is

particularly important in the context of semi-covalent and biological materials

– cf.  (Bakowies and Thiel, 1996b; Field et al., 1990; Greatbanks et al., 1994;

Sierka and Joachim Sauer, 1997).

Hybrid quantum mechanical / molecular mechanical techniques have a close

relationship with fragmentation methods that simulate a large system of interest

as a set of small interacting fragments, which, in fact, may even overlap with

each other, reminiscent of divide-and-conquer geometry optimisation strategies

(Brinkmann et al., 2014; Fabiano et al., 2014; Gordon et al., 2012; Guo et al.,

2012; He et al., 2009; Yang, 1991).

Now we will focus on the hybrid quantum mechanical / molecular mechanical

approaches  that  have  been  implemented  in  the  computational  chemistry

software  ChemShell  (Sherwood  et  al.,  2003) with  exemplar  applications

highlighted in Section 3.



2.2 ChemShell quantum mechanical / molecular mechanical coupling 

and master equations

ChemShell, a particularly effective package for quantum mechanical / molecular

mechanical  modelling  that  implements  a  number  of  alternative  additive  and

subtractive approaches, has been developed by Sherwood and co-workers (Keal

et al., 2011; Metz et al., 2014; Sherwood et al., 2003). Indeed, this package has

been widely used in both biomolecular and solid state modelling.

Quantum  mechanical  /  molecular  mechanical  schemes  implemented  in

ChemShell can be classified by the nature of the total energy expression (Metz et

al., 2014; Sherwood, 2000; Sherwood et al., 2003). The most physically intuitive,

“additive” approach is to construct a total QM/MM energy expression as a sum of

the QM, MM and coupling terms:

E=E ( Inner , QM )+E (Outer , MM )+E(Couple ,QM / MM) (
1)

where, E(Couple,QM/MM) accounts for all interactions between the two regions,

for  example,  classically handled bonding and van der  Waals  interactions and

modifications to the QM Hamiltonian to reflect the electrostatic influence of some

or all  of  the atoms in the outer  region.  Link atoms,  used to saturate  cluster

terminating  bonds  in  homo-  or  hetero-polar  covalent  materials,  need  to  be

tackled  carefully  in  this  approach,  to  avoid  unwanted  QM/MM  interactions.

Indeed, in the additive zeolite model of (Sherwood et al., 1997), employed in the

application work highlighted below, the link atoms are the intrinsic part of the

Inner region. Both QM and MM centres enter bending and torsional, 3- and 4-

body  MM terms,  but  due  to  the  electrostatic  coupling  between  MM and  QM

regions they are also accounted for by the QM term. To exclude such unphysical

double counting, the corresponding MM terms are omitted in the calculation of

the total energy and its derivatives (forces).

An alternative “subtractive” approach applies the MM scheme to the whole

(Inner+Outer) system and then corrects for the double counting by subtracting

the energy (computed at the classical level) of the Inner system:

E=E ( Inner+ Link ,QM )+E ( Inner+Outer , MM )−E ( Inner+Link , MM ) . (2)
Thus,  the  double  counting  of  the  Inner  region  energy  and  the  link  atom

contributions (that are a model artefact) are removed. This approach relies on

the MM energy closely reproducing the QM energy landscape for the Inner and

Link regions. Many subtractive approaches, perhaps most notably of the multi-

shell  ONIOM type –  cf.  (Guo et  al.,  2012;  Svensson et  al.,  1996),  include all



coupling between the inner and outer regions at the MM level of theory, and the

QM calculation is performed effectively as a gas-phase cluster calculation.

The additive and subtractive schemes are two extreme cases, and a number

of intermediate approaches are possible. If both of the MM terms in Eq. (2) are

redefined to include only an outer shell of the Inner region including link atoms,

the requirement of a close match between MM and QM landscapes for the core

Inner region is lifted. The subtractive approach can still be exploited to delete the

terms associated with the link atoms. In the limit of excluding all Inner atoms one

arrives at an additive expression with a link atom correction:

E=E ( Inner+ Link ,QM )+E (Outer , MM )−E(Couple ,QM /MM )−E (Link , MM)

.
(3)

A careful analysis of these approaches using such artificial objects as link atoms

and their foundations can be found in (Tchougréeff, 2008).

Further,  the quantum mechanical  /  molecular  mechanical  coupling can be

classified  depending  on  how  the  MM  centres  affect  the  electrons  that  are

described with  the QM terms and  vice  versa.  Following  (Bakowies  and Thiel,

1996a; Sherwood, 2000; Sherwood et al., 2003), we distinguish: (A) mechanical

embedding, where MM centres are not present in the QM calculation, and affect

the QM centres only via interatomic potentials (a force field); (B) electrostatic

embedding,  where  the  charge  distribution  of  the  surroundings  that  are

represented via  MM centres is  included in  the QM Hamiltonian;  (C)  polarised

embedding, in which MM centres respond to the electrostatic field of the QM

region but their response in not included fed back into QM Hamiltonian; and (D)

self-consistent  polarised  embedding,  where  both  the  electrostatic  embedding

and  polarisation  effects  are  treated  self-consistently.  Only  self-consistent

schemes (D) truly minimise the total  QM/MM energy  (1) with respect to both

electronic and nuclear degrees of freedom in the entire system. As the response

by MM centres, in most interesting cases of charged and strongly dipolar defects,

reactive  centres  or  adsorbates  is  nonlinear  (the  system  is  essentially

anharmonic), the calculation of the total energy and forces has to be iterative,

with a number of improvements already implemented or under development in

ChemShell (Kantorovich, 1983; Kästner et al., 2009; Kästner et al., 2007; Metz et

al., 2014; Sokol et al., 2004).

In our work on ionic systems, including insulating metal oxides and wide-gap

semiconductors, we have employed a so-called solid-state embedding scheme,

which places  semi-local  pseudopotentials  around the QM cluster,  typically  on



cations, which constitutes an Interface region of the QM/MM model. The primary

rôle of  such pseudopotentials  is  to  provide an appropriate  account  for  short-

range exchange and correlation embedding potential between the QM electrons

group and the  surroundings.  In  the  case  of  cations  in  low oxidations  states,

standard quantum-chemical effective large-core potential parameterisations are

commonly employed, which however proves often too crude, and, typically, for

cations  is  high  oxidation  states  and  /  or  transition  metal  ions,  a  customary

parameterisation is necessary.

For  zeolites,  a  hetero-polar  covalent  binding  model  is  assumed  for  the

siliceous framework of the material, where each pair of Si and O atoms is linked

by a  bond, which is a linear combination of sp3 hybrids residing on both atoms.

The preferential  occupation of  O-centred states,  makes it  anionic with 2 lone

pairs and two   bonds per centre, whereas the occupation of Si-centred states

renders  it  cationic  supporting  four   bonds  in  a  nearly  perfect  tetrahedral

coordination. Using the link atom terminating scheme, at the boundary of the QM

region any terminating dangling bond is  saturated by hydrogen placed at  an

appropriate O–H or Si–H distance away from the QM bonded centre along the

corresponding QM–MM bond. The counterpart MM atom in this case is removed

from  the  MM  model  and  its  charge  is  withdrawn  onto  further  nearest  MM

neighbours.  The  resulting  local  bond  dipoles  induced  by  this  termination

procedure are compensated by adding to the model one pair of point charges

forming opposite dipoles as described in (Sherwood et al., 1997).

As  mentioned  in  the  Introduction,  a  particular  strength  of  quantum

mechanical  /  molecular  mechanical  approaches  is  their  ability  to  describe

systems in different charge states with respect to the same reference level. For

charged species, polarisation outside the core defect region can be efficiently

and  accurately  described  in  the  continuous  medium  (dielectric  continuum)

approximation, which we employ to describe the contribution from the system

surroundings beyond a certain cut-off radius, R. In this case, the total energy of

the system can be shown to include the energy of the charged defect in the

Madelung potential of the whole system, the self-energy of the defect, both of

which are calculated via  (1), and the polarisation energy included  a posteriori.

Following  (Jost,  1933),  this  correction  can  be  obtained  from  a  continuum

approximation to a system of interest beyond a certain cut-off radius; it has, in

fact, been first derived for bulk systems in (Born, 1920) as the heat of hydration

of an ion, and reads as follows:



EBorn=−Q2

2R (1− 1
ϵ ) , (4)

where Q is the charge, and ϵ  is the effective isotropic dielectric constant. This

formula  was  later  complemented  with  a  similar  result  for  the  solvation  of  a

dipole, μ  (Onsager, 1936):

EOnsager=−2 μ2

R3

ϵ−1
2ϵ+1

, (5)

which can be readily extended to higher multipoles, with the leading quadrupolar

term  decaying  as  R−5  and  effectively  vanishing  at  typical  cut-off  radii  in

modern simulations. In vertical (optical) processes, the ionised system should be

described  using  the  high-frequency  constant  and  in  adiabatic  processes  the

static constant should be employed instead.

2.3 Practicalities of setting up a quantum mechanical / molecular 

mechanical calculation

A quantum mechanical / molecular mechanical calculation should be preceded

by the set-up procedure, a nontrivial process that typically includes the following

steps: 

 Geometry  optimization  of  the  extended  system,  which  may  need  to  be

preceded by system preparation;  for  example,  solid  solutions may require

selection  of  a  representative  sample  and  polar  surfaces  have  to  be

reconstructed;

 An active, or defect site of interest is chosen in the extended system and a

cluster is carved, for example based on a cut-off radius – spherically shaped

clusters are generated for bulk systems and interfaces while hemi-spherical

for surfaces;

 Atomic centres within the cut cluster are designated for QM, MM, and QM/MM

calculations according to the hybrid QM/MM coupling scheme. In particular, it

is important to identify atoms around the active site, which should be treated

at a QM level of theory, and introduce relevant chemical modifications in the

model, i.e., point defects and adsorbates;

 In the case of electrostatically coupled models, the terminating centres have

their charge modified and extra point charges are placed around the carved

cluster  to  simulate  the Madelung field  of  the extended system within  the

cluster inner core.



These  steps  are  illustrated  in  Figure  1 for  an  ionic  system.  We  highlight

regions in the model  within which atomic centres play different rôles (five in

total): (a) QM region—all centres are treated quantum mechanically; (b) Interface

region — all atoms bear pseudopotentials, which provide a localising embedding

potential  for  the QM region,  but interact with each other and MM centres by

classical  interatomic  potentials;  (c)  active  MM  region  –  all  centres  are  fully

relaxed;  (d)  inactive,  or  frozen  MM  region,  –  all  centres  are  fixed;  and  (e)

terminating point charges maintaining the Madelung potential within the active

region.

Figure 1. A sketch of a quantum mechanical / molecular mechanical
model. A model generation is illustrated on the left with QM and MM
regions  highlighted,  rendered  from Figure  2  of  (Sherwood  et  al.,
2003).  A  representative  5-region  model  employed in  the  study of
defects in ionic compounds is shown on the right. 

This  procedure is  implemented in  the code ChemShell  (Metz  et  al.,  2014;

Sherwood et al., 2003; Sherwood et al., 1997; Sokol et al., 2004); other software

packages also implement this method or other closely related procedures.

In the next section we present applications of this methodology to physical

and chemical problems arising in the study of catalytic and energy materials.

3 Recent applications of quantum mechanical / molecular 

mechanical approaches

Quantum  mechanical  /  molecular  mechanical  techniques  are  increasingly

becoming the methods of choice in modelling localised states in solids. We now

illustrate the range of applications by examining a number of key areas relating

to electronic structure, to defect structures energies and properties, including

processes of importance in energy materials and to reactivity and catalysis. 



First we focus on the calculation of ionisation and redox potentials that, as

argued in the Introduction, raises problems with 3D periodic methods which are

absent within the quantum mechanical / molecular mechanical.

3.1 Ionisation potentials

In  many  applications,  and  to  provide  a  fundamental  view  of  materials,  the

absolute  position  of  electronic  energy  bands  is  of  primary  interest.

Measurements of the ionisation potentials, work functions and Fermi levels on

variously  prepared  surfaces  and  interfaces  require  computational  input  for

interpretation, analysis and general prediction and design. As mentioned in the

Introduction, energies of processes that involve a change in the charge of a local

centre are exceptionally problematic for supercell approaches. In contrast, the

additive hybrid QM/MM techniques with electrostatic coupling between the QM

cluster  and  its  surroundings,  including  polarisation  effects,  are  well  suited  to

tackle  this  challenge  (Sherwood et  al.,  2003).  Explicit  simulations of  charged

models  with  a  common  reference,  in  bulk  or  on  surfaces,  provide  a  unified

approach to the modelling of both vertical (or optical, i.e. involving relaxation

only of the electronic subsystem) and adiabatic (or thermodynamic,  involving

relaxation of ions and electrons) processes that are characterised by ionisation

potentials and/or electron affinities. We note that such simulations are also key

for  modelling  chemical  processes  with  charged  intermediates,  such  as

deprotonation. 

The  vertical  ionisation  potential  (or  vertical  ionisation  energy,  Iv),  can  be

computed as:

+¿
system¿

¿
−¿
e¿

I v=E ¿

,

(
6)

where E (system0 )  is the total energy of the relaxed neutral system of interest,

+¿
system¿

E ¿
 the total  energy of  the singly (positively)  charged system with  the

same atomic configuration, and  
−¿
e¿

E ¿
 is the energy of an isolated electron (at

the reference vacuum level). The equation for Iv can be applied to a model with



any dimensionality, making it suitable for application to bulk and surface models.

This approach has been adopted, for example, by Scanlon et al. to determine the

energy  band alignment  between the  two  most  abundant  and  technologically

important TiO2 polymorphs, rutile and anatase (Scanlon et al., 2013). The band

alignment was shown to be of Type II – staggered – with the anatase bands lying

below those of rutile, in contrast to the previous, widely cited work of (Kavan et

al.,  1996) and in agreement with accompanying experiments.  This result  has

rationalised the improved charge carrier separation in mixed phase TiO2 crystals.

Buckeridge  et al. then determined the band alignment of a wide range of TiO2

polymorphs (illustrated in Figure 2), showing how the photocatalytic performance

of mixed-phase samples could be improved with novel combinations of different

crystal structures (Buckeridge et al., 2015a).

Figure 2. Quantum mechanical / molecular mechanical calculations
using ChemShell showing the conduction band (CB) and valence
band (VB) positions relative to the vacuum level for the various
TiO2 polymorphs, shown in comparison with the H2 and O2 redox
potentials.

The study of the polymorphs of titania followed the initial investigation into

the  electron  binding  energies  of  other  binary  wide-gap  semiconducting

compounds including ZnO and GaN, which allowed the authors to determine their

band offset (Walsh et al., 2011). Bulk studies are, however, rare due to the poor

mathematical  definition  and  inaccessibility  of  the  bulk  ionisation  potential  to

experiment. A step towards linking the bulk and surface ionisation potentials has

been reported in the investigation of the electrostatic potential in SnO2 (Butler et



al., 2014). The direct measurability of surface ionisation potentials and electron

work  functions  has  motivated  several  quantum  mechanical  /  molecular

mechanical studies, a representative sample of which we will now discuss.

The most  tested material  in  this  regard is  MgO, the rock-salt  structure of

which exposes a very stable (100) surface. Initial calculations gave an ionisation

potential of 6.7 eV  (Kantorovich et al.,  1999; Sushko et al.,  2000), which was

consistent with the experimental value of 6.7 ± 0.4 eV (Kantorovich et al., 1999).

In  that  study,  however,  the  authors  did  not  consider  the  long-range surface

polarisation. Subsequent work including this effect has resulted in  Iv=6.46 eV,

still  in  very  good  agreement  with  experiment  (Downing  et  al.,  2014b).

Complementary to Iv one can compute the adiabatic ionisation potential, Ia, which

also allows the surrounding ions to respond to a charged defect. (Downing et al.,

2014b) have determined Ia=5.52 eV, i.e. roughly 1 eV lower than Iv.

Whilst  pristine surfaces are fundamentally important,  more commonly it  is

intrinsic surface defects that offer reactivity for chemical applications including

catalysis.  Following  the  standard  theory  of  chemical  (acid,  base  and  redox)

reactivity,  the  active  sites  are  characterised  by  their  electronegativity  and

hardness (or softness) that are, in turn, determined by the electron (or proton)

ionisation potential and affinity. For metal oxides, a well-studied example of such

a  site  is  the  neutral  F0 centre,  the  formation  of  which  leaves  two  electrons

trapped in the vacant oxygen lattice site.  On reaction with electron deficient

species,  this  site can be ionised,  resulting in an F+ centre.  Using embedded-

cluster  quantum  mechanical  /  molecular  mechanical  techniques,  one  can

calculate such ionisation energies (often referred to as defect levels) accurately:

(Ferrari and Pacchioni, 1995) reported the Iv of an F0 and F+ centre on (100) MgO

as 4.71 and 9.69 eV, respectively. A subsequent study that included long-range

polarisation  (Downing et al., 2014b) reduced these levels to 3.05 and 4.55 eV,

respectively, which indicated that both defect levels sit in the middle of the band

gap. Pacchioni et al. demonstrated that Iv depends on the surface coordination of

the defect site: for an edge vacancy (i.e. lower coordinated), their calculated Iv

for the F0 centre reduced from 4.71 to 3.81 eV, a result confirmed by further

studies (Ferrari and Pacchioni, 1995; Norgett, 1971; Paganini et al., 1999; Sousa

et al.,  1999). The strong dependence of the defect levels on the surrounding

electrostatic  environment  has  further  been  highlighted  in  a  quantum

mechanical  /  molecular  mechanical  study  of  reconstructed  ZnO surface  sites

(Sokol et al., 2004), the authors of which found a significant destabilisation of



electron levels in isovalent vacant oxygen interstitial surface sites compared to

“true” surface vacancies by ca. 1.57 eV.

3.2 Modelling point defects with hybrid quantum mechanical / 

molecular mechanical methods

The  hybrid  quantum  mechanical  /  molecular  mechanical  embedded  cluster

technique is particularly suited to modelling point defects and defect clusters in

ionic solids. The methodology is based on the two-region approach of Mott and

Littleton  (Catlow and Mackrodt,  1982; Lidiard, 1989; Mott and Littleton, 1938;

Norgett et al., 1974), whereby the system is divided into a central region that

includes  the  defect,  in  which  ionic  and  electronic  relaxations  are  treated

explicitly, and a surrounding region where the dielectric response of the infinite

solid is calculated using a more simplified relaxation technique combined with a

continuum picture, allowing one to model defects at the true dilute limit. With

hybrid  quantum  mechanical  /  molecular  mechanical  methods,  the  local

relaxations around a defect can be determined to a high degree of  accuracy

using density functional theory or beyond within the QM part of the calculation,

while the polarization of the surrounding infinite system can be computed as

precisely as the interatomic force field used in the MM part of the calculation

allows  (which  can  be  very  accurate  if  the  force  field  reproduces  well  the

structural, elastic and dielectric properties of the bulk material). This approach

builds  upon the  earlier  work  of  (Norgett,  1971),  who modelled  a  vacancy  in

binary metal oxides using a set of Gaussian basis functions to describe the wave

function,  embedded  within  a  lattice  of  polarisable  ions  represented  by  point

charges.  The boundary  conditions  allow one to  access  an  absolute  reference

energy,  from  which  ionisation  energies  can  be  calculated  consistently  (see

Section 3.1),  while two-dimensional  (Berger et  al.,  2014; Berger et  al.,  2015;

Downing et al., 2014a, b; Dutta et al., 2012; Goumans et al., 2008; Herschend et

al., 2004; Keal et al., 2011; Logsdail et al., 2016; Sokol et al., 2004; Stefanovich

and Truong, 1997) and one-dimensional  (Buckeridge et al.,  2013; Oliva et al.,

2008) systems pose no significant problems to the technique. 

The  advantages  of  this  approach,  we  reiterate,  over  the  commonly  used

supercell  method  employing  a  plane-wave  basis  set  are  clear:  no  spurious

interactions between periodic images of charged defects; access to a common

reference; and ease of treatment of charged centres on surfaces and in wires. A

drawback  is  the  difficulty  in  treating  defects  with  associated  diffuse  electron



charge densities, such as shallow centres, where the density extends far beyond

the confines of the QM region, although it is noteworthy that this difficulty also

arises in plane-wave calculations, due to the limited size of the supercell used.

In  the  rest  of  this  section  we  will  first  present  an  application  of  hybrid

quantum mechanical / molecular mechanical methods to treat localised defects

in wide-gap semiconductors, where we demonstrate the power of the technique,

then discuss an approach to treating diffuse defect-related electron states. The

interested reader can find alternative examples of the theory and application of

hybrid quantum mechanical / molecular mechanical approaches to treat defects

in solids in (Chen and Ortner, 2015a, b; Fang et al., 2015; Fang et al., 2014; Peng

et al., 2008; Peng et al., 2010; Vörös et al., 2012; Zhang and Lu, 2008, 2010;

Zhang et al., 2012).

3.2.1 Defect chemistry

Access to a common reference allows one to calculate defect ionizations, both

vertical and adiabatic, in a consistent manner (Buckeridge et al., 2015b, c; Sokol

et al., 2007). In predominantly ionic systems such as wide-gap semiconductors,

most point defects of interest are localized in nature, and hence can be modelled

quite well using hybrid quantum mechanical / molecular mechanical methods. In

particular,  reactions  involving  the  formation  and  ionisation  of  point  defects

balanced by charge carriers can be determined accurately, as one can calculate

the ionisation potential, giving the formation energy of a hole, and use a scissors

operator  approach,  including  the  experimental  band  gap,  to  determine  the

electron affinity and therefore electron formation energies.

Such reactions and ionisations are key to understanding the defect properties

of  a material.  In conventional  semiconductors such as Si  or  GaAs,  where the

band gap is of the order of 1 eV, electronic disorder governs the defect chemistry

allowing the materials  to  be easily  n-  or  p-doped with concentrations of  free

carriers controlled by the doping level. At the other extreme, in insulators, ionic

disorder dominates via the formation of compensating sets of defects such as

Frenkel  pairs  or  stoichiometric  vacancies  (Schottky  defects).  Wide-gap

semiconductors fall somewhere in between these two extremes (see  Figure 3).

Whether  ionic  or  electronic  disorder  dominates  is  not  immediately  clear  and

needs  to  be  carefully  worked  out  using  the  relevant  defect  reactions  and

ionisations.



Figure  3. Cartoon  depicting  ionic  vs. electronic  disorder  in
conventional  semiconductors,  wide-gap  semiconductors  and
insulators. Conduction bands (CB) are in red, valence bands (VB)
in blue.

In  the  following  we  take  ZnO  and  GaN  as  representative  wide-gap

semiconductors (Catlow et al., 2011; Walsh et al., 2013; Walsh et al., 2011). ZnO

(band gap 3.44 eV) is a widely used transparent conducting oxide that is easily n-

doped but cannot be reliably p-doped (Ellmer, 2008). GaN (band gap 3.5 eV) is

an important material for high-powered microelectronics and solid state lighting

which is intrinsically  n-type, but can only be  p-doped by introducing very high

concentrations  of  Mg  close  to  the  solubility  limit  (Morkoç,  2009).  Modifying

concentrations  of  electrons  and  holes  in  such  systems  can  be  achieved  by

changing the stoichiometry or by introducing aliovalent dopants, compensated

by charge carriers. For example, one can introduce a monovalent cation dopant

on the Zn site in ZnO, such as Li+, which has an effective negative charge and

can  be  compensated  by  the  formation  of  a  hole,  while  a  monovalent  anion

dopant on the O can be compensated by an electron. Compensation by charged

point defects is, however, always in principle possible. In the case of p-doping in

ZnO, an acceptor-introduced hole can be compensated by the formation of  a

positively-charged  O  vacancy,  VO,  using  the  standard  Kröger-Vink  notation

(Kröger and Vink, 1956):

h⋅⇌ 1
2

V O
⋅ ⋅+ 1

4
O

2
,

(
7)



or by a Zn interstitial (Zni):

h⋅+ 1
2

Zn (s )⇌ 1
2

Zni
⋅⋅ ; (

8)
while for n-doping the relevant equations are (VZn is a Zn vacancy and Oi is an O

interstitial):

e '+ 1
4

O2⇌
1
2

Oi
' ' ; e '⇌ 1

2
V Zn

' ' +Zn ( s) .
(
9)

If the energies of these reactions are appreciatively negative, then the charge

carrier  in  question  will  be  thermodynamically  unstable  with  respect  to  the

formation of the corresponding point defect.
The defect formation energies can be calculated using the relevant defect

reaction. For example, the formation of a doubly ionized oxygen vacancy in ZnO

is governed by the equation:

OO
×⇌V O

⋅⋅+2e' +1
2

O
2

,
(1
0)

where the reaction occurs in equilibrium with oxygen gas (termed ‘anion-rich’

conditions) and exchange of electrons at the Fermi level. Equilibrium with ZnO

and zinc metal may also be assumed:

OO
×+Zn(s)⇌V O

⋅⋅+2e '+ZnO (s ) , (1
1)

which  corresponds  to  ‘anion-poor’  conditions.  Such  environmental  conditions

may also be applied to the defect  reactions above governing the stability of

electrons and holes.  The corresponding equations for  oxygen interstitials  and

metal defects are obvious, as is the application of this analysis to GaN. 
The calculated energies of these reactions, determined using hybrid quantum

mechanical / molecular mechanical methods, are presented in  Table 1. In both

materials, electron carriers are thermodynamically stable, while hole carriers are

not, with respect to point defect formation. These results explain the observed

ease with which both GaN and ZnO are  n-doped and difficulty with which they

are  p-doped. Such analysis is much more challenging when using plane-wave

supercell methods, due to the lack of a common reference and the problem of

image charge interaction (we note that several schemes have been proposed to

treat  this  image charge interaction  problem,  see e.g.  (Buckeridge  and Sokol,

2016; Farrow and Probert,  2011; Freysoldt et al.,  2009; Gavartin et al.,  2005;

Kantorovich, 1999; Lany and Zunger, 2008; Lento et al., 2002; Leslie and Gillan,

1985; Makov and Payne, 1995; Murphy and Hine, 2013; Schultz, 2000; Wilson et

al., 2008)).



ZnO ΔEf (kJmol-1) GaN ΔEf (kJmol-1)

Anion
poor

Anion
rich

Anion
poor

Anion
rich

h⋅→
1
2

V O
⋅ ⋅

-250 -71 h⋅→
1
3

V N
⋅⋅⋅

-114 -74

h⋅→
1
2

Zni
⋅⋅

-227 -48 h⋅→
1
3

Gai
⋅ ⋅⋅

-50 -11

e ' →
1
2

Oi
' '

251 167 e ' → N i
' 567 450

e ' →
1
2

V Zn
' '

345 72 e ' →
1
3

V Ga
'' '

173 134

Table 1. Calculated reaction energies (ΔEf) for processes in which
charge  carriers  are  compensated  by  point  defect  formation.
Results are taken from (Walsh et al., 2013).

Of  course,  these  reactions  assume  the  condition  of  thermodynamic

equilibrium  with  reservoirs  of  the  relevant  metals,  gases  and  metal

oxides/nitrides. One can always use experimental techniques to overcome these

doping limits in wide-gap semiconductors,  such as applying capping layers or

epitaxially  growing  materials  far  from  equilibrium  to  ‘freeze  in’  defects  with

kinetic  barriers.  In  doing  so,  however,  one  is  constantly  battling  against

thermodynamics.  The  ease  with  which  such  analysis  can  be  carried  out

demonstrates  the  power  of  the  hybrid  quantum  mechanical  /  molecular

mechanical embedded cluster technique when applied to study defects in wide-

gap  systems.  First-principles  calculations  of  thermochemical  properties  are

discussed in detail in Chapter 14.

3.2.2 Diffuse states

As  mentioned  above,  the  major  limitation  of  hybrid  quantum  mechanical  /

molecular  mechanical  methods when studying defect  structures is  in  treating

defects with diffuse charge densities. A method to overcome this difficulty takes

advantage of the two region approach: using hydrogenic eigenfunctions as the

basis set,  within the QM region one can determine a perturbing potential,  or

more simply apply a scissors operator approach to determine the defect energy,

accounting  for  the  quantum  confinement  effect,  while  outside  a  hydrogenic

donor potential is assumed. The extent of the diffuse charge carrier within the

two regions can be calculated semiclassically using effective mass theory. With

this approach, more accurate defect levels can be calculated, as has been shown

for the case of Si and O doping in GaN (Xie et al., 2016). The resulting thermal



ionisation energies for the +/0 transition for both impurities, determined using

two different exchange and correlation functionals, B97-2  (Wilson et al., 2001)

and  BB1k  (Zhao  et  al.,  2004),  are  shown  in  Table  2,  compared  with  the

experimentally determined values  (Götz et al., 1996; Zolper et al., 1996). The

agreement between theory and experiment is unprecedented for first-principles

calculations of such ionisation levels. Further developments of this approach are

underway within the hybrid QM/MM community.

B97-2 BB1k Experiment

SiGa 0.046 0.037
0.022±0.00

4

ON 0.056 0.041 0.029

Table  2. Thermal ionisation energies of the +/0 transition for Si
and  O  dopants  in  GaN,  determined  using  the  B97-2  and  BB1k
hybrid density functionals and compared with experiment (Götz et
al.,  1996;  Zolper  et  al.,  1996).  Energies  are  in  eV.  Results  are
taken from (Xie et al., 2016).

3.3 Active sites in zeolites

Having discussed the application of quantum mechanical / molecular mechanical

approaches  to  study  the  electronic  properties  of  bulk,  surface  and  defect

structures in wide-gap systems, we turn our attention to quantum mechanical /

molecular  mechanical  investigations  of  chemical  reactivity  in  nanoporous

materials, a topic of fundamental importance for catalytic science.

3.3.1 Deprotonation energies as a measure of site reactivity

While electron ionisation energies are key indices of Lewis acidity or basicity, the

index of  Brønsted  acidity  or  basicity,  i.e. the ability  to  donate  protons,  is  of

primary  interest  in  catalysis  over  porous  siliceous  and  aluminium  silicate

materials (zeolites). When SiO2 frameworks are doped with cationic species, such

as Al3+ replacing Si4+,  counterions must be introduced onto the framework to

ensure charge neutrality. In basic zeolites, extra framework Li+ or Na+ ions (Lewis

bases) are typically used as counterions, while in acidic, H+ – forming framework

hydroxyl groups – are found (Brønsted acids). The energy,  EDP ,  required to

separate these protons from the framework, a key index of the acidity of the

material, is given by:
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EDP ( Z−OH )=E ¿
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here Z – OH represents the zeolite material and Z – O– is the deprotonated model

with an overall  charge of minus one, where an electron has been left on the

framework oxygen species.  
+¿
H ¿

E ¿
 is  the energy of  a  proton at  the reference

vacuum level.
Early investigations of deprotonation energies for zeolites using a quantum

mechanical / molecular mechanical approach were carried out by the groups of

Sauer (Brändle and Sauer, 1998; Brändle et al., 1998; Eichler et al., 1997; Haase

and Sauer, 2000; Haase et al.,  1997; Sierka et al.,  1998; Sierka and Joachim

Sauer,  1997) and  Sherwood  (de  Vries  et  al.,  1999;  Greatbanks  et  al.,  1994;

Sherwood et al.,  1997). Extensive investigations were made to show how the

type of the zeolitic framework influenced the deprotonation energy as well as the

crystallographic position of the counterion within each framework (de Vries et al.,

1999).  Initial  calculations  (Brändle  and  Sauer,  1998) suggested  that  the

deprotonation energies for the frameworks Y, CHA, MOR and ZSM-5 were ranked

as Y (1171/kJ/mol) > CHA (1190 kJ/mol) > MOR (1195 kJ/mol) > ZSM-5 (1200

kJ/mol),  with  further  tests  of  increasing  concentrations  of  aluminium strongly

correlated to increases in  EDP ( Z−OH )  (Sierka et al.,  1998). Following these

studies, improvements in the description of long-range polarisation effects within

the embedding environment  (Ivanova Shor et al., 2005; O'Malley et al., 2016)

have  resulted  in  a  reduction  in  deprotonation  energies  by  ~10-20  kJ/mol.  A

recent study investigated two-dimensional  zeolitic materials,  showing that the

deprotonation energy is reduced, relative to the three-dimensional case, due to

the alteration of the long-electrostatic environment  (Rybicki and Sauer, 2015);

effected by the smaller dielectric constant. However, lower interaction energies

between protonated molecules and negatively charged surfaces compensate for

the  reduced  dimensionality  of  the  substrate.  As  a  consequence,  overall

adsorption energies for reaction intermediates are similar to those in bulk (Sauer,

2016).

A key application of QM/MM-calculated deprotonation energies can be found

in  an  extensive  study  of  the zeolite  catalysed  conversion  of  methanol  to



hydrocarbons (MTH) (O'Malley et al., 2016), a process that has been researched

significantly since its initial discovery by Chang and Silvestri (Chang and Silvestri,

1977) and first commercialised in 1985 (Maiden, 1988). The authors presented a

comparison  of  the  deprotonation,  methanol  adsorption  ( Eads ),  and

methoxylation energies ( Emethox ) in H-ZSM-5 and H-Y zeolite frameworks, in an

attempt to investigate the effect of framework topology and active site location

on reactive sorbate behaviour. The main results are summarised in Table 3, and

an example of their computed adsorption structures is shown in Figure 4.

Table  3 Methoxylation  energies  in  (kJ  mol-1)  of  the  four  zeolite
systems and energy difference between the adsorbed state and the
methoxylated state.

 

Figure 4. Optimised configuations of methanol adsorbed in a) H-Y,
b) H-ZSM-5 (I2), c) H-ZSM-5 (M7), and d) the H-ZSM-5 (Z6). The
shortest distances between methanol and host framework atoms
are highlighted by dotted lines. 
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System Emethox Eads - Emethox

Me-Y + H2O -162.0 +17.6

Me-ZSM-5 (I2) + H2O -150.4 +27.1

Me-ZSM-5 (M7) + H2O -138.6 +56.2

Me-ZSM-5 (Z6) + H2O -118.0 +18.6



The order of methoxylation energy proved to be H-Y < H-ZSM-5 (Z6) < H-ZSM-

5  (M7)  <  H-ZSM5-I2  (I2),  which  was  in  contrast  to  the  order  of  methanol

adsorption energies (H-ZSM-5 (M7) < H-Y < H-ZSM-5 (I2) < H-ZSM-5 (Z6)), at

least  when  only  one  methanol  molecule  is  present  in  the  immediate

environment.  The  study  highlighted  the  importance  of  highly  coordinated

structures in stabilising the system when considering the interaction of sorbates

such as methanol with the active sites of acidic zeolite catalysts.

3.3.2 REDOX potentials

An alternative measure of chemical reactivity is a material’s redox potential

that is determined as the energy of (de)hydrogenation, given by:

EDH ( Z−OH )=E (Z−O ) – E ( Z−OH )+1
2

E ( H2) ,
(1

3)
in  analogy with the deprotonation energy described by Equation  (12).  In  this

case, the system of interest is neutral, which implies that, in principle, it would

be possible to calculate EDH  using more common supercell methods; however,

the typical  size  of  siliceous unit  cells,  which can include hundreds  of  atoms,

means  that  higher  levels  of  theory  are  only  affordable  employing  quantum

mechanical  /  molecular  mechanical  models.  Rather  than  the  deprotonation

energy considered above, for transition metal doped zeolites (and other related

materials)  that  exhibit  high  sustainable  redox  activity,  the  dehydrogenation

energy provides an effective tool for characterisation, as the process results in

the oxidation of the corresponding cation.
Rather than investigating full reactions with quantum mechanical / molecular

mechanical  methods,  redox  potentials  can  be  calculated  to  provide  a  useful

index for the reactivity of a system.  (Berger et al., 2014) showed that Fe(II) is

more stable than Fe(III) when doped into the MFI siliceous framework, although

the computed dehydrogenation energy varied with the level of theory used: with

standard  density  functional  theory,  different  sites  were  found  to  have

dehydrogenation energies of 0.16 – 0.39 eV; this range decreased to -0.04 to

0.09  eV  when  hybrid  density  functionals  were  employed,  i.e.  the  energy

difference between the Fe(II) and Fe(III) states was insignificant. However, more

sophisticated  many  body  wave  function  theory  calculations,  that  include

unoccupied  orbitals  in  their  description  of  electron  correlation,  stabilised  the

Fe(II), resulting in oxidation energies of 0.18 – 0.34 eV, but with different ordering

to that of standard DFT. 



In contrast, Ti(IV) has been shown to be the most stable oxidation state for

TS-1,  an MFI  framework doped with  Ti.  (To et al.,  2006b) studied a range of

oxidation states and geometries for such Ti dopants, concluding that reduction

from Ti(IV)  to  Ti(III)  is  easiest  on  a  low-coordinated  site.  The  reduction  of  a

tripodal  (3-coordinate)  Ti(IV)  cation to Ti(III)  was found to be endothermic by

120-175 kJ/mol, while for a 4-coordinate species,  i.e.  part of the standard MFI

framework,  the Ti(III)  species  was  an  additional  290 kJ/mol  higher  in  energy.

These  results  showed  that  an  inverted  configuration,  with  the  Ti  dopant

extending  into  the  framework’s  porous  channels,  was  considerably  more

favourable for reactivity than sites within the framework, as expected. This point

was further confirmed when considering 2-coordinated Ti cations, whereby the

oxidation  of  Ti(III)  to  Ti(IV)  was  reduced  by  70  kJ/mol,  compared  with  3-

coordinated sites. The results of this study are discussed in another context in

the next section.

3.3.3 Coordination of metal centres

Incorporation  of  metal  sites  in  zeolitic  frameworks  has  been  the  subject  of

numerous  investigations,  some  of  which  we  discuss  here.  The  material  we

introduced above,  a  Ti  doped silicalite-1 (TS-1)  (Taramasso et  al.,  1983) is  a

siliceous counterpart of ZSM-5, which has been of great interest, since it is used

with  aqueous  H2O2 as  the  primary  oxidant  in  a  large  number  of  important

reactions such as the epoxidation of linear olefins, hydroxylation of aromatics,

and oxidation of alcohols, amines, linear alkenes, sulphur compounds and ethers

(Bordiga et al., 2001).

(French et al., 2004; To et al., 2006a; To et al., 2006b) have proposed a

number  of  structural  models  for  a  Ti  species  that  would  result  from  the

framework hydrolysis and site inversion that takes place during synthesis, post-

synthetic  treatment and /  or,  depending on the catalytic  process,  during the

catalytic transformation. The structures of interest are shown in Figure 5.



Figure  5 The  six models used to represent the active Ti sites in
TS-1: (a) tetrapodal, (b) 2MR, (c) tripodal (1I), (d) tripodal (2I), (e)
bipodal, and (f) titanyl.

As the calculated geometries of the tripodal sites were in excellent agreement

with  experimental  extended  X-ray  absorption  fine  structure  (EXAFS)  data

(Gleeson et al.,  2000),  they helped rationalise the difference in the observed

spectroscopic  signature  of  metal  centres  in  differently  treated  samples.  The

analysis of site transformation in the presence of water  (Danyliv et al., 2007)

resulted in the crucial conclusion that the catalytically active sites in TS-1 are

hydrated tripodal rather than tetrapodal, a strikingly similar situation to that of

other Ti-doped mesoporous materials previously explored using simple cluster

models (Barker et al., 2002).

By considering the site reactivity towards H2O2 in anhydrous and hydrous

conditions,  (To et al., 2008) confirmed the close competition between η1 and η2

complexes as candidates for  the oxygen donating species  in TS-1.  Curiously,

from electron paramagnetic resonance (EPR) studies, a much higher energy (by

ca. 400-450 kJ mol-1) superoxide radical species had  been reported to emerge as

a result of interaction of aqueous H2O2 and non-aqueous urea H2O2 (Shetti et al.,

2003).  By  calculating  the  related  spectroscopic  signature,  (To  et  al.,  2008)

unambiguously  identified  the  superoxide  supported  on  tripodal  Ti  as  the

fed

cba



magnetically active centre (see Table 4, where the calculated components of the

g tensor  are  compared  to  experimental  values,  which  are  expected  to  be

accurate to at least the third decimal place), which allowed them to argue in

support of the tetrahedral site inversion mechanism as essential for promoting

the catalytic activity of these systems. In the absence of definitive structural

experimental characterisation, this combination of spectroscopic evidence and

supporting  computational  results  is  key  to  unravelling  the  mechanisms  of

catalysis  in  atomistic  and  electronic  detail  (for  more  examples  of  such

combinations see Chapters 9, 19, 21 of this volume).

g tensor
Calculated

(B3LYP) at BB1K
geometry

Experimenta

aqueous
H2O2

urea-H2O2

gx 2.003 2.002 2.004
gy 2.010 2.009 2.010
gz 2.025 2.026 2.028

Table  4 EPR spin Hamiltonian parameters of the Ti(OO·) radical
species. a Ref. (Shetti et al., 2003)

Clearly, it can be seen that the quantum mechanical / molecular mechanical

embedded-cluster methodology is beneficial in the above cases due to its ability

to  (a)  deal  with  charged  systems  and  calculate  energies  with  a  common

reference, and (b) reduce the size of the system of interest to that of a finite

fragment,  while  ensuring  high  accuracy  is  maintained.  As  a  consequence,

complex reactions using the substrate material as a heterogeneous catalyst can

be studied effectively.

4 Final remarks

The applications discussed above clearly show the range and power of the hybrid

quantum mechanical / molecular mechanical technique. Furthermore, as we have

argued,  for  many  problems  in  the  science  of  defects  and  in  catalysis  this

technique  is  increasingly  the  method  of  choice.  The  approach  offers  the

possibility of achieving high levels of precision by the use of highly accurate QM

techniques in  the inner  region as elegantly  illustrated by the recent  work of

Piccini  et  al.  (Piccini  et  al.,  2016) on  catalytic  reactions  in  zeolites  (see also

(Catlow, 2016) for a discussion of the implications of this work). Applications in



catalytic  science  are  expected  to  be  particularly  fruitful  in  future  work.  The

method also offers the possibility of enhanced accuracy in modelling defects in

key materials such as those used as transparent conducting oxides. The biggest

practical  challenges relate to the development of viable interatomic potentials

for  new  materials  and  to  improvements  in  the  usability  of  the  techniques.

However,  with  the  growing  sophistication  of  the  software  for  quantum

mechanical  /  molecular  mechanical  modelling,  the  range  and  impact  of  the

applications of the techniques in solid state science will rapidly grow.

Acknowledgements

We  are  grateful  to  Paul  Sherwood  and  Tom  Keal  for  many  discussions  and

collaborations  relating  to  QM/MM  techniques.  We  acknowledge  funding  from

EPSRC (EP/K016288/1, EP/K038419/1). AJL is grateful to the Ramsay Trust and the

Department of Chemistry at UCL for providing a Ramsay Fellowship. We thank P.

V. Sushko, S. M. Woodley, S. A. Shevlin, D. O. Scanlon, T. Lazauskas, D. P. Mora-

Fonz, C. A. Downing, M. Miskufova, G. Dutta, Z. Xie, A. G. H. Smith, A. Walsh, R.

Deka, A. J. O’Malley, A. Chutia and A. Thetford for input on quantum mechanical /

molecular mechanical studies.

References

Abarenkov, I.V., Boyko, M.A., and Sushko, P.V. (2011). Embedding and atomic 
orbitals hybridization. International Journal of Quantum Chemistry 111, 2602-
2619.
Abarenkov, I.V., and Tupitsyn, I.I. (2001). A new separable potential operator for 
representing a chemical bond and other applications. The Journal of Chemical 
Physics 115, 1650-1660.
Antes, I., and Thiel, W. (1999). Adjusted Connection Atoms for Combined 
Quantum Mechanical and Molecular Mechanical Methods. The Journal of Physical 
Chemistry A 103, 9290-9295.
Åqvist, J., and Warshel, A. (1993). Simulation of enzyme reactions using valence 
bond force fields and other hybrid quantum/classical approaches. Chemical 
Reviews 93, 2523-2544.
Bakowies, D., and Thiel, W. (1996a). Hybrid Models for Combined Quantum 
Mechanical and Molecular Mechanical Approaches. The Journal of Physical 
Chemistry 100, 10580-10594.
Bakowies, D., and Thiel, W. (1996b). Semiempirical treatment of electrostatic 
potentials and partial charges in combined quantum mechanical and molecular 
mechanical approaches. Journal of Computational Chemistry 17, 87-108.
Barker, C.M., Gleeson, D., Kaltsoyannis, N., Catlow, C.R.A., Sankar, G., and 
Thomas, J.M. (2002). On the structure and coordination of the oxygen-donating 
species in Ti up arrow MCM-41/TBHP oxidation catalysts: a density functional 
theory and EXAFS study. Physical Chemistry Chemical Physics 4, 1228-1240.



Bennett, A.J., McCarroll, B., and Messmer, R.P. (1971). Molecular Orbital Approach
to Chemisorption. II. Atomic H, C, N, O, and F on Graphite. Physical Review B 3, 
1397-1406.
Berger, D., Logsdail, A.J., Oberhofer, H., Farrow, M.R., Catlow, C.R.A., Sherwood, 
P., Sokol, A.A., Blum, V., and Reuter, K. (2014). Embedded-cluster calculations in a
numeric atomic orbital density-functional theory framework. The Journal of 
chemical physics 141, 024105.
Berger, D., Oberhofer, H., and Reuter, K. (2015). First-principles embedded-
cluster calculations of the neutral and charged oxygen vacancy at the rutile $
{\mathrm{TiO}}_{2}$(110) surface. Physical Review B 92, 075308.
Bordiga, S., Damin, A., Berlier, G., Bonino, F., Ricchiardi, G., Zecchina, A., and 
Lamberti, C. (2001). The Role of Isolated Sites in Heterogeneous Catalysis: 
Characterization and Modeling. International Journal of Molecular Sciences 2, 
167.
Born, M. (1920). Volumen und Hydratationswärme der Ionen. Zeitschrift für 
Physik 1, 45-48.
Brändle, M., and Sauer, J. (1998). Acidity Differences between Inorganic Solids 
Induced by Their Framework Structure. A Combined Quantum 
Mechanics/Molecular Mechanics ab Initio Study on Zeolites. Journal of the 
American Chemical Society 120, 1556-1570.
Brändle, M., Sauer, J., Dovesi, R., and Harrison, N.M. (1998). Comparison of a 
combined quantum mechanics/interatomic potential function approach with its 
periodic quantum-mechanical limit: Proton siting and ammonia adsorption in 
zeolite chabazite. The Journal of Chemical Physics 109, 10379-10389.
Bredow, T., Geudtner, G., and Jug, K. (1996). Embedding procedure for cluster 
calculations of ionic crystals. The Journal of Chemical Physics 105, 6395-6400.
Brinkmann, L., Heifets, E., and Kantorovich, L. (2014). Density functional 
calculations of extended, periodic systems using Coulomb corrected molecular 
fractionation with conjugated caps method (CC-MFCC). Physical Chemistry 
Chemical Physics 16, 21252-21270.
Brouder, C., Panati, G., Calandra, M., Mourougane, C., and Marzari, N. (2007). 
Exponential Localization of Wannier Functions in Insulators. Physical Review 
Letters 98, 046402.
Buckeridge, J., Bromley, S.T., Walsh, A., Woodley, S.M., Catlow, C.R.A., and Sokol, 
A.A. (2013). One-dimensional embedded cluster approach to modeling CdS 
nanowires. The Journal of Chemical Physics 139, 124101.
Buckeridge, J., Butler, K.T., Catlow, C.R.A., Logsdail, A.J., Scanlon, D.O., Shevlin, 
S.A., Woodley, S.M., Sokol, A.A., and Walsh, A. (2015a). Polymorph engineering of
TiO2: demonstrating how absolute reference potentials are determined by local 
coordination. Chemistry of Materials 27, 3844–3851.
Buckeridge, J., Catlow, C.R.A., Scanlon, D.O., Keal, T.W., Sherwood, P., Miskufova, 
M., Walsh, A., Woodley, S.M., and Sokol, A.A. (2015b). Buckeridge \textit{et al.} 
Reply. Physical Review Letters 115, 029702.
Buckeridge, J., Catlow, C.R.A., Scanlon, D.O., Keal, T.W., Sherwood, P., Miskufova, 
M., Walsh, A., Woodley, S.M., and Sokol, A.A. (2015c). Determination of the 
Nitrogen Vacancy as a Shallow Compensating Center in GaN Doped with Divalent
Metals. Physical Review Letters 114, 016405.
Buckeridge, J., and Sokol, A.A. (2016). One-Dimensional Nanosystems. In 
Computational Modeling of Inorganic Nanomaterials (CRC Press), pp. 47-81.
Butler, K.T., Buckeridge, J., Catlow, C.R.A., and Walsh, A. (2014). Crystal electron 
binding energy and surface work function control of tin dioxide. Physical Review 
B 89, 115320.
Butler, K.T., Frost, J.M., Skelton, J.M., Svane, K.L., and Walsh, A. (2016). 
Computational materials design of crystalline solids. Chemical Society Reviews.



Catlow, C.R.A. (2016). Prediction of Rate Constants for Catalytic Reactions with 
Chemical Accuracy. Angewandte Chemie International Edition 55, 9132-9133.
Catlow, C.R.A., and Mackrodt, W.C. (1982). Theory of simulation methods for 
lattice and defect energy calculations in crystals. In Computer Simulation of 
Solids, C.R.A. Catlow, and W.C. Mackrodt, eds. (Berlin, Heidelberg: Springer Berlin
Heidelberg), pp. 1-20.
Catlow, C.R.A., Sokol, A.A., and Walsh, A. (2011). Microscopic origins of electron 
and hole stability in ZnO. Chemical Communications 47, 3386-3388.
Chang, C.D., and Silvestri, A.J. (1977). The conversion of methanol and other O-
compounds to hydrocarbons over zeolite catalysts. Journal of Catalysis 47, 249-
259.
Chen, H., and Ortner, C. (2015a). QM/MM methods for crystalline defects. Part 1: 
Consistent Energy and Force-Mixing. ArXiv e-prints ArXiv:150906627.
Chen, H., and Ortner, C. (2015b). QM/MM methods for crystalline defects. Part 1: 
Locality of the tight binding model. ArXiv e-prints ArXiv:150505541.
Clark, S.J., Segall, M.D., Pickard, C.J., Hasnip, P.J., Probert, M.J., Refson, K., and 
Payne, M.C. (2005). First principles methods using CASTEP. Z Kristall 220, 567-
570.
Danyliv, O., and Kantorovich, L. (2004). Comparison of localization procedures for
applications in crystal embedding. Physical Review B 70, 075113.
Danyliv, O., Kantorovich, L., and Corá, F. (2007). Treating periodic systems using 
embedding: Adams-Gilbert approach. Physical Review B 76, 045107.
de Vries, A.H., Sherwood, P., Collins, S.J., Rigby, A.M., Rigutto, M., and Kramer, 
G.J. (1999). Zeolite Structure and Reactivity by Combined Quantum-
Chemical−Classical Calculations. The Journal of Physical Chemistry B 103, 6133-
6141.
Dovesi, R., Orlando, R., Erba, A., Zicovich-Wilson, C.M., Civalleri, B., Casassa, S., 
Maschio, L., Ferrabone, M., De La Pierre, M., D'Arco, P., et al. (2014). CRYSTAL14: 
A program for the ab initio investigation of crystalline solids. Int J Quantum Chem
114, 1287-1317.
Downing, C.A., Sokol, A.A., and Catlow, C.R.A. (2014a). The reactivity of CO2 and 
H2 at trapped electron sites at an oxide surface. Physical Chemistry Chemical 
Physics 16, 21153-21156.
Downing, C.A., Sokol, A.A., and Catlow, C.R.A. (2014b). The reactivity of CO2 on 
the MgO(100) surface. Physical Chemistry Chemical Physics 16, 184-195.
Dutta, G., Sokol, A.A., Catlow, C.R.A., Keal, T.W., and Sherwood, P. (2012). 
Activation of Carbon Dioxide over Zinc Oxide by Localised Electrons. 
ChemPhysChem 13, 3453-3456.
Eichler, U., Brändle, M., and Sauer, J. (1997). Predicting Absolute and Site Specific
Acidities for Zeolite Catalysts by a Combined Quantum Mechanics/Interatomic 
Potential Function Approach. The Journal of Physical Chemistry B 101, 10035-
10050.
Ellmer, K. (2008). Electrical Properties. In Transparent Conductive Zinc Oxide: 
Basics and Applications in Thin Film Solar Cells, K. Ellmer, A. Klein, and B. Rech, 
eds. (Berlin, Heidelberg: Springer Berlin Heidelberg), pp. 35-78.
Evarestov, R.A. (1975). Use of representative points of the Brillouin zone for the 
self-consistent calculations of solids in the large unit cell approach. physica 
status solidi (b) 72, 569-578.
Evarestov, R.A., Sokolov, A.R., Leko, A.V., and Verjazov, V.A. (1989). Application of
embedded-cluster models in the theory of local centres in graphite. Journal of 
Physics: Condensed Matter 1, 6611.
Fabiano, E., Laricchia, S., and Sala, F.D. (2014). Frozen density embedding with 
non-integer subsystems’ particle numbers. The Journal of Chemical Physics 140, 
114101.



Fang, Z., Bueken, B., De Vos, D.E., and Fischer, R.A. (2015). Defect-Engineered 
Metal–Organic Frameworks. Angewandte Chemie International Edition 54, 7234-
7254.
Fang, Z., Dürholt, J.P., Kauer, M., Zhang, W., Lochenie, C., Jee, B., Albada, B., 
Metzler-Nolte, N., Pöppl, A., Weber, B., et al. (2014). Structural Complexity in 
Metal–Organic Frameworks: Simultaneous Modification of Open Metal Sites and 
Hierarchical Porosity by Systematic Doping with Defective Linkers. Journal of the 
American Chemical Society 136, 9627-9636.
Farrow, M.R., and Probert, M.I.J. (2011). Atomistic molecular dynamics simulations
of shock compressed quartz. The Journal of Chemical Physics 135, 044508.
Ferrari, A.M., and Pacchioni, G. (1995). Electronic Structure of F and V Centers on 
the MgO Surface. The Journal of Physical Chemistry 99, 17010-17018.
Field, M.J., Bash, P.A., and Karplus, M. (1990). A combined quantum mechanical 
and molecular mechanical potential for molecular dynamics simulations. Journal 
of Computational Chemistry 11, 700-733.
French, S.A., Sokol, A.A., To, J., Catlow, C.R.A., Phala, N.S., Klatt, G., and van 
Steen, E. (2004). Active sites for heterogeneous catalysis by functionalisation of 
internal and external surfaces. Catalysis Today 93-5, 535-540.
Freysoldt, C., Grabowski, B., Hickel, T., Neugebauer, J., Kresse, G., Janotti, A., and 
Van de Walle, C.G. (2014). First-principles calculations for point defects in solids. 
Reviews of Modern Physics 86, 253-305.
Freysoldt, C., Neugebauer, J., and Van de Walle, C.G. (2009). Fully \textit{Ab 
Initio} Finite-Size Corrections for Charged-Defect Supercell Calculations. Physical 
Review Letters 102, 016402.
Gao, S., and Wang, D. (1990). An embedding scheme for calculating charge 
transfer between adsorbates and metal substrates. Journal of Physics: 
Condensed Matter 2, 2187.
Gavartin, J.L., Shluger, A.L., Foster, A.S., and Bersuker, G.I. (2005). The role of 
nitrogen-related defects in high-k dielectric oxides: Density-functional studies. 
Journal of Applied Physics 97, 053704.
Gleeson, D., Sankar, G., Catlow, C.R.A., Thomas, J.M., Spano, G., Bordiga, S., 
Zecchina, A., and Lamberti, C. (2000). The architecture of catalytically active 
centers in titanosilicate (TS-1) and related selective-oxidation catalysts. Physical 
Chemistry Chemical Physics 2, 4812-4817.
Gordon, M.S., Fedorov, D.G., Pruitt, S.R., and Slipchenko, L.V. (2012). 
Fragmentation Methods: A Route to Accurate Calculations on Large Systems. 
Chemical Reviews 112, 632-672.
Götz, W., Johnson, N.M., Chen, C., Liu, H., Kuo, C., and Imler, W. (1996). Activation
energies of Si donors in GaN. Applied Physics Letters 68, 3144-3146.
Goumans, T.P.M., Catlow, C.R.A., and Brown, W.A. (2008). Hydrogenation of CO on
a silica surface: An embedded cluster approach. The Journal of Chemical Physics 
128, 134709.
Greatbanks, S.P., Sherwood, P., and Hillier, I.H. (1994). Embedded Cluster Model 
for the ab Initio Study of Broensted Acidity in Zeolites. The Journal of Physical 
Chemistry 98, 8134-8139.
Grimley, T.B., and Pisani, C. (1974). Chemisorption theory in the Hartree-Fock 
approximation. Journal of Physics C: Solid State Physics 7, 2831.
Groß, A. (2008). Adsorption at Nanostructured Surfaces from First Principles. 
Journal of Computational and Theoretical Nanoscience 5, 894-922.
Guo, W., Wu, A., Zhang, I.Y., and Xu, X. (2012). XO: An extended ONIOM method 
for accurate and efficient modeling of large systems. Journal of Computational 
Chemistry 33, 2142-2160.



Haase, F., and Sauer, J. (2000). Ab initio molecular dynamics simulation of 
methanol interacting with acidic zeolites of different framework structure. 
Microporous and Mesoporous Materials 35–36, 379-385.
Haase, F., Sauer, J., and Hutter, J. (1997). Ab initio molecular dynamics simulation
of methanol adsorbed in chabazite. Chemical physics letters 266, 397-402.
Harding, J.H., Harker, A.H., Keegstra, P.B., Pandey, R., Vail, J.M., and Woodward, C.
(1985). Hartree-Fock cluster computations of defect and perfect ionic crystal 
properties. Physica B+C 131, 151-156.
He, J., Di Paola, C., and Kantorovich, L. (2009). Partitioning scheme for density 
functional calculations of extended systems. The Journal of Chemical Physics 
130, 144104.
Hégely, B., Nagy, P.R., Ferenczy, G.G., and Kállay, M. (2016). Exact density 
functional and wave function embedding schemes based on orbital localization. 
The Journal of Chemical Physics 145, 064107.
Herschend, B., Baudin, M., and Hermansson, K. (2004). A combined molecular 
dynamics+quantum mechanics method for investigation of dynamic effects on 
local surface structures. The Journal of Chemical Physics 120, 4939-4948.
Huang, C., Pavone, M., and Carter, E.A. (2011). Quantum mechanical embedding 
theory based on a unique embedding potential. The Journal of Chemical Physics 
134, 154110.
Huzinaga, S., Seijo, L., Barandiarán, Z., and Klobukowski, M. (1987). The abinitio 
model potential method. Main group elements. The Journal of Chemical Physics 
86, 2132-2145.
Inglesfield, J.E. (1981). A method of embedding. Journal of Physics C: Solid State 
Physics 14, 3795.
Ivanova Shor, E.A., Shor, A.M., Nasluzov, V.A., Vayssilov, G.N., and Rösch, N. 
(2005). Effects of the Aluminum Content of a Zeolite Framework:  A DFT/MM 
Hybrid Approach Based on Cluster Models Embedded in an Elastic Polarizable 
Environment. Journal of Chemical Theory and Computation 1, 459-471.
James, R., and Woodley, S. (1996). Extraction of Green's functions from total 
energy plane wave pseudopotential calculations. Solid state communications 97, 
935-939.
Janetzko, F., Bredow, T., and Jug, K. (2002). Effects of long-range interactions in 
cyclic cluster calculations of metal oxides. The Journal of Chemical Physics 116, 
8994-9004.
Johnson, M.A., and Truong, T.N. (1999). Importance of Polarization in Simulations 
of Condensed Phase Energetic Materials. The Journal of Physical Chemistry B 
103, 9392-9393.
Jost, W. (1933). Diffusion and Electrolytic Conduction in Crystals (Ionic 
Semiconductors). The Journal of Chemical Physics 1, 466-475.
Kachurovskaya, N.A., Mikheeva, E.P., and Zhidomirov, G.M. (2002). Cluster 
molecular modeling of strong interaction for VOx/TiO2 supported catalyst. Journal
of Molecular Catalysis A: Chemical 178, 191-198.
Kantorovich, L.N. (1983). Multipole Theory of the Polarization of Solids by Point 
Defects. I. Dipole Approximation. physica status solidi (b) 120, 77-86.
Kantorovich, L.N. (1988). An embedded-molecular-cluster method for calculating 
the electronic structure of point defects in non-metallic crystals. I. General 
theory. Journal of Physics C: Solid State Physics 21, 5041.
Kantorovich, L.N. (1999). Elimination of the long-range dipole interaction in 
calculations with periodic boundary conditions. Physical Review B 60, 15476-
15479.
Kantorovich, L.N. (2000a). Application of the group function theory to infinite 
systems. International Journal of Quantum Chemistry 76, 511-534.



Kantorovich, L.N. (2000b). Derivation of atomistic models for lattices consisting 
of weakly overlapping structural elements. International Journal of Quantum 
Chemistry 78, 306-330.
Kantorovich, L.N., Shluger, A.L., Sushko, P.V., Gunster, J., Stracke, P., Goodman, 
D.W., and Kempter, V. (1999). Mg clusters on MgO surfaces: study of the 
nucleation mechanism with MIES and abinitio calculations. Faraday Discussions 
114, 173-194.
Kästner, J., Carr, J.M., Keal, T.W., Thiel, W., Wander, A., and Sherwood, P. (2009). 
DL-FIND: An Open-Source Geometry Optimizer for Atomistic Simulations. The 
Journal of Physical Chemistry A 113, 11856-11865.
Kästner, J., Thiel, S., Senn, H.M., Sherwood, P., and Thiel, W. (2007). Exploiting 
QM/MM Capabilities in Geometry Optimization:  A Microiterative Approach Using 
Electrostatic Embedding. Journal of Chemical Theory and Computation 3, 1064-
1072.
Kavan, L., Grätzel, M., Gilbert, S.E., Klemenz, C., and Scheel, H.J. (1996). 
Electrochemical and Photoelectrochemical Investigation of Single-Crystal 
Anatase. Journal of the American Chemical Society 118, 6716-6723.
Keal, T.W., Sherwood, P., Dutta, G., Sokol, A.A., and Catlow, C.R.A. (2011). 
Characterization of hydrogen dissociation over aluminium-doped zinc oxide using
an efficient massively parallel framework for QM/MM calculations. Proceedings of 
the Royal Society A: Mathematical, Physical and Engineering Science.
Koster, G.F., and Slater, J.C. (1954). Wave Functions for Impurity Levels. Physical 
Review 95, 1167-1176.
Kresse, G., and Furthmüller, J. (1996). Efficient iterative schemes for \textit{ab 
initio} total-energy calculations using a plane-wave basis set. Physical Review B 
54, 11169-11186.
Kröger, F.A., and Vink, H.J. (1956). Relations between the Concentrations of 
Imperfections in Crystalline Solids. In Solid State Physics, S. Frederick, and T. 
David, eds. (Academic Press), pp. 307-435.
Kruger, S., and Rösch, N. (1994). The moderately-large-embedded-cluster 
method for metal surfaces; a density-functional study of atomic adsorption. 
Journal of Physics: Condensed Matter 6, 8149.
Kunz, A.B., and Vail, J.M. (1988). Quantum-mechanical cluster-lattice interaction 
in crystal simulation: Hartree-Fock method. Physical Review B 38, 1058-1063.
Laino, T., Mohamed, F., Laio, A., and Parrinello, M. (2006). An efficient linear-
scaling electrostatic coupling for treating periodic boundary conditions in QM/MM 
simulations. Journal of chemical theory and computation 2, 1370-1378.
Lany, S., and Zunger, A. (2008). Assessment of correction methods for the band-
gap problem and for finite-size effects in supercell defect calculations: Case 
studies for ZnO and GaAs. Physical Review B 78, 235104.
Lennard-Jones, J.E. (1937). The Electronic Structure of Some Polyenes and 
Aromatic Molecules. I. The Nature of the Links by the Method of Molecular 
Orbitals. Proceedings of the Royal Society of London Series A - Mathematical and 
Physical Sciences 158, 280-296.
Lento, J., Mozos, J.-L., and Nieminen, R.M. (2002). Charged point defects in 
semiconductors and the supercell approximation. Journal of Physics: Condensed 
Matter 14, 2637.
Leslie, M., and Gillan, N.J. (1985). The energy and elastic dipole tensor of defects 
in ionic crystals calculated by the supercell method. Journal of Physics C: Solid 
State Physics 18, 973.
Lidiard, A.B. (1989). The Mott-Littleton method: an introductory survey. Journal of 
the Chemical Society, Faraday Transactions 2: Molecular and Chemical Physics 
85, 341-349.



Logsdail, A.J., Downing, C.A., Keal, T.W., Sherwood, P., Sokol, A.A., and Catlow, 
C.R.A. (2016). Modelling the chemistry of Mn-doped MgO for bulk and (100) 
surfaces. Physical Chemistry Chemical Physics.
Maiden, C. (1988). The New Zealand Gas-to-Gasoline Project. Studies in Surface 
Science and Catalysis 36, 1-16.
Makov, G., and Payne, M.C. (1995). Periodic boundary conditions in \textit{ab 
initio} calculations. Physical Review B 51, 4014-4022.
Manby, F.R., Stella, M., Goodpaster, J.D., and Miller, T.F. (2012). A Simple, Exact 
Density-Functional-Theory Embedding Scheme. Journal of Chemical Theory and 
Computation 8, 2564-2568.
McWeeny, R. (1959). The Density Matrix in Many-Electron Quantum Mechanics. I. 
Generalized Product Functions. Factorization and Physical Interpretation of the 
Density Matrices. Proceedings of the Royal Society of London Series A 
Mathematical and Physical Sciences 253, 242.
McWeeny, R. (1960). Some Recent Advances in Density Matrix Theory. Reviews of
Modern Physics 32, 335-369.
Metz, S., Kästner, J., Sokol, A.A., Keal, T.W., and Sherwood, P. (2014). ChemShell—
a modular software package for QM/MM simulations. Wiley Interdisciplinary 
Reviews: Computational Molecular Science 4, 101-110.
Milov, I.D., Abarenkov, I.V., and Tupitsyn, I.I. (2015). Application of the embedding
potential method in calculations of the electronic structure and X-ray emission 
spectra of crystal MgO clusters. Optics and Spectroscopy 118, 519-528.
Moniz, S.J.A., Shevlin, S.A., Martin, D.J., Guo, Z.-X., and Tang, J. (2015). Visible-
light driven heterojunction photocatalysts for water splitting - a critical review. 
Energy & Environmental Science 8, 731-759.
Morkoç, H. (2009). Handbook of Nitride Semiconductors and Devices: Materials 
Properties, Physics and Growth, Vol 1 (Weinheim: Wiley-VCH Verlag GmbH & Co. 
KGaA).
Mott, N.F., and Littleton, M.J. (1938). Conduction in polar crystals. I. Electrolytic 
conduction in solid salts. Transactions of the Faraday Society 34, 485-499.
Mukhopadhyay, S., Sushko, P.V., Stoneham, A.M., and Shluger, A.L. (2004). 
Modeling of the structure and properties of oxygen vacancies in amorphous 
silica. Physical Review B 70, 195203.
Murphy, S.T., and Hine, N.D.M. (2013). Anisotropic charge screening and 
supercell size convergence of defect formation energies. Physical Review B 87, 
094111.
Nasluzov, V.A., Ivanova, E.A., Shor, A.M., Vayssilov, G.N., Birkenheuer, U., and 
Rösch, N. (2003). Elastic Polarizable Environment Cluster Embedding Approach 
for Covalent Oxides and Zeolites Based on a Density Functional Method. The 
Journal of Physical Chemistry B 107, 2228-2241.
Nieminen, R.M. (2007). Supercell Methods for Defect Calculations. In Theory of 
Defects in Semiconductors, D.A. Drabold, and S.K. Estreicher, eds. (Berlin, 
Heidelberg: Springer Berlin Heidelberg), pp. 29-68.
Norgett, M.J. (1971). The electronic levels of the F t centre in MgO and CaO. 
Journal of Physics C: Solid State Physics 4, 1289.
Norgett, M.J., Establishment, A.E.R., Authority, U.K.A.E., and H.M.S.O. (1974). A 
General Formulation of the Problem of Calculating the Energies of Lattice Defects
in Ionic Crystals (H.M. Stationery Office).
O'Malley, A.J., Logsdail, A.J., Sokol, A.A., and Catlow, C.R.A. (2016). Modelling 
metal centres, acid sites and reaction mechanisms in microporous catalysts. 
Faraday Discussions 188, 235-255.
Oliva, C., Strodel, P., Goldbeck-Wood, G., and Maiti, A. (2008). Understanding the 
interaction of ammonia with carbon nanotubes.



Onsager, L. (1936). Electric Moments of Molecules in Liquids. Journal of the 
American Chemical Society 58, 1486-1493.
Pacchioni, G. (2015). First Principles Calculations on Oxide-Based Heterogeneous 
Catalysts and Photocatalysts: Problems and Advances. Catalysis Letters 145, 80-
94.
Paganini, M.C., Chiesa, M., Giamello, E., Coluccia, S., Martra, G., Murphy, D.M., 
and Pacchioni, G. (1999). Colour centres at the surface of alkali-earth oxides. A 
new hypothesis on the location of surface electron traps. Surface Science 421, 
246-262.
Pascual, J.L., Barros, N., Barandiarán, Z., and Seijo, L. (2009). Improved 
Embedding Ab Initio Model Potentials for Embedded Cluster Calculations†. The 
Journal of Physical Chemistry A 113, 12454-12460.
Pascual, J.L., and Seijo, L. (1995). Ab initio model potential embedded cluster 
calculations including lattice relaxation and polarization: Local distortions on 
Mn2+‐doped CaF2. The Journal of Chemical Physics 102, 5368-5376.
Pelmenschikov, A.G., Morosi, G., Gamba, A., and Coluccia, S. (1995). A Check of 
Quantum Chemical Molecular Models of Adsorption on Oxides against 
Experimental Infrared Data. The Journal of Physical Chemistry 99, 15018-15022.
Pelmenschikov, A.G., Morosi, G., Gamba, A., and Coluccia, S. (1998). 
Unimportance of the Surrounding Lattice in the Adsorption of CO on Low-
Coordinated Mg Sites of MgO. The Journal of Physical Chemistry B 102, 2226-
2231.
Peng, Q., Zhang, X., Hung, L., Carter, E.A., and Lu, G. (2008). Quantum 
simulation of materials at micron scales and beyond. Physical Review B 78, 
054118.
Peng, Q., Zhang, X., and Lu, G. (2010). Quantum mechanical simulations of 
nanoindentation of Al thin film. Computational Materials Science 47, 769-774.
Piccini, G., Alessio, M., and Sauer, J. (2016). Ab Initio Calculation of Rate 
Constants for Molecule–Surface Reactions with Chemical Accuracy. Angewandte 
Chemie International Edition 55, 5235-5237.
Pisani, C. (1978). Approach to the embedding problem in chemisorption in a self-
consistent-field-molecular-orbital formalism. Physical Review B 17, 3143-3153.
Pisani, C. (1993). Embedded-cluster techniques for the quantum-mechanical 
study of surface reactivity. Journal of Molecular Catalysis 82, 229-252.
Pisani, C., Corà, F., Nada, R., and Orlando, R. (1994). Hartree-Fock perturbed-
cluster treatment of local defects in crystals: I. The EMBED program: general 
features. Computer Physics Communications 82, 139-156.
Pisani, C., Dovesi, R., and Carosso, P. (1979). Moderately-large-embedded-cluster 
approach to the study of local defects in solids. Vacancy and substitutional 
impurities in graphite. Physical Review B 20, 5345-5357.
Pisani, C., Dovesi, R., Nada, R., and Kantorovich, L.N. (1990). Abinitio Hartree–
Fock perturbed‐cluster treatment of local defects in crystals. The Journal of 
Chemical Physics 92, 7448-7460.
Pisani, C., Dovesi, R., Roetti, C., Causà, M., Orlando, R., Casassa, S., and 
Saunders, V.R. (2000). CRYSTAL and EMBED, two computational tools for the ab 
initio study of electronic properties of crystals. International Journal of Quantum 
Chemistry 77, 1032-1048.
Pisani, C., Dovesi, R., and Ugliengo, P. (1983). Comparison of different 
approaches to the study of local defects in crystals. I. Theoretical considerations 
and computational schemes. physica status solidi (b) 116, 249-259.
Rybicki, M., and Sauer, J. (2015). Acidity of two-dimensional zeolites. Physical 
Chemistry Chemical Physics 17, 27873-27882.
Sauer, J. (2016). Bronsted activity of two-dimensional zeolites compared to bulk 
materials. Faraday Discussions 188, 227-234.



Scanlon, D.O., Dunnill, C.W., Buckeridge, J., Shevlin, S.A., Logsdail, A.J., Woodley, 
S.M., Catlow, C.R.A., Powell, M.J., Palgrave, R.G., and Parkin, I.P. (2013). Band 
alignment of rutile and anatase TiO2. Nature materials 12, 798-801.
Schultz, P.A. (2000). Charged Local Defects in Extended Systems. Physical 
Review Letters 84, 1942-1945.
Seijo, L., and Barandiarán, Z. (1996). Applications of the group-function theory to
the field of materials science. International Journal of Quantum Chemistry 60, 
617-634.
Seijo, L., and Barandiarán, Z. (1999). The Ab Initio Model Potential Method: A 
Common Strategy for Effective Core Potential and Embedded Cluster 
Calculations. In Computational Chemistry: Reviews of Current Trends (WORLD 
SCIENTIFIC), pp. 55-152.
Sherwood, P. (2000). Hybrid Quantum Mechanics/Molecular Mechanics 
Approaches. In Modern Methods and Algorithms of Quantum Chemistry; 
Grotendorst, J, Ed (Neuman Institute for Computing: Jülich, Germany), p. 285.
Sherwood, P., de Vries, A.H., Guest, M.F., Schreckenbach, G., Catlow, C.R.A., 
French, S.A., Sokol, A.A., Bromley, S.T., Thiel, W., Turner, A.J., et al. (2003). QUASI:
A general purpose implementation of the QM/MM approach and its application to 
problems in catalysis. Journal of Molecular Structure: THEOCHEM 632, 1-28.
Sherwood, P., H. de Vries, A., J. Collins, S., P. Greatbanks, S., A. Burton, N., A. 
Vincent, M., and H. Hillier, I. (1997). Computer simulation of zeolite structure and 
reactivity using embedded cluster methods. Faraday Discussions 106, 79-92.
Shetti, V.N., Manikandan, P., Srinivas, D., and Ratnasamy, P. (2003). Reactive 
oxygen species in epoxidation reactions over titanosilicate molecular sieves. 
Journal of Catalysis 216, 461-467.
Shidlovskaya, E.K. (2002). Improved embedded molecular cluster model. 
International Journal of Quantum Chemistry 89, 349-370.
Shluger, A.L., Harker, A.H., Puchin, V.E., Itoh, N., and Catlow, C.R.A. (1993). 
Simulation of defect processes: experiences with the self-trapped exciton. 
Modelling and Simulation in Materials Science and Engineering 1, 673.
Shluger, A.L., Kotomin, E.A., and Kantorovich, L.N. (1986). Quantum-chemical 
simulation of impurity-induced trapping of a hole: (Li) 0 centre in MgO. Journal of 
Physics C: Solid State Physics 19, 4183.
Sierka, M., Eichler, U., Datka, J., and Sauer, J. (1998). Heterogeneity of Brønsted 
Acidic Sites in Faujasite Type Zeolites due to Aluminum Content and Framework 
Structure. The Journal of Physical Chemistry B 102, 6397-6404.
Sierka, M., and Joachim Sauer, a. (1997). Structure and reactivity of silica and 
zeolite catalysts by a combined quantum mechanics[ndash ]shell-model 
potential approach based on DFT. Faraday Discussions 106, 41-62.
Sokol, A.A., Bromley, S.T., French, S.A., Catlow, C.R.A., and Sherwood, P. (2004). 
Hybrid QM/MM embedding approach for the treatment of localized surface states 
in ionic materials. International Journal of Quantum Chemistry 99, 695-712.
Sokol, A.A., French, S.A., Bromley, S.T., Catlow, C.R.A., van Dam, H.J.J., and 
Sherwood, P. (2007). Point defects in ZnO. Faraday Discussions 134, 267-282.
Sousa, C., Pacchioni, G., and Illas, F. (1999). Ab initio study of the optical 
transitions of F centers at low-coordinated sites of the MgO surface. Surface 
Science 429, 217-228.
Souza, I., Marzari, N., and Vanderbilt, D. (2001). Maximally localized Wannier 
functions for entangled energy bands. Physical Review B 65, 035109.
Sporkmann, B., and Bross, H. (1994). Calculation of Wannier functions for fcc 
transition metals by Fourier transformation of Bloch functions. Physical Review B 
49, 10869-10876.



Stefanovich, E.V., and Truong, T.N. (1997). A theoretical approach for modeling 
reactivity at solid–liquid interfaces. The Journal of Chemical Physics 106, 7700-
7705.
Stoneham, A.M. (1975). Theory of Defects in Solids: Electronic Structure of 
Defects in Insulators and Semiconductors. (Oxford, UK: Oxford University Press).
Sulimov, V.B., Sushko, P.V., Edwards, A.H., Shluger, A.L., and Stoneham, A.M. 
(2002). Asymmetry and long-range character of lattice deformation by neutral 
oxygen vacancy in \ensuremath{\alpha}-quartz. Physical Review B 66, 024108.
Sushko, P.V., and Abarenkov, I.V. (2010). General Purpose Electrostatic 
Embedding Potential. Journal of Chemical Theory and Computation 6, 1323-1333.
Sushko, P.V., Shluger, A.L., and Catlow, C.R.A. (2000). Relative energies of surface
and defect states: ab initio calculations for the MgO (001) surface. Surface 
Science 450, 153-170.
Svensson, M., Humbel, S., Froese, R.D.J., Matsubara, T., Sieber, S., and 
Morokuma, K. (1996). ONIOM:  A Multilayered Integrated MO + MM Method for 
Geometry Optimizations and Single Point Energy Predictions. A Test for 
Diels−Alder Reactions and Pt(P(t-Bu)3)2 + H2 Oxidative Addition. The Journal of 
Physical Chemistry 100, 19357-19363.
Taramasso, M., Perego, G., and Notari, B. (1983). Preparation of porous crystalline
synthetic material comprised of silicon and titanium oxides (Google Patents).
Tchougréeff, A.L. (1999). Group functions, Lowdin partition, and hybrid QC/MM 
methods for large molecular systems. Physical Chemistry Chemical Physics 1, 
1051-1060.
Tchougréeff, A.L. (2008). Hybrid Methods of Molecular Modeling, 1 edn 
(Netherlands: Springer Netherlands).
Tchougréeff, A.L. (2016). Several stories from theoretical chemistry with some 
Russian flavor and implications for theorems of chemistry, vagueness of its 
concepts, fuzziness of its definitions, iconicity of its language, and peculiarities of
its nomenclature. International Journal of Quantum Chemistry 116, 137-160.
To, J., Sherwood, P., Sokol, A.A., Bush, I.J., Catlow, C.R.A., van Dam, H.J.J., French, 
S.A., and Guest, M.F. (2006a). QM/MM modelling of the TS-1 catalyst using HPCx. 
Journal of Materials Chemistry 16, 1919-1926.
To, J., Sokol, A.A., French, S.A., and Catlow, C.R.A. (2008). Hybrid QM/MM 
investigations into the structure and properties of oxygen-donating species in TS-
1. Journal of Physical Chemistry C 112, 7173-7185.
To, J., Sokol, A.A., French, S.A., Catlow, C.R.A., Sherwood, P., and van Dam, H.J.J. 
(2006b). Formation of heteroatom active sites in zeolites by hydrolysis and 
inversion. Angew Chem-Int Edit 45, 1633-1638.
Tolpygo, K.B. (1950). Physical Properties of a Rock Salt Lattice Made up of 
Deformable Ions. Zhurnal Eksperimentalnoi I Teoreticheskoi Fiziki 20, 497-509.
Vail, J.M. (1990). Theory of electronic defects: Applications to MgO and alkali 
halides. Journal of Physics and Chemistry of Solids 51, 589-607.
Vörös, M., Gali, A., Kaxiras, E., Frauenheim, T., and Knaup, J.M. (2012). 
Identification of defects at the interface between 3C-SiC quantum dots and a 
SiO2 embedding matrix. physica status solidi (b) 249, 360-367.
Walsh, A., Buckeridge, J., Catlow, C.R.A., Jackson, A.J., Keal, T.W., Miskufova, M., 
Sherwood, P., Shevlin, S.A., Watkins, M.B., Woodley, S.M., et al. (2013). Limits to 
Doping of Wide Band Gap Semiconductors. Chemistry of Materials 25, 2924-
2926.
Walsh, A., Catlow, C.R.A., Miskufova, M., and Sokol, A.A. (2011). Electron and hole
stability in GaN and ZnO. Journal of Physics: Condensed Matter 23, 334217.
Warshel, A., and Karplus, M. (1972). Calculation of ground and excited state 
potential surfaces of conjugated molecules. I. Formulation and parametrization. 
Journal of the American Chemical Society 94, 5612-5625.



Warshel, A., and Levitt, M. (1976). Theoretical studies of enzymic reactions: 
Dielectric, electrostatic and steric stabilization of the carbonium ion in the 
reaction of lysozyme. Journal of Molecular Biology 103, 227-249.
Wesolowski, T.A., Shedge, S., and Zhou, X. (2015). Frozen-Density Embedding 
Strategy for Multilevel Simulations of Electronic Structure. Chemical Reviews 115,
5891-5928.
Wilson, D.J., Sokol, A.A., French, S.A., and Catlow, C.R.A. (2008). Defect structures
in the silver halides. Physical Review B 77, 064115.
Wilson, P.J., Bradley, T.J., and Tozer, D.J. (2001). Hybrid exchange-correlation 
functional determined from thermochemical data and ab initio potentials. The 
Journal of Chemical Physics 115, 9233-9242.
Woodley, S.M. (1997). A real-space approach to surface and defect states 
(UNIVERSITY OF BATH (UNITED KINGDOM)).
Woodley, S.M. (2016). Nanoclusters and Nanoparticles. In Computational 
Modeling of Inorganic Nanomaterials, S.T. Bromley, and M.A. Zwijnenburg, eds. 
(CRC Press), pp. 3-46.
Xie, Z., Sui, Y., Buckeridge, J., Catlow, C.R.A., Keal, T.W., Sherwood, P., Walsh, A., 
Scanlon, D.O., Woodley, S.M., and Sokol, A.A. (2016). Demonstration of the donor
characteristics of Si and O de-fects in GaN using hybrid QM/MM. Physica Status 
Solidi A.
Yang, W. (1991). Direct calculation of electron density in density-functional 
theory. Physical Review Letters 66, 1438-1441.
Zhang, G., Canning, A., Grønbech-Jensen, N., Derenzo, S., and Wang, L.-W. 
(2013). Shallow Impurity Level Calculations in Semiconductors Using \textit{Ab 
Initio} Methods. Physical Review Letters 110, 166404.
Zhang, X., and Lu, G. (2008). Electronic origin of void formation in fcc metals. 
Physical Review B 77, 174102.
Zhang, X., and Lu, G. (2010). Calculation of fast pipe diffusion along a dislocation
stacking fault ribbon. Physical Review B 82, 012101.
Zhang, X., Zhao, Y., and Lu, G. (2012). Recent Development in Quantum 
Mechanics/Molecular Mechanics Modeling for Materials.  10, 65-82.
Zhao, Y., Lynch, B.J., and Truhlar, D.G. (2004). Development and Assessment of a 
New Hybrid Density Functional Model for Thermochemical Kinetics. The Journal of
Physical Chemistry A 108, 2715-2719.
Zolper, J.C., Wilson, R.G., Pearton, S.J., and Stall, R.A. (1996). Ca and O ion 
implantation doping of GaN. Applied Physics Letters 68, 1945-1947.
Zunger, A., and Cohen, M.L. (1979). Self-consistent pseudopotential calculation 
of the bulk properties of Mo and W. Physical Review B 19, 568-582.


	1 Introduction
	2 The Hybrid Quantum Mechanical /Molecular Mechanical approach
	2.1 Background
	2.1.1 One electron problem
	2.1.2 Many electron problem, electron groups, localisation and structural elements
	2.1.3 Electronic structure of the defect containing system and the choice of the method

	2.2 ChemShell quantum mechanical / molecular mechanical coupling and master equations
	2.3 Practicalities of setting up a quantum mechanical / molecular mechanical calculation

	3 Recent applications of quantum mechanical / molecular mechanical approaches
	3.1 Ionisation potentials
	3.2 Modelling point defects with hybrid quantum mechanical / molecular mechanical methods
	3.2.1 Defect chemistry
	3.2.2 Diffuse states

	3.3 Active sites in zeolites
	3.3.1 Deprotonation energies as a measure of site reactivity
	3.3.2 REDOX potentials
	3.3.3 Coordination of metal centres


	4 Final remarks
	Acknowledgements
	References

