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Preface

Information Extraction is the �eld for automatically extracting useful information from

natural language texts. There are several applications which require Information Extrac-

tion like monitoring companies (extracting information from the news about them), the

transfer of patient data from discharge summaries to a database and building biological

knowledgebases (e.g. gathering protein interaction pairs from the scienti�c literature).

The early Information Extraction solutions applied manually constructed expert rules

which required both domain and linguist/decision system experts. On the other hand,

the Machine Learning approach requires just examples from the domain expert and

builds the decision rules automatically. Natural Language Processing tasks can be

formulated as classi�cation tasks in Machine Learning terminology and this means that

they can be solved by statistical systems that discover patterns and regularities in the

labeled set of examples and exploit this knowledge to process new documents.

The main aim of this thesis is to examine various Machine Learning methods and

discuss their suitability in real-world Information Extraction tasks. Among the Machine

Learning tools, several less frequently used ones and novel ideas will be experimentally

investigated and discussed. The tasks themselves cover a wide range of tasks from

language-independent and multi-domain Named Entity recognition (word sequence la-

belling) to Name Normalisation and Opinion Mining.

Richárd Farkas, June 2009.
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Chapter 1

Introduction

"Everything should be made as simple as possible, but no simpler."

Albert Einstein

1.1 Problem de�nition

Due to the rapid growth of the Internet and the birth of huge multinational companies,

the amount of publicly available and in-house information is growing at an incredible

rate. The greater part of this is in textual form which is written by humans for human

reading. The manual processing of these kinds of documents requires an enormous

e�ort.

Information Extraction is the �eld for extracting useful information from natural

language texts and providing a machine-readable output. There are several applications

which require Information Extraction like monitoring companies (extracting information

from the news about them), the transfer of patient data from discharge summaries to

a database and building biological knowledgebases (e.g. gathering protein interaction

pairs from the scienti�c literature).

The early Information Extraction solutions applied manually constructed expert rules

which required both domain and linguist/decision system experts. On the other hand,

the Machine Learning approach requires just examples from the domain expert and

builds the decision rules automatically. The aim of this thesis is to examine various

Machine Learning methods and discuss their suitability in real-world Information Ex-

traction tasks. Among the Machine Learning tools several less frequently used ones

and novel ideas will be experimentally investigated and discussed.

1



2 Introduction

1.2 Contributions

In this thesis several practical Information Extraction applications will be presented

which were developed together with colleagues. The applications themselves cover a

wide range of di�erent tasks from entity recognition (word sequence labelling) to word

sense disambiguation, various domains from business news texts to medical records and

biological scienti�c papers. We will demonstrate that a task-speci�c choice of Machine

Learning tools and several simple considerations can result in a signi�cant improvement

in the overall performance. Moreover, for speci�c text mining tasks, it is feasible to

construct systems that are useful in practice and can even compete with humans in

processing the majority of textual data.

A reference corpus (labeled textual dataset) is available for each addressed task.

These corpora provide the opportunity for the objective evaluation of automatic systems

and we shall use them to experimentally evaluate our Machine Learning-based systems.

So-called shared tasks are often organised based on these corpora which attempt to

compare solutions from all over the world. The task-speci�c systems developed at the

University of Szeged achieved good rankings in these challenges.

Several tasks were solved for Hungarian and English texts at the same time. We will

show that � however Hungarian has very special characteristics (e.g. agglutination and

free word order) � at this level of processing (i.e. having the output of language-speci�c

modules like morphological analysis) the same Machine Learning systems can perform

well on the two languages.

From a Machine Learning point of view, we will consider solutions for exploiting

external resources (introduced in Part II) as valuable and novel results. We think that

this �eld will be more intensively studied in the near future.

1.3 Dissertation roadmap

Here we will summarise our �ndings for each chapter of the thesis and present the

connection between the publications of the author referred to in the thesis and the

results described in di�erent chapters in a table.

This thesis is comprised of two main parts. The �rst part (chapters 3-5) deals with

supervised learning approaches for Information Extraction, while the second (chapters

6, 7 and 8) discusses several strategies for exploiting external resources.

The second, introductory chapter provides the necessary background de�nitions

and brie�y introduces the topics, tasks and datasets for each problem addressed in the

thesis. The third chapter presents supervised Machine Learning approaches for Named

Entity Recognition and Metonymy Resolution tasks along with experimental results and

comparative, task-oriented discussions about the models employed.
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The fourth chapter describes several model-combination techniques including the

author's Feature set split and recombination approach. Based on these approaches we

developed a complex Named Entity Recognition system which is competitive to the pub-

lished state-of-the-art systems while has a di�erent theoretical background compared

to the widely used models.

The last chapter of the �rst part deals with adaptation issues of the supervised

systems. Here, the adaptation of our Named Entity Recognition system between lan-

guages (from Hungarian to English) and domains (from newswire to clinical) will be

discussed.

The Part II of the thesis introduces several approaches which go beyond the usual

supervised learning environment. The sixth chapter is concerned with semi-supervised

learning. Here, the basic idea is to exploit unlabeled data in order to build better

models on labeled data. Several novel approaches will be introduced which use the

WWW as an unlabeled corpus. We will show that these techniques e�ciently solve the

Named Entity lemmatisation problem and achieve remarkable results in Named Entity

Recognition as well.

The seventh chapter focuses on the integration possibilities of machine learnt models

and existing knowledge sources/expert systems. Clinical knowledgebases are publicly

available in a great amount and two clinical Information Extraction systems which seek

to extract diseases from textual discharge summaries will be introduced here.

In the last chapter of the thesis we introduce two applied Information Extraction

tasks which are handled by exploiting non-textual inter-document relations and textual

cues in parallel. We constructed and used the inverse co-authorship graph for the Gene

Name Disambiguation task and the response graph was utilised for the Opinion Mining

task.

Chapter
3 4 5 6 7 8

ACTA 2006 [1] • •
LREC 2006 [2] •
SEMEVAL 2007 [3] •
DS 2006 [4] •
JAMIA 2007 [5] •
BIONLP 2008 [6] •
ICDM 2007 [7] •
TSD 2008 [8] •
BMC 2007 [9] •
JAMIA 2009 [10] •
BMC 2008 [11] •
DMIIP 2008 [12] •

Table 1.1: The relation between the thesis topics and the corresponding publications.



4 Introduction

Table 1.1 summarises the relationship among the thesis chapters and the more

important1 referred publications of the author. Here we list the most important results in

each paper that are regarded as the author's own contributions. We should mention here

that system performance scores (i.e. the overall results) are always counted as a shared

contribution and not listed here, as several authors participated in the development of

the systems described in the cited papers. The only exception is [11], which describes

only the author's own results. [2] has been omitted from the list as all the results

described in this paper are counted as shared contributions of the authors. For [3], the

author only made marginal contributions.

• ACTA 2006 [1]

� Comparison of supervised learners.

� Stacking approach.

• SEMEVAL 2007 [3]

� Comparative analysis of C4.5 and Logistic Regression.

• DS 2006 [4]

� The architecture of the complex Named Entity Recognition model

� The feature set split and recombination method.

� Boosting experiments.

� Post-processing rules.

• JAMIA 2007 [5]

� Trigger-based bagging method.

� The standardisation phase.

• BIONLP 2008 [6]

� Statistical investigations for di�erences between the medical and biological

domains.

• ICDM 2007 [7]

� Using web frequencies for phrase boundary extension.

� The most frequent rule heuristic.

• TSD 2008 [8]

� Feature set construction and transformations for NE lemmatisation and sepa-

ration.
1For a full list of publications, please visit http://www.inf.u-szeged.hu/~rfarkas/publications.html.
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� All of the Machine Learning experiments.

• BMC 2007 [9]

� Combination strategies for expert rules and Machine Learning methods.

� Negation and speculation-based language pre-processing.

� Multi-label classi�cation approaches.

� All of the data-driven experiments.

• JAMIA 2009 [10]

� Statistical methods for term identi�cation.

� Statistical methods for context detection.

• BMC 2008 [11]

� All of the results in the paper.

• DMIIP 2008 [12]

� The general idea of using response graphs for Opinion Mining.
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Chapter 2

Background

In this chapter we will provide the background to understanding key concepts in the

thesis. First we will give a general overview of the Information Extraction and Named

Entity Recognition problems, then we will de�ne basic common notations and de�nitions

for Machine Learning. Finally, we will describe each Information Extraction tasks and

datasets used in the experiments presented in the thesis.

2.1 Human Language Technology

Due to the rapid growth of the Internet and the globalisation process the amount of

available information is growing at an incredible rate. The greater part of the new

data sources is in textual form (e.g. every web page contains textual information)

that is intended for human readers, written in a local natural language. This amount

of information requires the involvement of the computer into the processing tasks.

The automatic or semi-automatic processing of raw texts requires special techniques.

Human Language Technology (HLT) is the �eld which deals with the understanding and

generation of natural languages (i.e. languages written by humans) by the computer.

It is also known as Natural Language Processing or Computational Linguistics.

The computerised full understanding of natural languages is an extremely hard (or

even impossible) problem. Take, for example, the fact that the meaning of a written

text depends on the common background knowledge of the author and the targeted

audience, the cultural environment (e.g. use of idioms), the conditions of the disclosure

and so on. The state-of-the-art techniques of Human Language Technology deals with

the identi�cation of syntactic and semantic clues in the text. Syntactics is concerned

with the formal relations between expressions i.e. words, phrases and sentences while

semantics is concerned with relations between expressions and what they refer to and

it is deals with the relationship among meanings.

The chief application �elds of HLT are:

7



8 Background

Information Retrieval searches for the most relevant documents for a query (like

Google).

Information Extraction goes below the document level, analysis texts in depth and

returns with the targeted exact information.

Machine Translation seeks to automatically translate entire documents from one

natural language to another (e.g. from English to Hungarian).

Summarization is the creation of a shortened version of a text so that it still contains

the most important points of the original text.

This thesis is concerned with investigating and determining of the necessary and useful

tools for applied Information Extraction tasks.

2.1.1 The Information Extraction Problem

The goal of Information Extraction (IE) is to automatically extract structured infor-

mation from unstructured, textual documents like Web pages, corporate memos, news

articles, research reports, e-mails, blogs and so on. The output is structured information

which is categorized and semantically well-de�ned data, usually in a form of a relational

database.

In contrast to Information Retrieval (IR) whose input is a set of documents and the

output are several documents that must read by the user, IE works on a few documents

and returns detailed information. These information are useful and readable for humans

like browsing, searching, sorting (e.g. in Excel sheets) and for the computer as well, thus

IE is often the preprocessing step in a Data Mining system (which processes structural

data) [13].

Example applications include the gathering of data about companies, corporate

mergers from the Web or protein-protein interactions from biological publications. For

example, from the sentence "Eric Schmidt joined Google as chairman and chief execu-

tive o�cer in 2001." we can extract the information tuple:

{COMPANY=Google, CEO=Eric Schmidt, CEO_START_DATE=2001}

The �rst domain of application was the newswire one (especially business news)

at the end of the '80s at the Message Understanding Conferences (MUC) [14]. With

the dramatic growth of the Internet, web pages have become the focus on points such

as personal information (job titles, employment histories, and educational backgrounds

are semi-automatically collected at ZoomInfo1). Recently, the main application domain

1http://www.zoominfo.com
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has become the information extraction from biological scienti�c publications [15] and

medical records [16].

Similar to domains, the target languages of IE has also grown in the past �fteen

years. Next to English the most investigated languages are Arabic, Chinese and Spanish

(Automatic Content Extraction evaluations [17]), but smaller languages like Hungarian

(e.g. [18]) are the subject of research as well.

The Information Extraction task can be divided into several subtasks. These are

usually the following:

Named Entity Recognition is the identi�cation of mentions of entities in the text.

Co-reference resolution collects each mention � including pronouns, bridging refe-

rences and appositions � which refers to a certain entity.

Relation Detection seeks to uncover relations between entities, such as father-son

or shop-address relation.

Identi�cation of roles of the entities in an event usually means �lling in slots of a

pre-de�ned event frame.

2.1.2 Named Entity Recognition

A Named Entity (NE) is a phrase in the text which uniquely refers to an entity of the

world. It includes proper nouns, dates, identi�cation numbers, phone numbers, e-mail

addresses and so on. As the identi�cation of dates and other simpler categories are

usually carried out by hand-written regular expressions we will focus on proper names

like organisations, persons, locations, genes or proteins.

The identi�cation and classi�cation of proper nouns in plain text is of key importance

in numerous natural language processing applications. It is the �rst step of an IE system

as proper names generally carry important information about the text itself, and thus

are targets for extraction. Moreover Named Entity Recognition (NER) can be a stand-

alone application as well (see Section 2.3.4) and besides IE, Machine Translation also

has to handle proper nouns and other sort of words in a di�erent way due to the speci�c

translation rules that apply to them.

The NER problem has two levels. First the expressions in the text must be identi�ed

then the semantic class of the entity must be chosen from a pre-de�ned set. As the

identi�cation is mainly based on syntactic clues and classi�cation requires semantic

disambiguation, the NER task lies somewhere between syntactic and semantic analysis.

The classi�cation of NEs is a hard problem because (i) the NE classes are open, i.e.

there will never be a list which consists of each person or organisation names and (ii)

the context of the phrase must be investigated, e.g. the expression Ford can refer to

the company, the car itself or to Henry Ford.
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The most studied entity types are three specializations of proper names: names

of persons, locations and organizations. Sekine et al. [19] de�ned a Named Entity

hierarchy with about 200 categories, which includes many �ne-grained subclasses, such

as international organization, river, or airport, and also has a wide range of categories,

such as product, event, substance, animal or religion. Recent interest in the human

sciences has led to researchers dealing with new entity types such as gene, protein,

DNA, cell line and drug, chemical names.

2.2 Machine Learning

The �rst approaches for Information Extraction tasks were based on hand-crafted ex-

pert rules. The construction and maintenance of such a rule system is very expensive

and requires a decision system specialist. Machine Learning techniques construct de-

cision rules automatically based on a training dataset � a manually annotated corpus

in Information Extraction. The cost of the training set's construction is less than the

cost of a hand-written rule set because the former one requires just domain knowledge

i.e. labelling examples instead of decision system engineering. This thesis is concerned

with the investigation of Machine Learning tools for Information Extraction tasks and

their application in particular domains.

2.2.1 Basic concepts

Machine Learning is a broad sub�eld of Arti�cial Intelligence. The learning task of the

machine in this context is the automatic detection of certain patterns and regularities.

It operates on large datasets which are intractable to humans but contain useful infor-

mation. The statistically identi�ed patterns help humans understand the structure of

the underlying problem and they can be used to make predictions.

A machine learns with respect to a particular task. In general, a task consists of N

number of objects (also called as instance or entity) x1..N and a performance metric

v. Then the goal is to detect patterns which model the underlying data and can make

predictions whose quality is decided by the performance metric. For example, a task

might be the automatic identi�cation of spam (spam detection). Here the objects are

e-mails and the performance metric could be the accuracy i.e. the ratio of correctly-

identi�ed e-mails on an unseen test set. Note that detecting patterns on two di�erent

sets of e-mails are two di�erent tasks.

There are two main types of Machine Learning tasks. With classi�cation the learned

model has to choose from a pre-de�ned set of classes, while regression forecasts a real

value within a certain interval for a given test instance. In this thesis we shall just deal

with classi�cation as Human Language Technology usually does. The true class of an
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instance i shall be denoted by ci ∈ C and the predicted class by ĉi ∈ C. Let us suppose

that there exists a test (or evaluation) set for each task and that the performance of a

classi�cation system is measured on this set by v(c, ĉ) : CN × CN → <, where c and

ĉ are the sets of etalon and predicted labels on the whole evaluation dataset.

The objects can be characterized by a set of features (also known as attributes).

We will denote the feature space by z and the jth feature's value of the ith instance

by xij. A classi�cation model f : z → C statistically detects some relationship among

the features and the class value. The value range of a feature can be numeric (real

or integer), string or nominal. With the latest, the possible values of a certain feature

arise from a �nite set and there is no distance metric or ordering among the elements.

In the spam detection example, the length of the e-mail is a numeric feature, the �rst

word of the e-mail is a string and whether the e-mail contains a particular word is a

nominal feature.

2.2.2 Over�tting and generalisation

In inductive learning the goal is to build a classi�cation or regression model on the train-

ing data in order to classify/forecast previously unseen instances. It means that the

trained model must �nd the golden mean between �tting the training data and general-

ising on the test (unseen) data. The trade-o� between them can be achieved by varying

the complexity of the learning method (which in most methods can be regularised by

changing the values of a few parameters). As the method becomes increasingly com-

plex, it will became able to capture more complicated underlying structure of a dataset

but its generalisation capability decreases as the model is over�t to the training data.

The generalisation error (or test error) is the expected error over the test sample.

It cannot be estimated from the error calculated on the training set (training error)

because if the training error decreases (i.e. the model complexity grows) its general-

isation may become poorer. The most common approach to estimate the test error

and thus selecting the best model or model parameters is separating a development

dataset (or validation set) from the training set. Then the models can be trained on

the remaining training set and evaluated on the development set. This separation may

be random and may be repeated with the averaging the errors measured (this is called

cross-validation). This approach preserves the inviolateness of the test data [20].

2.2.3 Supervision in Machine Learning

The level of supervision in Machine Learning refers to the availability of manually labeled

instances (i.e. their classes are assigned by humans). In supervised learning, we use

just labeled training samples. However there usually exist a huge amount of unlabeled

instances and useful patterns can be extracted from them. A semi-supervised learning
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task labeled XL and unlabeled XU samples are used together. Lastly, unsupervised

learning works on just unlabeled data and the aim is to �nd regularities or patterns in

the input (the most common known unsupervised task is clustering). Even so, every

experimental Machine Learning setting should contain a labeled test set to be able to

provide an objective evaluation of the methods applied.

As several semi-supervised approaches will be described in this thesis, we should

present a deeper categorisation of them. Semi-supervised approaches can be categorised

according to the handling strategy of test instances. Inductive methods construct

models which seek to make a correct prediction on every unseen test instance in general,

whereas transductive methods optimise just for one particular evaluation set, i.e. they

have to be re-trained for each new test set [21].

2.2.4 Machine Learning in Information Extraction

Information Extraction tasks have several special properties from a Machine Learning

point of view:

• An IE task is usually built up as a chain of several classi�cation subtasks (see

Section 2.1.1) and the objects of each classi�cation tasks are words or phrases.

• The words of a text are not independent of each other. During the feature space

construction, the training and evaluation sequences of words have to be taken

into account. IE tasks can usually be understood as a sequence labeling problem,

so the evaluation and optimization are performed on sequences (e.g. sentences)

instead of words.

• The majority of the feature set is nominal in IE tasks. This fact lone casts doubt

on the suitablity of popular numeric learners (e.g. SVM) for tasks like these.

• The Internet abounds in textual data which can be considered as an unlabeled

corpus for general HLT tasks. Generally speaking, there usually exists a large

amount of domain texts for a certain IE task in a cheap and natural form.

2.3 Tasks and corpora used

In this section we shall introduce seven IE tasks and the corresponding corpora which

were used when we conducted our experiments. In the case of the Hungarian NE corpus

we will also describe the annotation process in detail as the author participated in the

building of this corpus.
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2.3.1 English Named Entity corpus

The identi�cation of Named Entities can be regarded as a tagging problem where the

aim is to assign the correct label to each token in a raw text. This classi�cation

determines whether the lexical unit in question is part of a NE phrase and if it is, which

category it belongs to. The most widely used NE corpus, the CoNLL-2003 corpus

[22], follows this principle and assigns a label to each token. It includes annotations

of person, location, organization names and miscellaneous entities, which are proper

names but do not belong to the three other classes.

The CoNLL-2003 corpus and the corresponding shared task can be regarded as the

worldwide reference NER task. It is a sub-corpus of the Reuters Corpus2, consisting of

newswire articles from 1996 provided by Reuters Inc. The data is available free of charge

for research purposes and contains texts from diverse domains ranging from sports news

to politics and the economy. The corpus contains some linguistic preprocessing as well.

On all of this data, a tokeniser, part-of-speech tagger, and a chunker (the memory-based

MBT tagger [23]) were applied. A NER shared task was performed on the CoNLL-2003

corpus, which provided a new boost to NER research in 2003. The organisers of the

shared task divided the document set into a training set, a development set and a test

set. Their sizes are shown in the table below.

Articles Sentences Tokens LOC MISC ORG PER
Training set 946 14,987 203,621 7140 3438 6321 6600
Development set 216 3,466 51,362 1837 922 1341 1842
Test set 231 3,684 46,435 1668 702 1661 1617

Table 2.1: The size and the label distribution of the CoNLL-2003 corpus.

2.3.2 Hungarian Named Entity corpus

The Named Entity Corpus for Hungarian is a sub corpus of the Szeged Treebank [24]3,

which contains 1.2 million words with tokenisation and full morphological and syntactic

annotation was done manually by linguist experts. A signi�cant part of these texts was

annotated with Named Entity class labels based on the annotation standards used on

CoNLL conferences (see the previous section). The corpus is available free of charge

for research purposes4.

Short business news articles collected from MTI (Hungarian News Agency5) consti-

2http://www.reuters.com/researchandstandards/
3The project was carried out together with MorphoLogic Ltd. and the Hungarian Academy's

Research Institute for Linguistics.
4http://www.inf.u-szeged.hu/projectdirs/hlt/en/nercorpus.html
5www.mti.hu



14 Background

tute a part of the Szeged Treebank, 225,963 words in size, covering 38 topics related to

the NewsML topic coding standard, ranging from acquisition to stock market changes

to new plant openings. Part of speech codes generated automatically by a POS tagger

[25] developed at the University of Szeged were also added to the database. In addition

we provided some gazetteer resources in Hungarian (Hungarian �rst names, company

types, list of the names of countries, cities, geographical name types and a stopword

list) that we used for experiments to build a Machine Learning-based model.

The dataset has some interesting aspects relating to the distribution of class labels

(see Table 2.2) which is induced by the domain speci�city of the texts. Organization

class � which turned out to be harder to recognize than, for example, person names �

has a higher frequency in this corpus than in other standard corpora for other languages.

Tokens Phrases

non-tagged tokens 200067 �
person names 1921 982
organizations 20433 10513
locations 1501 1294
miscellaneous proper names 2041 1662

Table 2.2: Label distribution in the Hungarian NER corpus.

We divided the corpus into 3 parts, namely a training, a development set and a test

subcorpus, following the protocol of the CoNLL-2003 NER shared task. Some simple

statistics of the whole corpus and the three sub-corpora are:

Sentences Tokens

Training set 8172 192439
Development set 502 11382
Test set 900 22142

Table 2.3: The size of the Hungarian NER datasets.

2.3.3 The annotation process

As annotation errors can readily mislead learning methods, accuracy is a critical measure

of the usefulness of language resources containing labelled data that can be used to

train and test supervised Machine Learning models for Natural Language Processing

tasks. With this we sought to create a corpus with as low an annotation error rate

as possible, which could be e�ciently used for training a NE recognizer and classi�er
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systems for Hungarian. To guarantee the precision of tagging we created an annotation

procedure with three stages [2].

In the �rst stage two linguists, who received the same instructions, labeled the

corpus with NE tags. Both of them were told to use the Internet or other sources

of knowledge whenever they were confused about their decision. Thanks to this and

the special characteristics of the texts (domain speci�city helps experts to become

more familiar with the style and characteristics of business news articles), the resulting

annotation was near perfect in terms of inter-annotator agreement rate. We used

the evaluation script made for the CoNLL conference shared tasks, which measures a

phrase-level accuracy of a Named Entity-tagged corpus. The corpus showed an inter-

annotator agreement of 99.6% after the �rst phase.

In the second phase all the words that got di�erent class labels were collected for

discussion and revision by the two annotators and the chief annotator with several years

of experience in corpus annotation. The chief annotator prepared the annotation guide

and gave instructions to the other two to perform the �rst phase of labelling. Those

entities that the linguists could not agree on initially received their class labels according

to the joint decision of the group.

In the third phase all NEs that showed some kind of similarity to those that had

been tagged ambiguously earlier were collected from the corpus for revision even though

they received the same labels in the �rst phase. For example, if the tagging of shopping

malls was inconsistent in a few cases (one annotator tagged ÁrkádORG bevásárlóközpont

while the other tagged ÁrkádORG bevásárlóközpontORG), we checked the annotation of

each occurrence of each shopping mall name, regardless whether the actual occurrence

caused a disagreement or not. We did this so as to ensure the consistency of the

annotation procedure. The resulting corpus after the �nal, third stage of consistency

checking was considered error-free.

Creating error-free resources of a reasonable size has a very high cost and, in addi-

tion, publicly available NE tagged corpora contain some annotation errors, so we can

say the corpus we developed has a great value for the research community of Natural

Language Processing. As far as we know this is the only Hungarian NE corpus currently

available, and its size is comparable to those that have been made for other languages.

2.3.4 Anonymisation of medical records

The process of removing personal health information (PHI) from clinical records is

called de-identi�cation. This task is crucial in the human life sciences because a de-

identi�ed text can be made publicly available for non-hospital researchers as well, to

facilitate research on human diseases. However, the records about the patients include

explicit personal health information, and this fact hinders the release of many useful
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datasets because their release would jeopardise individual patient rights. According to

the guidelines of Health Information Portability and Accountability Act (HIPAA) the

medical discharge summaries released must be free of the following seventeen categories

of textual PHI: �rst and last names of patients, their health proxies, and family mem-

bers; doctors' �rst and last names; identi�cation numbers; telephone, fax, and pager

numbers; hospital names; geographic locations; and dates. Removing these kinds of

PHI is the main goal of the de-identi�cation process.

We used the de-identi�cation corpus prepared by researchers of the I2B2 consortium6

for the de-identi�cation challenge of the 1st I2B2 Workshop on Natural Language

Processing Challenges for Clinical Records [26]. The dataset consisted of 889 annotated

discharge summaries, out of which 200 randomly selected documents were chosen for

the o�cial system evaluation. An important characteristic of the data was that it

contained re-identi�ed PHIs. Since the real personal information had to be concealed

from the challenge participants as well, the organisers replaced all tagged PHI in the

corpus with arti�cially generated realistic surrogates. Since the challenge organisers

wanted to concentrate on the separation of PHI and non-PHI tokens, they made the

dataset more challenging with two modi�cations during the re-identi�cation process:

• They added out-of-vocabulary surrogates to force systems to use contextual pat-

terns, rather than dictionaries.

• They replaced some of the randomly generated PHI surrogates (patient and doc-

tor names) with medical terminology like disease, treatment, drug names and

so on. This way systems were forced to work reliably on challenging ambiguous

PHIs.

Table 2.4 lists the size and label distribution of the train and test sets used on the

I2B2 shared task.

2.3.5 Metonymy Resolution

In linguistics metonymy means using one term, or one speci�c sense of a term, to

refer to another, related term or sense. Metonymic usage of NEs is frequent in natural

language. For example in the following example Vietnam, the name of a location, refers

to an event (the war) that happened there [27]:

Sex, drugs, and Vietnam have haunted Bill Clinton's campaign.

In order to support automatic distinction among the metonymic senses of the NEs �

which can be regarded as a more �ne-grained NE classi�cation task � Markert et al.

6www.i2b2.org



2.3 Tasks and corpora used 17

Train Set Test Set

Tokens Phrases Tokens Phrases
Non-PHI 310504 � 133623 �
Patients 1335 684 402 245
Doctors 5600 2681 2097 1070
Locations 302 144 216 119
Hospitals 3602 1724 1602 676
Dates 5490 5167 2161 1931
IDs 3912 3666 1198 1143
Phone Numbers 201 174 70 58
Ages 13 13 3 3

Table 2.4: The label distribution of the de-identi�cation dataset.

[28] constructed a corpus which focuses on the metonymic categories of organisations

and locations. The corpus consists of four sentence long contexts around the target

NEs from the British National Corpus [29] and the aim was to classify each target

NE to one of the metonymy categories. Table 2.5 shows the size of the corpus, the

train/test split and its label distribution. This corpus was the evaluation base of the

Metonymy Resolution shared task at Semeval-2007 [28] where with his colleagues he

achieved excellent results.

LOCATION
class train test
literal 737 721
mixed 15 20
othermet 9 11
obj-for-name 0 4
obj-for-representation 0 0
place-for-people 161 141
place-for-event 3 10
place-for-product 0 1

total 925 908

ORGANISATION
class train test
literal 690 520
mixed 59 60
othermet 14 8
obj-for-name 8 6
obj-for-representation 1 0
org-for-members 220 161
org-for-event 2 1
org-for-product 74 67
org-for-facility 15 16
org-for-index 7 3

total 1090 842

Table 2.5: The label distribution of the metonymy corpus.

2.3.6 ICD-9-CM coding of medical records

The assignment of International Classi�cation of Diseases, 9th Revision, Clinical Modi-

�cation (ICD-9-CM) codes serves as a justi�cation for carrying out a certain procedure.

This means that the reimbursement process by insurance companies is based on the
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labels that are assigned to each report after the patient's clinical treatment. The ap-

proximate cost of ICD-9-CM coding clinical records and correcting related errors is

estimated to be about $25 billion per year in the US [30].

There are o�cial guidelines for coding radiology reports [31]. These guidelines

de�ne the codes for each disease, symptom and also place limitations on how and when

certain codes can be applied. Such constraints include the following:

• an uncertain diagnosis should never be coded,

• symptoms should be omitted when a certain diagnosis that is connected with the

symptom in question is present and

• past illnesses or treatments that have no direct relevance to the current exami-

nation should not be coded, or should be indicated by a di�erent code.

Since the ICD-9-CM codes are mainly used for billing purposes, the task itself is

commercially relevant: false negatives (i.e. missed codes that should have been coded)

will cause a loss of revenue to the health institute, while false positives (overcoding) is

penalised by a sum three times higher than that earned with the super�uous code, and

also entails the risk of prosecution to the health institute for fraud. The manual coding

of medical records is prone to errors as human annotators have to consider thousands

of possible codes when assigning the right ICD-9-CM labels to a document.

Automating the assignment of ICD-9-CM codes for radiology records was the subject

of a shared task challenge organized by the Computational Medicine Center (CMC) in

Cincinatti, Ohio in the spring of 2007. The detailed description of the task, and the

challenge itself, can be found in [16], and also online7.

We used the datasets made available by the shared task organisers to train and

evaluate our automatic ICD coder system. The radiology reports of this dataset had

two parts clinical history and impression and had typically 4-5 sentences of lengths. The

gold standard of the dataset was the majority annotation of three human annotators

who could assign as many codes as they liked (multi-labeling problem). After a few

cleaning steps [16], the majority annotation consisted of 45 distinct ICD-9-CM codes

in 94 di�erent code-combination. There were a few frequent codes but the half of the

codes had less than 15 occurrences (see Figure 2.1). The whole document set was

divided into two parts, a training set with 978 documents and a testing set with 976

records.

2.3.7 Gene Symbol Disambiguation

The goal of Gene Name Normalisation (GN) [32] is to assign a unique identi�er to each

gene name found in a text. However due to the diversity of the biological literature,

7http://www.computationalmedicine.org/challenge/



2.3 Tasks and corpora used 19

Figure 2.1: The frequencies of the 45 ICD labels in descending order.

one name can refer to di�erent entities. The task of Gene Symbol Disambiguation

(GSD) [33] is to choose the correct sense (gene referred by unique identi�er) based on

the contexts of the mention in the biological article.

We will present experimental results on the GSD datasets built by Xu et al. [34,

35]. In [34] Xu and his colleagues took the words of the abstracts, the MeSH codes

provided along with the MedLine articles, the words of the texts and some computer

tagged information (UMLS CUIs and biomedical entities) as features while in [35] they

experimented with the use of combinations of these features. They used them to get

manually disambiguated instances (training data).

The GSD datasets for yeast, �y and mouse are generated using MedLine abstracts

and the Entrez 'gene2pubmed' �le [36], which is manually disambiguated [34]. The

dataset for human genes was derived [35] from the training and evaluation sets of the

BioCreative II GN task [37]. The most important statistics of these evaluation sets are

listed in Table 2.6.

Organism #test Avg. #senses Avg. train size Avg. #synonyms avail.
Human 124 2.35 122.09 12.36
Mouse 7844 2.33 263.00 5.36
Fly 1320 2.79 35.69 9.51
Yeast 269 2.08 11.00 2.32

Table 2.6: The characteristics of the evaluation sets used.
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Supervised learning for
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Chapter 3

Supervised models for Information

Extraction

The standard approaches for solving IE tasks work in a supervised setting where the

aim is to build a Machine Learning model on training instances. In this chapter, the

most common approaches will be presented along with empirical comparative results

and a discussion.

3.1 Token-level classi�cation

In our �rst investigations of Machine Learning models we carried out experiments on

the Hungarian NE dataset (see Section 2.3.2). We viewed the identi�cation of named

entities as a classi�cation problem where the aim is to assign the correct tag (label)

for each token in a plain text. This classi�cation determines whether the lexical unit in

question is part of a proper noun phrase and, if it is, which category it belongs to. We

made a comparison study on four well-known classi�ers (C4.5 decision tree, Arti�cial

Neural Networks, Support Vector Machines and Logistic Regression) which are based

on di�erent theoretical backgrounds [1].

3.1.1 Decision trees

A decision tree is a tree whose internal nodes represent a decision rule, its descendants

are the possible outcomes of the decision and the leaves are the �nal decisions (class

labels in the classi�cation case). C4.5 [38] � which is based on the well-known ID3

tree learning algorithm [39] � is able to learn a decision tree with discrete classes from

labeled examples. The result of the learning process is an axis-parallel decision tree.

During the training, the sample space is divided into subspaces by hyperplanes that

are parallel to every axis but one. In this way, we get many n-dimensional rectangular

regions that are labeled with class labels and organized in a hierarchical way, which

23
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can then be encoded into a tree. Since C4.5 considers attribute vectors as points

in an n-dimensional space, using continuous sample attributes naturally makes sense.

For knowledge representation, decision trees use the "divide and conquer" technique,

meaning that regions (which are represented by a node of the tree) are split during

learning whenever they are insu�ciently homogeneous. C4.5 executes a split at each

step by selecting the most inhomogeneous feature. The measure of homogeneity is

usually the so-called GainRatio:

GainRatio(xi, S)
H(S)−

∑
v∈xi

|Sv |
|S| H(Sv)∑

v∈xi

|Sv |
|S| log |Sv |

|S|

, (3.1)

where xi is the feature in question, S is the set of entities belonging to the node of

the tree, Sv is the set of objects whit xi = v and H(S) is the Shannon entropy of

class labels on the set S. One great advantage of the method its training and testing

time complexity; in the average case it is O(|z|n log n) + O(n log2 n) and O(log n),

where |z| is the number of features and n is the number of samples [40]. As |z|
(several hounders in the compact case and 104 otherwise) is higher than log n in IE

tasks, the training time complexity can be simpli�ed to O(|z|n log n). This makes the

C4.5 algorithm suitable for performing preliminary investigations.

To avoid the over�tting of decision trees, several pruning techniques have been

introduced. These techniques include heuristics for regulating the depth of the tree

by constraints on splitting. We used the J48 implementation of the WEKA package

[40], which regulates pruning by two parameters. The �rst gives a lower bound for the

instances on each leaves, while the second one de�nes a con�dence factor for the splits.

3.1.2 Arti�cial Neural Networks

Arti�cial Neural Networks (ANN) [41] were inspired by the functionality model of the

brain. They consist of multiple layers of interconnected computational units called

neurons. The most well-known ANN is a feed-forward one, where each neuron in one

layer has directed connections to the neurons of the subsequent layer (Multi Layer

Perceptron). A neuron has several inputs which can come from the surrounding region

or from other perceptrons. The output of the neuron is its activation state, which is

computed from the inputs using an activation function a(). The hidden (or inner) layers

of the networks usually apply the sigmoid function as the activation function, so

a(x) =
1

1 + e−wT x

In this framework, training means �nding the optimal w weights according to the

training dataset and a pre-de�ned error function. The Multi Layer Perceptrons can be

trained by a variety of learning techniques, the most popular being the back-propagation
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one. In this approach the error is fed back through the layers of the network. Using this

information the learning algorithm adjusts the w of each neuron in order to reduce the

value of the error function by some small amount (the weights are initially assigned small

random values). The method of gradient descent is usually applied for this adjustment

of the weights, where the derivative of the error function with respect to the network

weights is calculated and the weights are then modi�ed so that the error decreases.

For this reason, back-propagation can only be applied on networks with di�erentiable

activation functions. Repeating this process for a su�ciently large number of training

epochs, the network usually converges to a state where the computed error is small.

3.1.3 Support Vector Machines

The well-known and widely used Support Vector Machines (SVMs) [42] is a discrimina-

tive learning algorithm. It separates data points of di�erent classes with the help of a

hyperplane in the transformed space. The created separating hyperplane has a margin

of maximal size with a proved optimal generalization capacity. There exists several

SVM formalism the best known being C-SVM. The optimisation problem in C-SVM �

which is the most widely used formalism � becomes:

min
w,b,ξ

1

2
wTw+ C

∑
i

ξi

y(wT φ(x) + b) > 1 + ξi , ξ > 0,

where φ is the transformation function and C is the regularisation parameter which can

help to avoid over�tting.

This quadratic programming optimization problem is solved in its dual form. SVMs

apply the "kernel-idea" [43], which is simply a proper rede�nition of the two-operand

operation of the dot product K(x, y) = φ(x)T φ(y). We can have an algorithm that

will now be executed in a di�erent dot product space, and is probably more suitable for

solving the original problem. Of course, when replacing the operand, we have to satisfy

certain criteria, as not every function is suitable for implicitly generating a dot product

space. The family of Mercer kernels is a good choice (based on the Mercer's theorem)

[44].

The key to the success of SVM in an application is based on the appropriate choice

of the kernel. In our experiments we tried out several kernels and the discrete version

of the polynomial kernel (γxT y + r)3 proved to be the best one. An important feature

of margin maximization is that the calculation of the hyperplane is independent of the

distribution of the sample points.



26 Supervised models for Information Extraction

3.1.4 The NER feature set

We employed a very rich feature set (which was partly based on the model described in

[45]) for our word-level classi�cation model, describing the characteristics of the word

itself along with its actual context (a moving window of size four). We were interested

in the behaviour of the various learning algorithms so we used the same feature set for

each. Our features fell into the following main categories:

orthographical features: capitalization, word length, common bit information about

the word form (contains a digit or not, has uppercase character inside the word,

and so on). We collected the most characteristic character-level bi/trigrams from

the train texts assigned to each NE class,

gazetteers of unambiguous NEs from the train data: we used the NE phrases

which occurred more than �ve times in the train texts and got the same label in

more than 90% of the cases,

dictionaries of �rst names, company types, denominators of locations,

frequency information: frequency of the token, the ratio of the token's capitali-

zed and lowercase occurrences, the ratio of capitalized and sentence beginning

frequencies of the token which was derived from the Szoszablya webcorpus [46],

phrasal information: chunk codes and the forecasted class of a few preceding words

(we carried out an online evaluation),

contextual information: automatic POS codes, sentence position, trigger words

(the most frequent and unambiguous tokens in a window around the NEs) from

the train text, the word between quotes, and so on.

Here we used a compact feature representation approach. By compact represen-

tation we mean that we gathered together similar features in lists. For example, we

did not have thousands of binary features for each Hungarian town names, but we per-

formed a preprocessing step where the most important names were �ltered, so we just

used one feature whether the �ltered list contained the token in question. We applied

this approach on the gazetteers, dictionaries and all the lists gathered from the train

texts which resulted in a feature set of tractable size (184 attributes).

In many approaches presented in the literature the starting tokens of Named Entities

are distinguished from the inner parts of the phrase [22] when the entity phrases directly

follow each other. This turns out to be useful when several proper nouns of the same

type follow each other,as it makes it possible for the system to separate them instead

of treating them as one entity. When doing so, one of the "I-", "B-" (for inside and

begin) labels also has to be assigned to each term that belongs to one of the four classes
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used. In our experiments we decided not to do this for two reasons. First, for some

of the classes we barely had enough examples in our dataset to separate them well,

and it would have made the data available even sparser. Second, in Hungarian texts,

proper names following each other are almost always separated by punctuation marks

or a stopword. There are several approaches [47][48] which distinguish every phrase

start (not just for phrases without separation) but they do not report any signi�cant

improvements. This is due to the doubled number of predictable class labels, which

seems to be intractable with this size of training examples.

3.1.5 Comparison of supervised models

The standard evaluation metric of the NER systems is the phrase-level F-measure which

was introduced at the CoNLL [22] conferences1. In this case we calculated the precision,

recall and Fβ=1 for the NE classes (and not for the non-NE class) on a phrase-level basis

where a phrase (token sequence) is true positive i� each token of the etalon phrase

is labeled correctly. Then the results of the classes were aggregated by a sample-size

weighted average to get the system-level F-measure.

P = TP/(TP + FP ), R = TP/(TP + FN), Fβ=1 =
2 ∗ P ∗R

P + R
,

where P ,R,TP ,FP ,FN stand for precision, recall, true positive matches, false positive

matches and false negative matches, respectively.

We employed two baseline methods on the Hungarian NER dataset. The �rst one

was based on the following decision rule: For each term that is part of an entity,

assign the organization class. This simple method achieved a precision score of 71.9%

and a recall score 69.8% on the evaluation sets (F-measure of 70.8%). These good

results are due to the fact that information about what an NE is (and is not) and the

characteristics of the domain (in business news articles the organization class dominates

the other three) were added to the baseline algorithm. The second baseline algorithm

selected the complete unambiguous named entities appearing in the training data and

attained an F-measure score of 73.51%. These results are slightly better than those

published for di�erent languages, which is due to the unique characteristics of business

news texts where the distribution of entities is biased towards the organization class.

Table 3.1 contains the results achieved by the three learners [1]. The results for the

ANN and C4.5 are quite similar to each other. The recall for the SVM were signi�cantly

lower on three classes outside organisation (where it is signi�cantly greater) compared to

those for ANN and C4.5. This means that it separated the NE and non-NE classes well

but could not separate the NE classes themselves; it predicated too much organisation.

1Earlier evaluations like MUC [14] used the token-level F-measure, which is a less strict one.
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The preference of the majority NE class might be due to the independence of the SVM

to the distribution of the sample points.

Precision / Recall / F-measure (%)
ANN C4.5 SVM

Location 80.9/67.9/73.8 79.8/69.9/74.5 90.2/30.2/45.2

Organization 88.1/89.9/89.0 87.8/89.2/88.5 87.5/94.8/ 91.0

Person names 81.8/80.4/81.1 77.2/77.2/77.2 80.3/70.7/ 75.2

Miscellaneous 81.3/60.2/69.2 78.8/60.7/68.6 92.1/56.7/ 70.2

Overall 86.1/83.9/85.0 84.7/83.7/84.2 84.1/83.9/ 84.0

Improvement to

the best baseline 8.3/24.0/11.5 6.9/23.8/10.7 6.3/24.0/ 10.5

Table 3.1: Results of various learning models on the Hungarian NER task.

Attribute selection was employed (the statistical chi-squared test) to rank the

features we had, in order to examine the behaviour of the learners in less noisy environ-

ments. Our intuition was that among the features there were several which were not

implicative, i.e. they just confused the systems. After performing ranking we examined

the performance as a function of the number of features used by using the C4.5 deci-

sion tree learner for classi�cation (wrapper feature selection approach). We found that

keeping just the �rst 60 features increased the overall accuracy of the tree because we

got rid of many of the features that had little statistical relevance to the target class.

C4.5 in the �ltered feature space achieved an 85.18% F-measure, which was better

than any of the three individual models using the full feature set. ANN and SVM on

the other hand produced poorer results on this reduced feature set (with F-measure

scores of 83.87% and 83.23% respectively) and it shows that these numeric learners

managed to capture some information from these less signi�cant features. We suppose

that the tree performs worse in the presence of the less indicative features because in

the case of small object sets it chooses them for cutting (i.e. it over�ts). We think

that this e�ect could be minimised by �ne-tuning the decision tree pruning parameters.

In line with the above-mentioned experiments we chose to employ C4.5 in our further

experiments for the following reasons:

• The results obtained were comparable to other learners, but it had a signi�cantly

lower training time.

• Its output (the decision tree) is human-readable so it is readily interpretable and

can be extended by domain experts.

• We expect that the optimal decision rule set of most IE tasks are similar to

AND/OR rules built on the mainly discrete feature set, not hyperplanes or acti-

vation functions.
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• The general criticism against using decision trees [49] is that the splitting method

favours features with many values. In the IE tasks the features usually have at

most 3-4 values, hence in our applications this bias is naturally avoided.

3.1.6 Decision tree versus Logistic Regression

The Logistic Regression classi�er [50] (sometimes called the Maximum Entropy Classi-

�er) also has the characteristic � which is favourable for IE tasks � of handling discrete

features in a suitable form (many existing implementations2 work exclusively on binary

features).

Generative models like the Naive Bayes [51] are based on the joint distribution

p(x, y), which requires the modeling of p(x). In real-world applications x usually consists

of many dependent and overlapping features, hence its proper modeling is intractable

(Naive Bayes models p(x) using the naive assumption that the features are independent

of each other). Logistic Regression is a discriminative learning model which directly

models the conditional probability p(y|x), thus avoids the problem of having to model

p(x) [52]. Its basic assumption is that the conditional probability of a certain class �ts

a logistic curve:

p(y|x) =
1

Z(x)
exp {

|z|∑
j=1

wy,jxj},

where wy,j are the target variables and Z(x) =
∑

y exp(
∑|z|

j=1 wy,jxj) is a normalisation

factor.

We experimentally compared Logistic Regression and C4.5 using the metonymy

resolution dataset (see Section 2.3.5). A rich feature set was constructed for this task

[3] which included

grammatical annotations: the grammatical relations (relation type and headword)

given in the corpus was used and the set of headwords was generalised using

lexical resources,

determiner: the type of nearest determiner,

number: whether the target NE is in plural or singular form,

word form: the word form of the target NE.

Our resulting system which made use of Logistic Regression achieved an overall

accuracy of 72.80% for organisation name metonymies and 84.36% for location names

2e.g. http://maxent.sourceforge.net and http://mallet.cs.umass.edu
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on the unseen test set. Our team3 had the highest accuracy scores for the metonymy

resolution shared task at SemEval-2007 in all six subtasks [28]. We should add that

even our results just slightly outperformed the baselines, which implies that the issue

of resolving metonymies is rather complex and as yet unsolved.

We compared Logistic Regression4 and C4.5 with a moderate parameter tuning

using a �ve-fold test validation on the training set as we only had access to this dataset

during the shared task (another short experimental comparison will be described in

Section 6.3.4). We found that Logistic Regression outperformed C4.5 by 2-3% in

every subtask. We suppose that this might be due to the quite di�erent nature of the

feature sets of the NER and metonymy datasets. In the standard NER problem we have

several hundreds of mainly binary features where the decision tree can choose the most

important ones (which form a small subset of z). On the other hand, the feature set

of the metonymy resolution task has a very complex inter-dependence among features.

Logistic Regression has one more advantage. It estimates p(y|x), so the distribution
on the class labels is given. These distributions can be very important for a ranking

application and can be used to perform a precision-recall tradeo� by applying thresholds

on them. Decision trees can provide class probabilities as well by calculating them from

the homogeneity of the object on the appropriate leaf, but the results are less precise.

Hence, for discrete features we suggest using Logistic Regression when the number of

features is moderate and we expect that there will be a complex dependence among

them, or posterior probabilities are required. In other cases a decision tree can be

employed because it achieves similar results but is signi�cantly faster and its output is

easily interpretable.

3.2 Sequential models

In sequence labeling, the output of the system is a prediction for the whole sequence

of instances so we should not compute a prediction for each instance separately. In IE

tasks, this approach labels a sentence, i.e. its output for one prediction is a sequence

of labels for the tokens of the sentence. It does nit assume that each element of the

sequence is independent. For example the prediction on the second token of an NE

phrase cannot be independent of the prediction on the �rst token. To handle inter-

token dependencies a more complex model is required, so sequential models have a

worse training time complexity compared to token-based ones.

Token-based IE models are capable of taking into account the relationships between

consecutive words as well, collecting the relevant features into a window of appropriate

3A joint team of the Media Research Center at the Department of Sociology and Communications
of BUTE and University of Szeged, Department of Informatics.

4We used the implementation http://homepages.inf.ed.ac.uk/s0450736/maxenttoolkit.html.
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size. This means that the dependence is incorporated in the feature set (e.g. it can

contain a feature like the previous token is listed in a gazetteer). This type of modelling

provides the opportunity of sampling from individual tokens. This is necessary for

creating a balanced training data, which is sometimes bene�cial to learning algorithms.

The problem arises when we try to employ the class labels of the neighbouring

tokens. We used an online evaluation in the NER experiments: after predicting the

classlabel of the tth token of the sentence we modify the feature values of the (t+ i)th

tokens (0 < i <= s, where s is the window size). We can directly utilise previous

class labels by this approach. This can be generalised to consecutive labels as well

by performing more iterations of prediction on the sentence. The main problem with

online evaluation is that during the training phase it utilises the previous labels from

the gold standard annotation, but during the test phase the previous labels could be

wrong, which leads to the infamous "label bias" problem [53].

Conditional Random Fields (CRF)[53] is the state-of-the sequence labeling learner.

It models conditional probabilities in the form of p(y|x) instead of local estimates

p(yt|xt) (where the t here refers to sentence positions):

p(y|x) =
1

Z(x)
exp {

∑
t

|z|∑
j=1

wjfj(x, yt, yt−1)}

Only the simple chain structured random �elds are tractable as training is done by run-

ning the forward-backward algorithm through several iterations. The training (�nding

the optimal w) is usually performed by maximising the conditional log likelihood

max
w

`(w) =
N∑

log p(y|x)

We showed experimentally on the NER tasks [54] that our online evaluation-based

approach is competitive with the sequence labeling algorithms. The CRF achieved a

better accuracies than C4.5 on Hungarian, English and German NER using the same

feature set, but the absolute di�erences in Fβ=1 were below 2% [54]. On the other

hand, we emphasise once again the advantages of using decision trees, namely the

speed of training and easy interpretability of the output results.

3.3 Related work

While just one learning system [55] and seven rule-based classi�ers were submitted to

the last MUC contest [14] (in 1997), only statistical algorithms were entered in the

shared task of CoNLL-2003, where the most frequently applied techniques [22] were

Logistic Regression [45] and Hidden Markov Models (HMM) [56]. On the other hand,
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in the Natural Language Processing in Biomedicine and its Applications (JNLPBA)

bio-entity recognition task [48], the Support Vector Machine [57] � used in isolation or

in combination with other models � was the most popular one.

Outside the shared tasks several token-level NER systems were investigated like

Decision Trees [58], Logistic Regression [59] and Support Vector Machines [60]. The

�rst results with sequential models [61] were obtained by applying HMM [62] in the

nineties. A few years later the Maximum Entropy Markov Model (MEMM) [63] was

presented, which is a sequential extension of Logistic Regression and maximizes the

likelihood of being in a state (NE class) conditioned on the previous token's label and

the current token. Later, NER was one of the �rst �elds of application for CRF [64] as

well.

Previous research on Hungarian NER included expert rule-based approaches mainly

because no labelled corpora was available for training statistical models. To the best

of the author's knowledge, the �rst NE tagger was developed by researchers of the

Hungarian Academy of Sciences at the Institute for Linguistics [65]. The system exploits

regular patterns that capture Named Entity phrases in Hungarian texts. Later on the

NER module of the HumorEsk [66] expert-rule-based Hungarian syntactic parser was

built based on Gábor et al.'s system.

The only other statistical NER system that was trained and tested on the same

Hungarian corpus using similar evaluation metrics is the system created by the Technical

University of Budapest [47]. They trained the Logistic Regression classi�er based on

their own feature representation and achieved a slightly higher F-measure than that

for our model. This di�erence can be attributed to the di�erent features used and the

learning method used by them.

3.4 Summary of thesis results

The main results of this chapter can be summarised as follows. For NER in Hungar-

ian the author participated in the creation of the �rst Hungarian NE reference corpus

[2], which allowed researchers to investigate statistical approaches. Together with his

colleagues, the author constructed a Machine Learning-based NER system [1] and a

metonymy resolution system (GYDER) [3]. Our classi�cation systems achieved results

on international reference datasets which are competitive with other state-of-the-art

NER taggers while they have several distinct characteristics. The construction of the

SzegedNE corpus is an inseparable contribution of the authors of [2]. The major con-

tribution of the author here is an experimental comparison of the token-based versus

sequential approaches, and several classi�cation algorithms. He made several sugges-

tions about which algorithm should be used in a given learning environment as well.

For any Machine Learning algorithm there is at least one task where it achieves
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good accuracy and another task where it does not. This phenomena known as the No

Free Lunch Theorem [67]. Hence di�erent methods should be directly compared on

just one particular dataset. Even so, the author argues that IE tasks share the same

common characteristics and NER (along with metonymy resolution) can be regarded

as a prototype task, so the conclusions drawn from it can be generalised to other tasks.

When turning to the issue of making a comparison several points arise:

• The absolute di�erence between the algorithms' accuracy was moderate (below

2%) using the same data representation.

• The decision tree has the most favourable time complexity.

• Only the output of the decision tree is directly interpretable by users.

• The generative probabilistic models � like Logistic Regression and CRF � output

a probability distribution on the class labels which could be a con�dence measure

for an application.

Overall, we recommend using decision trees in the development phase (experiments) of

an application because of its training time, ease of interpretability and use of generative

models (Logistic Regression in classi�cation and CRF in sequence labeling tasks) in the

�nal versions.
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Chapter 4

Combinations of learning models

When attempting to solve classi�cation problems e�ectively it is worth applying various

types of classi�cation methods as the No Free Lunch Theorem [67] states that there is

no single learning algorithm which in any given task always achieves the best results.

The methods can be employed separately and in combination. The success of hybrid

combination approaches lies in tackling the problem from several aspects, so algorithms

with inherently di�erent theoretical bases are good subjects for voting and for other

combination schemes.

There are several well-known combination (also know as meta-learning) algorithms

in the literature that can lead to a 'better' model � in terms of classi�cation accuracy

� than those serving as a basis for it, or can signi�cantly decrease the CPU time of

the learning phase without loss of accuracy. Decreasing the learning time by dividing

the training data among di�erent learners (known as bagging [68]) would be necessary

for a corpus with a size of millions of tokens. Since in our case the time needed for

learning was not really relevant (we showed in the previous chapter that fast methods

like C4.5 can achieve competitive results), we concentrated on improving the accuracy

of the system.

We examined several extensions of our NER model on English and Hungarian

datasets. These extensions are combinations of learning models (we call these mo-

dels base-learners here) in various ways and are described in this chapter.

4.1 Stacking

We experimented on the utilisation possibilities of the combination of base-learners de-

scribed in Section 3.1 on the Hungarian NER dataset. One of the simplest ways of com-

bining multiple classi�ers is Stacking [69]. In Stacking, the �nal output is got by an arbi-

trary g combiner function based on the base-learners' predictions: y = g(d1, d2, ..., dn).

The theoretical assumption underlying Stacking is that hypotheses made by inherently

35
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di�erent learning methods usually cover di�erent parts of the solution space well, which

means that their error surface is not necessarily the same. This way hybrid methods can

combine the good characteristics of the individual models, leading to a better overall

performance. The combiner function can be a manually constructed decision rule or a

machine-learnt decision function (in this case a development dataset is required). Note

that it can be regarded as a generalisation of voting, where the combiner function is a

linear combination of the base predictions.

To combine the results of the three base-learners (see Section 3.1.5) on the Hun-

garian NER dataset we used the Stacking method. The decision function we applied to

integrate the learnt hypotheses of the C4.5, ANN and SVM was the following: if any

two of three learners' output coincide we accept it as a joint prediction, and use the

forecast of the best performing model (the ANN) otherwise (if three di�erent answers

are given by the three models). The results of the Stacking method compared to the

best base-learners is shown in Table 4.1.

ANN Stacking
Location 75.8 77.7

Organization 94.5 94.9

Person names 83.4 83.9

Miscellaneous 69.8 70.1

Overall 85.0 87.53

Table 4.1: The results of the Stacking method on the Hungarian NER task.

This Stacking scheme performed better than any base-learner and had an F-measure

of 87.53%. This is a signi�cant improvement (2.53%) compared to the best base-learner

(ANN), with a 16.9% decrease in the error rate relative to the neural network. The

experimental results con�rm that even the base-learners with lower accuracy have added

value in a combination scheme. We used the same Stacking approach to combine our

English NER system with other outer systems, whose results are described in Section

4.5.

4.2 Boosting

Boosting [70] was introduced by Shapire as a way of improving the performance of

a base-learner algorithm. In Boosting a sequence of base-learners are trained on the

mistakes of the previous learners. The most widely used Boosting strategy is AdaBoost

[71], which generates a set of base-learners by re-weighting instances on the basis

of rightly and wrongly classi�ed samples on the original training dataset. The �nal

decision is made using a weighted voting schema for each classi�er, where the weights
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are calculated based on the accuracy of the base-learners. This scheme is many times

more accurate than the original base model.

We examined AdaBoost on the Hungarian and English newswire datasets and the

English medical de-identi�cation (Section 2.3.4) NER datasets. 30 iterations of Ad-

aBoost were performed for each experiment because further iterations on the CoNLL-

2003 development set brought only slight improvements in the F-measure (less than

0.05%). We used a decision tree as the base-learner because it is fast (the number

of Boosting iterations multiplies the training time) and it is the most sensible for the

re-weigthing of the training sample among the three base-learners SVM, ANN and C4.5.

Hungarian newswire English newswire English medical
C4.5 84.04 79.24 95.05
AdaBoost+C4.5 92.77 84.81 96.60
error reduction 54.6% 26.8% 31.3%

Table 4.2: The added value of Boosting.

Table 4.2 [4][5] summarises the results achieved by AdaBoost, whose error reduction

is striking. Figure 4.1 shows the change in F-measure achieved on the Hungarian NER

dataset � evaluated on the training and test set � as a function of AdaBoost iterations.

We note that it achieves signi�cantly better results, even after the �rst iteration, than

the best base-learner (the ANN with 85%). The results also experimentally con�rm

the theoretical property of Boosting that its improvement in accuracy has a logarithmic

trend [2].

Figure 4.1: The accuracy of NER models during the AdaBoost iterations.
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4.3 Feature set split and recombination

We built a rich feature set for the NER tasks which were introduced in Section 3.1.4.

We exploited it in the following way. First, several overlapping smaller feature sets were

selected from the whole set. These sets describe the tokens from di�erent perspectives

and an accurate model can still be built on them. Then learning models on each smaller

feature set were employed and their predictions in a Stacking approach were used to

make the �nal decision. This procedure can be regarded as a bagging method where

instead of train models on di�erent entity sets the bags contain the same dataset, but

from a di�erent view as di�erent features describe it.

In the NER experiments six semantic groups of features were formed:

• orthographical features,

• gazetteers of unambiguous NEs from the train data,

• dictionaries,

• frequency information,

• phrasal information,

• contextual information.

Using these six groups we trained a decision tree for each possible subset of the

groups (63 base-learners) and evaluated them on the English development dataset.

Naturally not every subset described the NER problem equally well. We used C4.5 trees

here because their training is very fast and we assumed that the di�erences between

single trees would not change signi�cantly while boosting them. We evaluated these

models on the CoNLL development set.

We decided to keep the 5 best of the 63 base-learners for CPU time consumption

reasons. We trained a Boosted decision tree using each of these �ve (overlapping)

feature sets and then recombined the resulting models in a Stacking scheme: if any

three of the �ve learners' outputs coincided we accepted it as a joint prediction, with

a forecasted 'O' label referring to a non-Named Entity class otherwise. This cautious

stacking scheme is bene�cial to system performance as a high rate of disagreement

often means a poor prediction rate. For a phrase-level evaluation it is better to make

the kind of mistakes that classify an NE as a non-Named Entity than place an NE in a

wrong entity class (the latter detrimentally a�ects precision and recall, while the former

only a�ects the recall of the system).

As the same type of features were used in English and Hungarian experiments, we

decided to investigate the same �ve subsets of features on the Hungarian language

as well (i.e. we did not train 63 base-learners for Hungarian, but used the �ve which
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performed best on the English data). The results achieved by this Feature split and

recombination method are shown in Table 4.3. The baseline algorithm here selects

complete unambiguous named entities appearing in the training data.

English Hungarian
Baseline 59.61 70.99
Full feature set 84.81 92.77
The �ve models 81.3-84.6 88.1-93.7
Recombination 86.90 94.69

Table 4.3: The results of Feature split and recombination.

The feature set split and recombination method on both languages yielded scores

about 2% better than a single model trained on the whole feature set.

4.4 Post processing

The output of a statistical model usually contains errors which can be recognised (and

avoided) by humans. We formulated several "trivial error correcting" rules based on the

typical errors of the system observed in the development set. These rules were applied

on the forecasts of the system, thus can be regarded as a cascade combination of the

statistical and rule-based systems. These simple post-processing rules can bring about

some improvements in the overall system accuracy.

Take, for instance, full person names which consist of �rst names and family names,

which are easier to recognize than 'standalone' family names that refer to a person (e.g.

"John Nash" or "Nash"). Here if we recognize a full name and encounter the family

name later in the document we simply overwrite its label with a person name. This is a

reasonable assumption that holds true in most cases. Certain types of NEs rarely follow

each other without any punctuation marks, so if our term-level classi�cation model

produces such an output we overwrite all class labels of this sequence with the label

assigned to its head. Acronym words are often easier to disambiguate in their longer

phrase form, so if we �nd both in the same document we change the prediction given

for the acronym when it does not coincide with the encountered longer form.

Family names Rare sequence �lter Acronym
English +0.25 +0.16 +0.47
Hungarian +0.07 -0.21 +0.22

Table 4.4: Improvements of the post processing steps on the test datasets based on
the previous step.
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These three post processing rules do not involve any learning or adaptation, but were

simply evaluated on the development dataset and found to be useful for both English

and Hungarian � although their improvement on the Hungarian NER system was only

marginal and the rare sequence �lter was not signi�cant (see Table 4.4). Similar and

other simple post-processing steps have been incorporated in several NER systems (for

example in [72], which came second in the CoNLL-2003 contest).

4.5 The complex NER system

The approaches described in the previous sections are the building blocks of our complex

NER system sketched in Figure 4.2. Firstly, the full feature set � which contains mostly

nominal attributes � is extracted from the raw text and split into the �ve (overlapping)

chosen subsets. AdaBoosted C4.5 decision trees are trained on these feature subsets

and the Stacking combination of their forecasts is the output of our "individual" system.

We investigated the combination of this system with those of the best two NER systems

[73][72] of the CoNLL-2003 contest ("external" systems), applying the Stacking rule if

any two of three learners' output coincide we accept it as a joint prediction, and use

the forecast of the best performing model [73]; otherwise (if three di�erent answers

are given by the three models). Lastly, this forecast is post-processed and the text is

labeled.

Figure 4.2: Outline of the structure of our complex NER model.

The best participating system of the shared task [73] achieved an 88.76% phrase-

level F-value on the evaluation set. Our individual system achieved 89.02%, which

corresponds to a 2.32% error reduction relative to the best model known that was
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tested on the same data (although this di�erence is not statistically signi�cant). We

should point out here that the system in [73] made use of the output of two externally

trained NE taggers and thus the best standalone model in the shared task was that

described in [72]. When compared to it, it had an error reduction of 6.08%.

Our system combined with the two external systems performed signi�cantly better

(having an F-measure score of 91.41%) than the best hybrid NER system reported in

the shared task paper which employed the 5 best participating models (F-measures

of 90.3%). This meant a signi�cant (11.44%) reduction in misclassi�ed NEs. The

successful applicability of our model in such a stacking approach is presumably due to

ours having an inherently di�erent theoretical background, which is usually bene�cial to

combination schemes. Our system uses Boosting and C4.5 decision tree learning, while

the other two systems incorporate the Robust Linear Classi�er, Transformation-Based

Learning, the Maximum Entropy Classi�er and the Hidden Markov Model.

4.6 Combination in a bootstrapping environment

We investigated co-training, a learning model combination technique in a bootstrapping

environment. One of the most common approaches in semi-supervised learning (see

Section 2.2.3) is bootstrapping. In bootstrapping, the unlabeled data is used as a

pool where new training examples are chosen from [74]. This training set expansion

is performed by a classi�er � in several iterations � which �rst labels the unlabeled set

and chooses the most reliable entities (called as self-training). In co-training two or

more di�erent classi�ers are used for predicting unlabeled data, then they "teach" each

other via the most reliable instances from the unlabeled pool [74].

We experimentally compared self-training and co-training on the Hungarian and

English NER datasets. In the English task we used the CoNLL-2003 corpus but we

evaluated our methods on the development set of the contest, because the evaluation

set di�ered in its characteristics from the train set. One of the aims of this contest

was to discover the usefulness of unlabeled texts, but none of the participating systems

made use of them in a sophisticated way [22]. The database contained over 18 million

unlabeled tokens which were used in our experiments. In the Hungarian NER corpus we

do not have unlabeled texts from the same source as this corpus. Our investigations on

other raw texts (from the economy domain) were unsuccessful. Hence we followed the

transductive approach (see Section 2.2.3) in Hungarian semi-supervised experiments;

that is, the evaluation dataset was used as unlabeled text.

We employed the CRF and the boosted C4.5 learning algorithms as the diversity

of these two models makes them good candidates for combination. Figure 4.3 shows

the results obtained by self-training (dotted line) and co-training (continuous line) with

di�erent sizes of labeled training data. The baselines (the zero point on the X axis) were
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the accuracies of the supervised CRF model. The accuracy score of co-training could be

improved if we did not use every predicted sentences but de�ned a con�dence threshold

of the decision tree for choosing reliable sentences. Obviously the lower the threshold,

the lower the ratio of sentences which match the criteria, and thus a larger unlabeled

initial database would be required. Figure 4.4 shows two con�dence level settings: the

continuous line (the same as in Figure 4.3) represents a con�dence threshold of 10−3,

while the dotted line represents a threshold of 10−10.

Figure 4.3: Self-training (dotted) and co-training (continuous) results on the NER
tasks.

The key conclusion of these experiments is that the increasing trend remains stable

even when we use large unlabeled datasets as well and we could achieve slightly better

results by co-training with 100,000 labeled tokens (with an F-measure of 91.28%)

instead of using the supervised model with 200,000 labeled tokens (91.26%). In order

to get such an accuracy score with 100,000 labeled tokens we gathered 23,507 reliable
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sentences (400,000 tokens) from a raw text of 3 million tokens.

Figure 4.4: Co-training results with con�dence thresholds of 10−3 (continuous line) and
10−10 (dotted).

Figures 4.3 and 4.4 show that, by using unlabeled texts, the results of a supervised

model can be improved signi�cantly with every size of labeled training data both in

English and Hungarian NER tasks. Along with these nice results we must mention

some poor ones as well. Co-training was not robust when we evaluated it on the

evaluation set of the CoNLL-2003 contest (instead of the development set). In the

case of 100,000 labeled examples plus 200,000 raw "reliable" tokens, the supervised

model achieved an F-measure of 83.58%, while co-training with a 10−3 con�dence

threshold gave just 83.21%. The model with a 10−10 con�dence level improved the

accuracy but not by a signi�cant amount (F-measure of 83.62%). Similar results were

achieved when we investigated bootstrapping methods with raw Hungarian economy

texts obtained from a source di�erent from that of our corpus. We found that neither

self-training nor co-training could achieve better results than the supervised CRF. Based

on these experiments we came to the conclusion that the training set, the evaluation set

and the unlabeled dataset as well should have similar characteristics in a well functioning

bootstrapping system or automated domain adaptation has to be performed.

4.7 Related Work

Various model combination techniques have been used since the early '90s (for an

excellent overview see, Chapter 15 of [49]). A system that made use of AdaBoost and

�xed depth decision trees [75] came �rst on the CoNLL-2002 conference shared task

for Dutch and Spanish, but gave somewhat worse results for English and German in

2003 (it was ranked �fth). We have not found any other competitive results published

so far for NER using decision tree classi�ers and Boosting.
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We are aware of two published works which present procedures similar to our feature

set split and recombination technique. Lazarevic [76] chose the feature sets randomly

then the �nal decision is a linear combination of the models trained on these feature

sets (they solved an unsupervised outlier detection problem). Sutton et al. [77] dealt

with the NER task focusing on the weight undertraining problem. Here, the feature set

is divided into two disjunct sets (character n-gramm based ones and lexicons) then a

CRF-speci�c combination is applied. Our feature set split and recombination technique

is more general and the exploitation of a fast learning algorithm provides a more e�cient

approach compared to random selection and �xed bags.

As far as we know our results are the �rst real semi-supervised ones on the CoNLL

database; H. Ji and R. Grishman [78] provided self-training results with HMM on the

ACE04 NER task. Co-training has been applied with success in several IE tasks, for

example in [79] and [80].

4.8 Summary of thesis results

In this chapter, the author introduced experiments on combination schemes of di�e-

rent Machine Learning algorithms. The building and testing of less frequently applied

algorithms is always worth doing, since they can have a positive e�ect when combined

with popular models. The author empirically veri�ed this statement in the Hungarian

and English NER tasks, applying Stacking [1][4], Boosting [4] and co-training [54]. He

introduced a novel combination approach, called Feature set split and recombination

[4], which exploits the rich feature set.

These combination schemes play a key role in the construction of the complex NER

system by the author with his colleagues. This NER system is competitive with the

published state-of-the-art systems (an F-measure of 89.2% and 94.77% for English and

for Hungarian, respectively). It has a di�erent theoretical background compared to the

widely used sequential ones, which makes it an excellent candidate for a combination

scheme with external NER systems. The main result of this chapter can summarised as

follows. Simple combination schemes are worth employing because they usually bring

about a signi�cant accuracy improvement. Moreover, the scores are usually better

than those achieved by employing more sophisticated but time-consuming stand-alone

learning algorithms.



Chapter 5

On the adaptability of IE systems

In the previous two chapters we introduced a complex supervised NER system which

achieved good results on several particular datasets. Here, we examine the adaptability

of such systems, i.e. how the performance of these systems changes on new datasets

which have a di�erent language or in domain. We will also describe our experiments in

adaptation-related investigations on several di�erent IE tasks.

5.1 Language (in)dependence

The NER task was introduced during the nineties as a part of the shared tasks in

the Message Understanding Conferences (MUC) [14]. The goal of these conferences

was the recognition of proper nouns (person, organization, location names), and other

phrases denoting dates, time intervals, and measures in texts collected from English

and Japanese newspaper articles.

Later, as a part of the Computational Natural Language Learning (CoNLL) con-

ferences [81], a shared task dealt with the development of NER systems for multiple

languages (�rst introduced in [82]), which were able to correctly identify a person, an

organization and location names, along with other proper nouns treated as miscella-

neous entities. The collection of texts consisted of newswire articles, in Spanish +

Dutch and English + German, respectively.

Other major languages like Arabic [83], Chinese [84], French [85] or Russian [86]

have been studied in the literature � outside of the shared tasks � as well. More

recently, less frequently spoken languages like Bulgarian [87], Basque [88], Polish [89]

and Hungarian [1] have also gained attention.

In our English and Hungarian experiments, essentially the same features were utilised

[4]. We used the same type but language-dependent dictionaries (�rst names, company

types, locations etc.) and re-collected the gazetteers of unambiguous NEs from the

train data. We applied a di�erent categorization of the linguistic information (POS and

45
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chunk codes) as well. The format of the English articles enabled us to introduce two

new features, namely topic code and document zone features (like title, body). All

other features, learning methods and combination schemes were the same as before.

Tables 4.2, 4.3 and 4.4 show that � with these minor modi�cations � the NER system

has the same characteristics, its components have similar added values and can achieve

good accuracies (an F-measure of 89.2% and 94.77% for English and for Hungarian,

respectively) on both languages. These results are quite satisfactory if we take into

account the fact that the results for English are by far the best known, while NLP tasks in

Hungarian are usually more di�cult to handle because Hungarian has many special (and

from a statistical learning point of view, undesirable) characteristics. Our NER system

remains portable across languages as long as language speci�c resources are available;

and it can be applied successfully to languages with very di�erent characteristics.

5.2 Medical NER

As medical de-identi�cation (see Section 2.3.4) is essentially a NER task we participated

in the I2B2 shared task with our NER model adapted to medical records [5]. Now we

will present this adaptation process.

5.2.1 Adaptation of the NER system

We adapted our newswire NER model to the medical de-identi�cation task in three

steps. First, domain-speci�c features were added. We extended the feature set used

for the newswire domain by introducing two new features: (i) regular expressions that

try to cover the well-formulated classes like phone numbers, which did not occur in the

CoNLL task and (ii) our model can infer knowledge from the structure of the document

using the common headings observed in typical discharge records (the most frequent

subject headings were extracted from the training set).

An important characteristic of the task (domain) was that the NEs were arti�cially

re-identi�ed. Thus the contextual information had to play a key role here, unlike

that in the newswire domain. The use of trigger words � which are the most important

contextual features � is not straightforward, however, so we used them in three di�erent

ways in our experiments: we collected the three preceding and three subsequent tokens

of all tagged tokens in the train set (we refer to this feature set as the token trigger

later on); similarly, we collected the subsequent tokens of tagged phrases and used a

wider window for this feature (phrase trigger); and third we collected the uni-, bi- and

trigramms around the phrases of the train texts (trigramm trigger).

The collected lists for each of the three cases were �ltered according to their fre-

quency and information gain on the class labels. A signi�cant di�erence in the predic-
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tions was noticed in experiments where only the use of triggers was changed, hence

we decided to combine their forecasts to exploit all their advantages. The Stacking

function we used to integrate the three hypotheses (learnt by varying our use of trig-

gers) was again the following: if any two of the three learners' outputs coincided we

accepted it as a joint prediction, and forecasted a 'O' label for a non-PHI entity class

otherwise. Thus this kind of feature set combination can be regarded as an alternative

for the Feature set split and recombination procedure introduced in Section 4.3 (this

is the second domain-adaption step). Here we applied the AdaBoosted C4.5 algorithm

again as we did for the newswire domain (Section 4.2).

We exploited another characteristic of the task as well, namely the semi-structured

form of the medical records. The structured parts of the text can be processed more

easily than the �ow text and the named entities in the record �elds can occur in other

parts of the text in the same or similar form. To utilise this fact we tagged only trusted

NEs (appearing in document sections belonging to certain headings) in the �rst training

phase. We considered a heading unambiguous if its cross-class Shannon entropy was

less then 0.1 on the train set. The NEs found in this �rst phase and their acronym

became trusted phrases and their lists were added to the feature set of the second

training phase. Fortunately, the structured parts of data usually contained fully formed

phrases and thus incorporating PHI found there proved to be bene�cial to the model.

In the last phase of the system a post-processing step were performed: we standardi-

sed the tagging of the same phrases because our token-based classi�cation approach can

fail when tagging whole phrases. We collected all the predicted phrases and overwrote

every occurrence of them with the predicted class of the longest matching phrase.

5.2.2 Experimental results

We divided the train data into ten parts (it was always cut on the document boundaries),

and carried out a ten-fold cross validation on these subsets. We used the AdaBoosted

C4.5 as a baseline method here but with a highly reduced feature set. We kept only

those features which were thought to be the most signi�cant (namely triggers, initial

letter, predicted class of previous token and other four features). Note that the baseline

algorithm which selects complete unambiguous named entities appearing in the training

data could not be applied here because the corpora were arti�cially re-identi�cated.

Table 5.1 lists the accuracies of the base learners and baseline methods. Each value

in this table is the size-weighted average of the ten train-test folds. All of the three

models learnt on the di�erent trigger features signi�cantly outperformed the baseline

method, which demonstrates the real value of our enriched feature set.

The accuracies of the three trigger methods are somewhat similar to each other

but their predictions are far from identical; consequently they generally perform well
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P R Fβ=1

Baseline 81.03 79.42 80.15
Token trigger 97.48 95.74 96.60
Phrase trigger 97.17 95.78 96.47
Trigramm trigger 97.56 95.89 96.72
Stacking 98.02 95.82 96.91

Table 5.1: Result of the trigger methods.

where the other two fail. The accuracy increased in their Stacked combination, which

con�rms this point.

P R Fβ=1

Staked model 98.0 95.8 96.9
Trusted NEs 97.8 96.4 97.1
Post-process 98.1 96.7 97.4

Table 5.2: The added value of the two post-processing steps.

Table 5.2 shows the results we got after performing the two domain-speci�c post-

processing steps described in the previous subsection. Owing to the trusted phrases,

the second trained model tagged more instances as PHI than the �rst model (resulting

in a higher recall), but several mistakes were made among these tagged phrases (the

precision decreased). Because the phrase-level evaluation metric penalised the partially

tagged phrases twice (it a�ects both precision and recall), the standardisation of the

predicted phrases increased both the precision and recall.

P R Fβ=1 #pred #etal
ID 99.5 99.2 99.33 3670 3678
AGE 100.0 91.7 95.00 12 13
DATE 99.3 99.3 99.25 5191 5193
PHONE 100.0 97.3 98.61 170 175
DOCTOR 96.9 94.9 95.88 2635 2690
PATIENT 96.6 95.9 96.21 683 685
HOSPITAL 95.5 90.1 92.69 1634 1736
LOCATION 75.8 57.1 63.79 108 144

all 98.1 96.7 97.41 14104 14314

Table 5.3: The per class accuracies and frequencies of our �nal, best model.

Table 5.3 provides an overview of the �nal accuracies obtained from each PHI class

separately. The most accurate ones are the well-formed classes (id, age, date, phone),

with an Fβ=1 measure above 98.5%. This is mainly due to the fact that they can

be processed by simple regular expressions and they occur in the same form in the

unstructured texts, as noticed in the �elds of the records.
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We made bad predictions on the class location, but considering the complexity of its

recognisability and the amount of available training examples (we had fewer than 200

examples available for this class) it really seemed to be an intractable problem. The

performance of the classes doctor, patient, hospital were similar to those we published

previously � and described in the related NER works � for Named Entity classes on

newswire articles. The better results achieved here on the de-identi�cation task were

probably due to the semi-structured nature of the documents.

Every learnt model in our experiments was signi�cantly better on precision than

recall. This may be because they learn just the more certain patterns (this was exploited

by our combination schema as well).

We consider the above results fairly promising, as they are probably quite near the

inconsistency level of the labelling of data we used. We have no information on the

agreement rate of the annotators though, which could explain the precision of training

data and give a theoretical upper bound for the accuracy of classi�cation.

Our model achieved an Fβ=1 score of 97.4% by ten-fold validation, which demon-

strates the success of our adaptation. We would like to emphasize here again that we

got this competitive result without any deep parsing information (not even POS codes)

and without any domain speci�c resources. Our success is probably due to the very rich

token-level feature set we collected and the combination techniques employed, hence

we think that our system could be used (or easily adapted) to other domains as well.

As the system we constructed was trained and tested on a dataset that contained

re-identi�ed PHIs, it is quite clear that our model would perform even better in a real-

life application. This view is based on two facts. First, several features that would

undoubtedly help the recognition of real PHI (like a list of possible �rst names) fail

on the re-identi�ed PHI in this dataset. Second, the arti�cially increased ambiguity of

re-identi�ed PHIs made this task particularly challenging and the results on data like

this are probably somewhat poorer than they be in real-life tasks.

5.3 NER on general texts

For the language and domain adaptations described in the previous sections, a manually

constructed training set was available. We used our English and Hungarian NER system

as a submodule in a sentence alignment tool which was tested on several genre of texts

[90], hence we obtained an insight into the performance of our NER systems on general

texts where a domain-speci�c training set was not present.

There are many applications which could bene�t from parallel texts (the same

content on di�erent languages) like

• automatic translation programs (as Machine Learning algorithms) that are used
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as training databases,

• translation support tools that can be obtained from them (translation memories,

bilingual dictionaries) and

• Cross-Language Information Extraction methods.

These applications require a high-quality correspondence between text segments like

sentences. Sentence alignment establishes relations between sentences of a bilingual

parallel corpus. This relation may not have just a one-to-one correspondence between

sentences; there could be a many-to-zero alignment (in the case of insertion or deletion),

many-to-one alignment (if there is a contraction or an expansion) or even many-to-many

alignments.

5.3.1 The role of NEs in sentence alignment

Various methods have been proposed to solve the sentence alignment task. These are

all derived from two main classes, namely length-based and lexical methods, but the

most successful are combinations of them (hybrid algorithms). Algorithms using the

sentence length are just based on statistical information given in the parallel text. The

common statistical strategies all use the number of characters like Gale & Church's

[91] or words like Brown et al.'s method [92] of sentences which models the relation-

ship between sentences to �nd the best correspondence. These algorithms are not so

accurate if sentences are deleted, inserted or there are many-to-one or many-to-many

correspondences between sentences. Lexical-based methods [93] [94] utilise the fact

that if the words in a sentence pair correspond to each other, then the sentences are

also probably translations of each other.

A combination of these approaches (hybrid algorithms) utilise various kinds of an-

chors to enhance the quality of the alignment such as numbers, date expressions,

symbols, auxiliary information (like session numbers and the names of speakers in the

Hansard corpus1) or cognates. Cognates are pairs of tokens of historically related lan-

guages with a similar orthography and meaning like parlament/parliament in the case

of the English-French language pair. Several methods have also been published to iden-

tify cognates. Simard et al. [95] considered words as cognates, i.e. those that had a

correspondence with at least four initial letters, so pairs like government-gouvernement

should be excluded. These cognate-based methods work well for Indo-European lan-

guages, but with languages belonging to di�erent families (like Hungarian-English) or

with di�erent character sets the number of cognates found is generally low.

The previously published approaches for a Hungarian-English language pair judged

words containing capital letters or digits of equal amount in the text to be the most

1http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC95T20
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trusted anchors, but any mistakenly assigned anchors have to be �ltered. Unlike other

algorithms, our novel method requires no �ltering of anchors because the alignment

works with the help of exact anchors like NEs. The following example illustrates the

di�erence between using capitalised words as anchors against using NEs as anchors:

Az új európai dinamizmus és a változó geopolitikai helyzet arra

késztetett három országot, név szerint Olaszországot, Hollandiát

és Svédországot, hogy 1995. január 1-jén csatlakozzon az Európai

Unióhoz.

The new European dynamism and the continent's changing geopolitics

led three more countries - Italy, the Netherlands and Sweden - to join

the EU on 1 January 1995.

In the Hungarian sentence there are 5 capitalized words (Olaszországot, Hollandiát,

Svédországot, Európai, Unióhoz), unlike its English equivalent which contains 7 (Euro-

pean, Italy, Netherlands and Sweden, EU, January) so using this feature as an anchor

would give false results, but an accurate NER module could help it. This example

demonstrates as well that cognates cannot be used for a Hungarian-English language

pair.

In general, more words are written with a capital letter in English than their Hun-

garian equivalents. Some examples from the Hungarian-English parallel corpus indeed

demonstrate this fact:

• I (én) personal pronoun

• Nationality names: ír söröz® = Irish pub

• Location terms: Kossuth Street/Road/Park

• When repeating an expression, the expressions become shorter: pl: European

Union = Unió

• Names of countries: Soviet Union = Szovjetunió

• The names of months and days begin with capital letters.

Thus we suggest modifying the base cost of a sentence alignment with the help of

NER instead of a bilingual dictionary of anchor words or the number of capital letters

in the sentences. This leads to a text-genre independent anchor method that does not

require any anchor �ltering at all.
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5.3.2 The extended sentence alignment algorithm

Our hybrid algorithm [90] for sentence alignment is based on sentence length and

anchor matching methods that incorporate NER. This algorithm combines the speed of

length-based models with the accuracy of the anchor-�nding methods. Our algorithm

here exploits the fact that NEs cannot be ignored from any translation process, so a

sentence and its translation equivalent contain the same NEs. With NER the problem

of cognate low hits for the Hungarian-English language pair can be resolved.

As input the sentence alignment method has two texts, a Hungarian and its trans-

lation in English. In the �rst step the texts will be sentence segmented, and then

paragraph aligned. We look for the best possible alignment within each paragraph. For

each possible Hungarian-English alignment we determine the cost. At each step we

know the cost of the previous alignment path, and the cost of the next step can be

calculated via the length-based method and anchors including NEs for each possible

alignment originating from the current point (from one-to-one up to three-to-three).

The base cost of an alignment is the sentence-length-di�erence-based one, which is

increased by punishing many-to-many alignments. Without this punishment factor the

algorithm would easily choose, for example, a two-to-two alignment instead of the cor-

rect two consecutive one-to-one alignments. This base cost is then modi�ed by the

matched anchors. The normalized form of the numbers, the special characters collected

from the current sentences and each matching anchor together reduce the base cost by

10% and it is also reduced by 10% if the sentences have the same number of NEs.

The problem of �nding the path with minimal cost (after the cost of each possible

step has been determined) is solved by dynamic programming. The search starts from

the �rst sentences of the two languages and must terminate in the �nal sentence of each

language text. For this we used the well-known forward-backward method in dynamic

programming.

5.3.3 NER results on general texts

The NER systems trained on the SzegedNE corpus and the CoNLL-2003 corpus (see

sections 2.3.2 and 2.3.1) for Hungarian and English respectively were employed for

the texts of the parallel corpus. We did not spend time on manually and directly

evaluating Hungarian and English NER on these texts because our main goal here was

the improvement of the sentence alignment system. Hence we evaluates it indirectly

as the added value in the sentence alignment task.

We used the manually aligned2 Hungarian-English parallel corpus for the experi-

ments. This corpus contained texts taken from several sources which were quite far

from the topics of business newswire NER training corpora:

2The work was done at the University of Szeged, Department of Informatics.
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• language book sentences,

• texts gathered from an o�cial EU website http://europa.eu under the title Europe

in 12 lessons,

• bilingual articles taken from the travel magazines of Malév Horizon and Máv

Intercity,

• Multext-East speech corpus which include topics written in everyday parlance,

tells one how to order a taxi, �nd a restaurant, or call a customer service end so

on.

The numbers of di�erent alignment types in the output of our method and the

number of correctly aligned pairs are shown in Table 5.4.

1:1 1:2&2:1 2:2 N:M
suggested alignment 4957 339 3 1
correct of sugg. align. 4698 252 1 0

Table 5.4: The results of the sentence alignment algorithm.

To gain an insight into the usefulness of the NER system in sentence alignment we

compared a hybrid alignment approach [96] without an NE-constraint and our alignment

method (Table 5.5). Here, precision and recall are de�ned based on the number of

alignments.

Precision Recall Fβ=1

hybrid algorithm 90.16 90.16 90.16
NE-extended hybrid 93.41 94.56 93.98

Table 5.5: Results of the NE-extended hybrid method.

Instead of counting the capital words taking into account the automatically recog-

nised NEs yielded a 4% better Fβ=1 score, which correspondes to an error reduction of

38.8%. The recognition of NEs was far from perfect, however, the obvious reason for

this being the di�erent characteristics (topics, entity types, linguistic structures etc.)

of the training corpora and the texts of the parallel corpora. Even so, our NER model

performed fairly well and produced a signi�cant improvement in the performance of the

sentence alignment system.

5.4 The di�erence between biological and medical

texts

We made the �rst steps toward automatic domain adaptation by gathering statistics

about the di�erences among domains, focusing on the IE tasks of negation and uncer-
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tainty assertions. These tasks are essential in most IE applications where, in general,

the aim is to derive factual knowledge from textual data. Take, for example, the clinical

coding of medical reports, where the coding of a negative or uncertain disease diagnosis

may result in an over-coding �nancial penalty. Another example from the biological

domain is interaction extraction, where the aim is to mine text evidence for biological

entities with certain relations between them. Here, while an uncertain relation or the

non-existence of a relation might be of some interest for an end-user as well, such

information must not be confused with real textual evidence (reliable information).

To aid the development of uncertainty and negation detection systems we built the

BioScope corpus [6], which is accessible for academic purposes and is free of charge3.

The corpus consists of three parts, namely medical free texts, biological full papers

and biological scienti�c abstracts; and it contains annotations at the token-level for

negative and speculative keywords and at the sentence-level for their linguistic scope.

A module which detects uncertainty and negation along with their scope can be used

as a preprocessing tool, i.e. each word in a detected scope can be removed from the

documents if we seek to extract true assertions. This can signi�cantly reduce the level

of noise for processing in the kind of cases where only a document-level labeling is

provided (like that for the ICD-9 coding task in Section 2.3.6) and just clear textual

evidence for certain things should be extracted. On the other hand, similar systems can

classify previously extracted statements based on their certainty or uncertainty, which

is generally an important issue in the automatic processing of scienti�c texts.

Table 5.6 summarises the chief characteristics of the three subcorpora. The 3rd

and 5th rows of the table show the ratio of sentences which contain negated or uncer-

tain statements. The 4rd and 6th rows show the number of negation and hedge cue

occurrences in the given corpus.

Clinical Full Paper Abstract
#Documents 1954 9 1273
#Sentences 6383 2670 11871
Negation sentences 13.55% 12.70% 13.45%
#Negation cues 877 389 1848
Hedge sentences 13.39% 19.44% 17.70%
#Hedge cues 1189 714 2769

Table 5.6: Statistics of the BioScope subcorpora.

The usual language of clinical documents makes it much easier to detect negation

and uncertainty cues than in scienti�c texts because of the very high ratio of the

actual cue words (i.e. low ambiguity level), which explains the high accuracy scores

reported in the literature. In scienti�c texts � which are nowadays becoming a popular

3www.inf.u-szeged.hu/rgai/bioscope
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target for Text Mining (for literature-based knowledge discovery) � the detection and

scope resolution of negation and uncertainty is, on the other hand, a problem of great

complexity, with the percentage of non-hedge occurrences being as high as 90% for

some hedge cue candidates in biological paper abstracts. Take, for example, the keyword

or, which is labeled as a speculative keyword in only 8.85% of the cases in scienti�c

abstracts, while it was labeled as speculative in 98.08% of the cases in clinical texts.

Identifying the scope is also more di�cult in scienti�c texts where the average sentence

length is much longer than in clinical data, and the style of the texts is also more literary

in the former case. We also found that hedge detection is a more di�cult problem than

identifying negations because the number of possible cue words is higher and the ratio of

real cues is signi�cantly lower in the case of speculation (higher keyword/non-keyword

ambiguity).

These statistical �gures tell us that the same tasks on slightly di�erent domains

(clinical records, full biological papers and biological abstracts) or very similar tasks

on the same domain (hedge and negation detection) can have di�erent characteristics,

thus the adaptation procedure here is not straightforward.

5.5 Related work

Quite a few studies have been done on the language (in)dependence of NLP tasks (e.g.

[97, 98]). The most important � from an application point of view � are the CoNLL

shared tasks. More than a dozen systems participated in the multilingual NER tasks in

2002 and 2003 [82, 22], 19 and 23 predictions were submitted to the multilingual de-

pendency parsing tasks in 2006 and 2007, respectively [99, 100] and they are organising

the multilingual syntactic and semantic dependency identi�cation task in 20094. The

main conclusions of these evaluation campaigns are that at this level of computational

linguistic parsing, the Machine Learning models built on the primary language (usually

English) can be applied without major modi�cations to other languages and can achieve

respectable accuracy scores.

Several de-identi�cation approaches were presented prior to the I2B2 shared task.

These were based either on a pattern-matching algorithm that uses a thesaurus [101,

102]; a combination of rule-based systems and pattern matching using dictionaries [103]

and the Uni�ed Medical Language System5 [104], or on a statistical model [105]). The

participants of the �rst I2B2 de-identi�cation shared task submitted both rule-based

[106] and statistical approaches. The best performing systems used CRF [107, 108],

AdaBoost and the C4.5 decision tree (presented here) and SVM [109, 110]. We should

mention here that the best system � according to the o�cial evaluation of the shared

4http://ufal.m�.cuni.cz/conll2009-st/
5http://www.nlm.nih.gov/research/umls/
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task � adapted a general NER system to the medical domain as well.

There are quite of lot of articles available on sentence alignment (e.g. [91, 92, 93,

95]). Methods have been published for the Hungarian-English language pair by Pohl [96]

and Varga et al. [111]. These are also hybrid methods that use a length-based model,

but to increase the accuracy Pohl used an anchor-�nding method and the algorithm

developed by Varga (called Hunalign) based on a word-translation approach. Our NE-

based sentence alignment method achieved signi�cantly better accuracies compared to

[96] and gave similar results to those reported in [111], but our method is signi�cantly

faster because of its accurate and fast NE detection. To the best of our knowledge

our work is � among approaches for any language pair � the �rst sentence alignment

method that uses NEs as anchors.

Lastly, as for biomedical IE there are several papers available on negation detection

in medical texts (e.g. NegEx [112], NegFinder [113], MedLEE [114] and [115, 116]) but

none for biological texts. As speculation detection is more important in the scienti�c

literature there are several papers available on biological hedge detection, but they work

just at the sentence-level [117, 118, 119]. Our corpus is the �rst with an annotation

of both negative/speculative keywords and their scope, but there are biological corpora

which contain negation and/or uncertainty annotation on biological events [119, 120,

121]. Although the biological and medical domains are quite similar to each other, our

corpus statistics are the �rst comparative and empirical results (a narrative comparison

was carried out in [122]).

5.6 Summary of thesis results

Our NER adaptation results between languages and domains (from newswire to medical)

were introduced in the �rst part of the chapter. For these a training dataset was

presented for the new domain and we demonstrated that the Machine Learning model

with minor domain-speci�c modi�cations can be applied successfully. Then we showed

that the NER models trained on business newswire texts can be applied � without

a particular domain training set � to general texts and achieved satisfactory results

(which were signi�cantly improved a sentence alignment system). In the last section,

we statistically investigated the di�erence between the biological and medical domains,

which are undoubtedly the �rst steps toward automatic domain-adaptation.

In particular, the author made major contributions in the design, development and

experimental investigations of the machine-learning-based language-independent (the

system works well for di�erent languages without the need to modify the model itself)

NER system [4], which achieved competitive results with the state-of-the-art methods.

Together with his colleagues, the author participated in the 2006 I2B2 shared task chal-

lenge on medical record de-identi�cation [5]. The major steps of the adaptation of the
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pre-existing NER system, and results achieved (as a whole) are the joint contribution

of the co-authors. As our results clearly show, the system we obtained via the do-

main adaptation of our newswire NER model is competitive with other approaches and

achieved the second best scores in token-level evaluation and the best scores in phrase-

level evaluation among the systems submitted to the challenge, without any statistically

signi�cant di�erence in performance from the other top-performing systems.

In [90] the author's contribution is the general idea of using NER in sentence align-

ment systems, while the other general concepts of sentence segmentation and alignment

were actually carried out by the co-authors. These results show that our multilingual

NER system can achieve good results on unseen domains and its use provides a way of

�nding appropriate anchors for language pairs even when they belong to distinct lan-

guage families. In [6] the author just performed several statistical investigations, while

the construction process of the BioScope corpus was carried out by the co-authors of

the paper.

The key results of this chapter might seem a bit strange at a �rst glance and can be

summarised as follows. In the middle application layer of IE systems like NER � where

the deeply language-speci�c facts (like morphological and POS codes) are encoded

into features and training sets are available � the statistical systems work language

independently, while changing the domain in a certain language requires much more

e�ort to achieve the satisfactory level of performance.



58 On the adaptability of IE systems



Part II

Exploitation of external knowledge

in Information Extraction tasks
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Chapter 6

Using the WWW as the unlabeled

corpus

The most widely used external resources in an Machine Learning task are unlabeled

instances. The way of training model by using unlabeled data, together with labeled

data is called semi-supervised learning. Here the goal is to utilise the unlabeled data

during the training on labeled ones. We shall give a brief overview on semi-supervised

learning from a Machine Learning point of view and from an NLP point of view then

we will introduce our NER re�nement and lemmatisation approaches which exploit the

largest unlabeled corpus in the world, that of the WWW.

6.1 Semi-supervised algorithms in Machine Learn-

ing

We classify the semi-supervised approaches into three categories, namely generative

models, bootstrapping methods and low density separation. For a detailed description,

see [123].

The �rst attempts were made by applying generative models (like HMMs) [62]. A

generative model directly describes how the labels are probabilistically conditioned on

the inputs (tokens). 'Directly' means here that the types of distributions are assumed,

and that their parameters are estimated from the data. Usually a mixture distribution

is assumed and the great amount of unlabeled data helps one to identify the mixture

components [62]. We regard the cluster-and-label methods (which �rst cluster the

whole dataset, then assign a label to each cluster according to labeled data) to the

generative models as well, because they perform well just via a clustering algorithm

that matches the true data distribution. However, there are several problems associated

with using generative models. The most obvious one is that we have to know the types

of the distributions, otherwise unlabeled data reduce the accuracy [124].

61
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We call bootstrapping methods (self-training and co-training) those type of methods

where a training dataset is expanded by automatically labeled (originally) raw data [74].

Expansion means training a classi�er on the actual labeled dataset and adding the most

reliable examples to the training set with the predicted class label. This procedure is

repeated until convergence.

The latest approaches of semi-supervised learning are based on the 'separate only on

low density regions' principle (low density separation). These approaches also use the

evaluation dataset as unlabeled data, hence here the overall goal is to give predictions on

a speci�c evaluation set (transductive learning). Transductive Support Vector Machines

(TSVM) [125] is an extension of SVM where unlabeled points are used to �nd the

maximum margin linear boundary in the Reproducing Kernel Hilbert Space. In the

optimisation procedure, it looks for a labeling of the unlabeled data where the margin

is maximised on both originally labeled and (currently labeled) unlabeled data. TSVM

is the best known low density separation method.

Graph-based methods are a newer �eld of low density separation [126]. Here a

graph is built where nodes are labeled and unlabeled inputs and the edges represent

their similarity (usually a full graph is used). If two points are in the same cluster there

exists a path between them that only goes through high density regions. Thus our aim

here is to learn a function (�nd the clusters) which cuts on low similarity edges.

The low density separation methods have a good theoretical foundations, but cur-

rently they can handle just small datasets in practice. Even packages describing them-

selves as solution to large-scale problems cannot give results for a task of 20,000 samples

with 120 features after running for a week1. There are several suggestions on how to

scale up these methods, but databases containing hundreds of thousands of examples

as in most of the NLP tasks seem feasible only in the future.

6.2 Semi-supervision in Natural Language Pro-

cessing

The special nature of NLP problems requires special semi-supervised techniques. The

potential of this �eld has not yet been satisfactorily exploited. Two key points will

be discussed here. Firstly, complex statistics can be simply gathered from unlabeled

texts owing to the sequential structure of languages. Such statistics can be word and

character bi-, trigrams, token or phrase frequencies and models of language in a wider

sense (not just the usual P (wt|wt−1) distribution). This kind of information can be

incorporated into the feature space for each Machine Learning process.

1The author downloaded and tested two packages :
www.kyb.tuebingen.mpg.de/people/fabee/universvm.html
and www.learning-from-data.com/te-ming/semil.htm
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Second, a unique characteristic of NLP applications is that they can utilise the

World Wide Web (WWW). The WWW can be viewed as an almost limitless collection

of unlabeled data. Moreover it can bring some dynamism to applications, as online data

changes and rapidly expands with time, a system can remain up-to-date and extend its

knowledge without the need for �ne tuning, or any human intervention (like retraining on

up-to-date data, for example). On the other hand it cannot be handled by the classical

semi-supervised (or unsupervised) techniques. It is feasible just via search engines (e.g.

we cannot iterate through all of the occurrences of a word). There are two interesting

problems here: �rst, appropriate queries must be sent to a search engine; second the

response of the engine o�ers several opportunities (result frequencies, snippets, etc.)

in addition to simply "reading" the pages found.

6.3 NER re�nement using the WWW

During an analysis of the errors made by our NER system (introduced in Section 4.5),

we discovered that a signi�cant proportion of errors came from the machine's lack of

access to the human common knowledge. If it possed such knowledge the system could

not make errors like tagging the phrases 'In New York' or give a location label to 'Real

Madrid'. We shall introduce WWW-based post processing techniques in order to re�ne

the labeling of our NER model.

6.3.1 NE features from the Web

Before introducing the WWW-based post-processing techniques, we should note that

our NE feature set introduced earlier (Section 3.1.4) already contains two groups of

features which came from the Web. These kinds of features are frequency information

and various dictionaries. The former one was gathered from corpora containing several

billion tokens (Gigaword [127] and Szószablya [46]). The Named Entity dictionaries were

collected from the Web as well. These lists (for a certain category) can be gathered

by automatic methods via search engines and simple frame-matching algorithms [128]

or parsing HTML itemisations [129], but the basic lists can be downloaded and just

their �ltering and normalization have to be done. The lists used in our feature set are

downloaded and cleaned manually, which required less than 1 person day.

The 4-4 curves of Figure 6.1 represents the results of using the entire feature space

(continuous), without frequency information (dotted), without dictionaries (dashed)

and without either (longdashed). Here, the following tendency can be observed: the

absence of dictionaries causes smaller loss in accuracy when the training set grows in

size. The added value of dictionaries is important when only a small labeled database

is present, but this information can be gained from a big labeled dataset. The use of
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frequency information eliminates 19% of the errors, the dictionaries eliminate 15% and

their combined usage eliminate 28% of errors [54].

Figure 6.1: The added value of the frequency and dictionary features.

6.3.2 Using the most frequent role in uncertain cases

Some examples are easier to classify for a given model than others. In our applied NER

system, the �nal decision was obtained by applying the majority voting procedure of 5

classi�ers which were all trained on di�erent sets of features (see Section 4.5). A simple

way of interpreting the uncertainty of a decision is to measure the level of disagreement

among the individual models. We considered a token as a di�cult or uncertain example

if no more than 2 models gave coinciding decisions (we should mention here that each

models chose the most probable of 5 di�erent possible answers, so this indeed meant

a high level of uncertainty).

Our hypothesis here was that the most frequent role of a NE (the common human

knowledge) can be statistically useful information. Thus we did the following: if the

system was unable to decide the class label of a phrase (it could not �nd evidence

in the context of the certain phrase) then we mined the most frequent use of the

corresponding NE using the WWW and took that as prediction [7].

The most frequent role searching method we applied here was inspired by the ca-

tegory extraction methods of Hearst et al. [130]. This approach works by gathering

such noun phrases following or preceding the pattern that is a category name for a

particular class. Table 6.1 lists the queries used to obtain category names from web

search results.

Category names from the training data. We used the lists of unambiguous

NEs collected from the training data to acquire common NE category names. We

sent Google queries for NEs in the training data and all the patterns shown above.
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NP such as NE
NP including NE
NP especially NE

NE is a NP
NE is the NP

NE and other NP
NE or other NP

Table 6.1: Web queries for obtaining category names.

The heads of the corresponding NPs were extracted from the snippets of the best ten

Google responses.

We found 173 reliable category names by performing a limited number of Google

queries. Using these category lists as a disambiguator (we assigned the class sharing

the most words in common with those extracted for the given NE) when the NER

system was unable to give a reliable prediction was bene�cial to the overall system

performance. The system F-measure improved from 89.02% to 89.28%. We should

add here that the baseline NER system labeled these examples as non-entities, whose

prediction was incorrect in the majority of the cases.

Enriching category lists using WordNet. We enlisted the help of a linguist ex-

pert to determine the WordNet [131] synset corresponding to each category name we

found and give its most common substituting synset (the one highest in hypo/hypernym

hierarchy) that was still usable as a category name for the particular NE class. Using

these WordNet synsets we extended our category lists (to a size of 19537) with ev-

ery literal that appeared in their hyponym subtree (with sense #1). This additional

knowledge further improved the F-measure of the NER system to 89.35%.

6.3.3 Extending phrase boundaries

A signi�cant part of system errors in NER taggers is caused by the erroneous identi�-

cation of the beginning or the end of a longer phrase. Token-level classi�ers � like the

one we applied for NER � are especially prone to this as they classify each token of a

phrase separately.

We considered a tagged entity as a candidate long-phrase NE if it was followed

or preceded by a non-tagged uppercase word, or one/two stop words and an upper-

case word [7]. The underlying hypothesis of this heuristic is that if the boundaries

were marked correctly and the surrounding words are not part of the entity, then the

number of web-search results for the longer query should be signi�cantly lower (the

NE is followed by the particular word in just certain contexts). But in the case of a

dislocated phrase boundary, the number of search results for the extended form must

be comparable to the results for the shorter phrase (over 0.1% of it). This means
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that every time when we found a tagged phrase that received more than 0.1% web

query hits in an extended form, we extended the phrase with its neighbouring word (or

words). This decision function was �ne-tuned and found to be optimal on the training

and development sets of the CoNLL task, and achieved a 0.13% improvement on the

CoNLL evaluation set.

We came up against two problems when adapting our WWW-based approaches

to the Hungarian task. First, we could not use each query of the most frequent role

heuristics translated from English as the substantive verb in the third person singular

is not present in Hungarian. We had to look for new query expressions and found one

that was helpful: NE egyike NP (NE is one of NP). Second, the Hungarian web (we

used the site:.hu expression in our queries) seems to be too small to get really useful

responses. On average about 70% of our queries got zero results from the Google API.

This fact suggests that the above mentioned WWW-based methods probably cannot

provide satisfactory results for less common languages like Hungarian.

6.3.4 Separation of NEs

We examined the case where a false labeling can be corrected by extending the phrase

in the previous section. Here we describe the complementary case i.e. where the

separation of a labeled NE must be performed.

When two NEs of the same type follow each other, they are usually separated by

a punctuation mark (e.g. a comma). Thus, if present, the punctuation mark signals

the boundary between the two NEs (e.g. Arsenal-Manchester �nal ; Obama-Clinton

debate; Budapest-Bécs marathon). However, the assumption that punctuation marks

are constant markers of boundaries between consecutive NEs and that the absence of

punctuation marks indicates a single (longer) name phrase often fails (which is the case

in free word order languages), and thus a more sophisticated solution is necessary to

locate NE phrase boundaries.

Counterexamples for the naive assumption are NEs such as the Saxon-Coburg-Gotha

family, where the hyphens occur within the NE, and sentences such as "Gyurcsány Or-

bán gazdaságpolitikájáról mondott véleményt". ('Gyurcsány expressed his views on Or-

bán's economic policy' (two consecutive entities) as opposed to 'He expressed his views

on Gyurcsány Orbán's economic policy' (one single two-token-long entity)). Without

background knowledge of the participants in the present-day political sphere in Hungary,

the separation of the above two NEs would pose a problem. Actually, the �rst rendition

of the Hungarian sentence conveys the true, intended meaning; that is, the two NEs

are correctly separated. As for the second version, the NEs are not separated and are

treated as a two-token-long entity. In Hungarian, however, a phrase like "Gyurcsány

Orbán" could be a perfect full name, Gyurcsány being a family name and Orbán being
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� in this case � the �rst name.

As consecutive NEs without punctuation marks appear frequently in Hungarian due

to the free word-order, we decided to construct a corpus of negative and positive cases

for Hungarian. Still, such cases can occur just as the consequence of a spelling error in

English. Hence we focused on special punctuation marks which can separate entities

in several cases (Obama-Clinton debate) but are part of the entity in others. In this

task there are several cases where more than one cut is possible. For example, in the

case of Stratford-upon-Avon, the possibilities Stratford + upon + Avon (3 lemmas),

Stratford-upon + Avon, Stratford + upon-Avon (2 lemmas), Stratford-upon-Avon (1

lemma) are produced. In such cases we asked a linguist expert to choose the correct cut

and every incorrect cut became a negative example. The corpora contains real-world

and "interesting" cases and have a size of 200 and 100 phrases for Hungarian and

English, respectively [8].

We trained and experimentally compared several classi�ers on the two corpora. Such

a classi�cation system can be used as a post-processing tool for NER systems when

it investigates each labeled NE phrase which contains a possible separation character

(space, comma etc.) and cuts it if the classi�cation system makes that decision. The

feature set for this task is based on the queries sent to the Google and Yahoo search

engines using their APIs2. The queries started and �nished in quotation marks and the

site:.hu constraint was used in the Hungarian experiments. The feature set contains six

features. Two stand for the number of Google hits for the potential �rst and second

parts of a cut and one shows the number of Google hits for the whole observed phrase.

The remaining three features convey the same information, but here we used the Yahoo

search engine. The two tasks are essentially binary classi�cation problems.

We used 10-fold-cross-validation and classi�cation accuracy as the evaluation met-

ric in the experiments here. The baseline method classi�es each sample using the most

frequent label observed on the training dataset. We compared C4.5 and Logistic Re-

gression which hade been applied successfully in classi�cation tasks (see Section 3.1.6)

and then applied the k-Nearest Neighbour (kNN) [132] method which is a good candi-

date for small sized datasets. kNN is a so-called lazy learning algorithms; it classi�es

an instance by taking the majority vote of its k nearest neighbours. Here k is a positive

integer (typically not very large) and the distance among instances is usually measured

by the Euclidian distance.

Table 6.2 summarises the results achieved by the classi�cation algorithms. The

Hungarian task proved a di�cult one. The decision tree (which we found to be the

best solution) is a one-level high tree with a split. This can be interpreted as "if one

of the resulting parts' frequency ratio is high, then it is an appropriate cut". It is

2Google API: http://code.google.com/apis/soapsearch/
Yahoo API: http://developer.yahoo.com/search/
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kNN k=3 kNN k=5 C4.5 LogReg Baseline
English 88.23 84.71 95.29 77.65 60.00
Hungarian 79.25 81.13 80.66 70.31 64.63

Table 6.2: Separation results obtained from applying di�erent learning methods.

interesting that the learned rules for the English separation task contain constraints

for the second resulting part of the separations and not just for "one of the resulting

part"-type constraints. We guess that the bad performance of the Logistic Regression

method is due to the sparse number of training samples. This amount of training

instances was not enough to adequately estimate the conditional probabilities of this

method.

6.4 NE lemmatisation

Finding the lemma (and in�ectional a�xes) of a proper noun can be useful for several

reasons: the proper name can be stored in a normalised form (e.g. for indexing)

and it may prove to be easier to classify a proper name in the corresponding NE

category using its lemma than the a�xed form. The in�ectional a�xes themselves can

contain useful information for some speci�c tasks and thus can be used as features

for classi�cation (e.g. the plural form of an organisation name is indicative of org-

for-product metonymies and is a strong feature for proper name metonymy resolution

[3]).

Lemmatisation is not a trivial issue in morphologically rich languages. In agglutina-

tive languages such as Hungarian, a noun can have hundreds of di�erent forms owing

to its grammatical number, possession marking and a score of grammatical cases: e.g.

a Hungarian noun has 268 di�erent possible forms [133]. On the other hand, there are

lemmas that end in an apparent su�x (which is obviously part of the lemma), thus

sometimes it is not clear what belongs to the lemma and what functions as a su�x.

The lemmatisation of common nouns can be made easier by relying on a good dictio-

nary of lemmas [134]. The problem of proper name lemmatisation is more complicated

since NEs cannot be listed exhaustively, unlike common nouns, due to their diversity

and increasing number. Moreover, NEs can consist of several tokens (in contrast to

common nouns) and the whole phrase must be taken into account. Lots of su�xes can

be added to them in Hungarian (e.g. Invitelben, where Invitel is the lemma and -ben

means 'in' or Pannon, with -on meaning 'on')), and they can bear the plural or genitive

marker -s or 's in English (e.g. Toyotas). What is more, there are NEs that end in an

apparent su�x (such as Adidas, McDonald's or Philips), but this pseudo-su�x belongs

to the lemma of the NE and should not to be removed.

In order to be able to select the appropriate lemma for each problematic NE, we
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applied the following strategy. In step-by-step fashion, each ending that seems to be

a possible su�x is cut o� the NE. Our key hypothesis is that the frequency of the

lemma-candidates on the WWW is high � or at least the ratio of the full form and

lemma-candidate frequencies is relatively high � with an appropriate lemma and low in

incorrect cases.

In order to verify our hypothesis we manually constructed two corpora of positive

and negative examples for NE lemmatisation. We adopted the principal rule that

we had to work on real-world examples (we did not generate �ctitious examples), so

the annotator team was asked to browse the Internet and collect "interesting" cases.

These corpora are the unions of the lists collected by 3 linguists and were checked by

the chief annotator. The samples mainly consist of person names, company names and

geographical locations occurrences on web pages. In Hungarian more than one su�x

can be matched to several phrases. In these cases we examined every possible cut

and the correct lemma (chosen by a linguist expert) became a positive example, The

Hungarian and English corpora contained 750 and 160 examples and are accessible free

of charge.

We sent queries with and without su�xes to Google and Yahoo search engines and

collected the number of hits. The original database contained four dimensional feature

vectors. Two dimensions listed the number of Google hits and two components listed

similar values from the Yahoo search engine. We again trained the kNN (with k = 3),

C4.5 and Logistic Regression classi�ers to �nd the decision boundary for appropriate

lemmas based on the frequency results of the search engines.

Our preliminary experiments showed that using just the original form of the datasets

("orig." rows of Table 6.3) is not optimal in terms of classi�cation accuracy. Hence we

performed some basic transformations on the original data, the �rst component of the

feature vector being divided by the second component ("rate" rows in Table 6.3). If

the given second component was zero, then the new feature value was also zero. This

yielded a two dimensional dataset when we utilised both Yahoo and Google hits for the

su�x classi�cation tasks and a four dimensional for the separation tasks. Finally, we

took the minimum and the maximum of the separated parts' ratios, which provided the

possibility to learn rules such as 'if one of the separated parts' frequency ratio is higher

than X '.

The size of the English database is quite small, which leads to a dominance of the

k-Nearest Neighbour classi�er, since the lazy learners usually achieve good results on

small datasets. In this task the training algorithms achieve their best performance on

the transformed datasets using rates of query hits (this holds when Yahoo or Google

searches were performed). One could say that the rate of hits (one feature) is the best

characterisation in this task. However, we can see that with the Hungarian dataset

the original dataset characterises the problem better, thus the transformation is really
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Search Engine Features kNN C4.5 LogReg Baseline

E
ng
lis
h

Google
orig. 87.34 87.34 82.28 53.16
rate 93.67 87.97 90.51 53.16

Yahoo
orig. 89.87 86.08 84.18 53.16
rate 91.77 87.34 88.61 53.16

Both
orig. 89.24 86.71 84.81 53.16
rate 93.04 91.77 73.42 53.16

H
un
ga
ri
an

Google
orig. 85.33 82.40 83.33 72.40
rate 83.60 83.60 77.60 72.40

Yahoo
orig. 93.73 83.87 86.13 72.40
rate 87.20 87.20 74.00 72.40

Both
orig. 94.27 82.67 88.27 72.40
rate 84.67 81.73 72.40 72.40

Table 6.3: Lemmatisation results achieved by di�erent learning methods.

unnecessary.

The best results for the Hungarian lemmatisation task are achieved on the full

dataset, but they are almost the same as those for the untransformed Yahoo dataset.

Without doubt, this is due to the special property of the Yahoo search engine which

searches accent sensitively, in contrast to Google. For example, for the query Ottó

Google �nds every webpage which contains Ottó and Otto as well, while Yahoo just

returns the Ottó-s.

Despite the small size of our corpora, we got fairly good empirical results (a 91.09%

average accuracy) and we expect even better accuracy can be obtained with bigger

corpora.

6.5 Related work

There are several papers in the literature that investigate the usability of online resources

for various NE-related tasks. The available systems seek to collect lists of Named

Entities belonging to pre-speci�ed classes from the WWW [128, 135, 129] or use online

information for Named Entity Disambiguation [136, 137]. We found no articles on using

Web-searches to post-process a NER system.

NE lemmatisation has not attracted much attention so far because it is not such

a serious problem in major languages like English and Spanish as it is in agglutinative

languages. An expert rule-based method and several string distance-based methods for

Polish person name in�ection removal were introduced in [138]. A corpus-based rule

induction method was studied for every kind of unknown words in Slovene in [139]. The

scope of our work lies between these two as we deal with di�erent kinds of NEs. To best

of our knowledge, our approach was the �rst attempt at Web-based NE lemmatisation.
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6.6 Summary of thesis results

The main results of this chapter is to highlight the exploitation potential of the WWW

� the largest external resource available in the world � in NLP solutions like NER. The

heuristics introduced are based on the assumption that, even though the World Wide

Web contains a good deal of useless and incorrect information, for our simple features

the frequency of correct language usage dominates misspellings and other sorts of noise.

The author with his colleagues developed WWW-based NER post-processing heuris-

tics and experimentally investigated them on general reference NE corpora [7]. They

constructed several corpora for the English and Hungarian NE lemmatisation and sep-

aration tasks [8]. The NE lemmatisation task is important for textual data indexing

systems, for instance, and is of great importance for agglutinative languages like Finno-

Ugric and Slavic languages. Based on these constructed corpora, automatically derived

simple decision rules were introduced. Experiments con�rmed that the result frequen-

cies of search engines provide enough information to support such NE related tasks.

The author's own contributions in the Web-based solutions are the most frequent

role and phrase extension approaches in [7], while the feature engineering tasks and

most of the Machine Learning experiments of [8] were carried out by the author.
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Chapter 7

Integrating expert systems into

Machine Learning models

Besides unlabeled texts, existing expert decision systems, manually built taxonomies or

written descriptions can hold useful information about the Information Extraction task

in question. A �ne example for this is clinical IE where the knowledge of thousands years

is gathered into medical lexicons. On the other hand hospitals and clinics usually store

a considerable amount of information (patient data) as free text, hence NLP systems

have a great potential in aiding clinical research due to their capability to process large

document repositories both cost and time e�ciently. We shall introduce several ways of

integrating the medical lexical knowledge into Machine Learning models � which were

trained on free-text corpora � through two clinical IE applications, namely ICD coding

and obesity detection.

7.1 Automated ICD coding of medical records

We built an automated ICD coder on the CMC dataset (see Section 2.3.6) which

exploited the existing coding knowledge (present in the coding guidelines) while training

Machine Learning models on a labeled corpus [9].

7.1.1 Building an expert system from online resources

There are several sources from where the codes of the International Classi�cation of

Diseases can be downloaded in a structured form, including [140], [141] and [142].

Using one of these a rule-based system which performs ICD-9-CM coding by matching

strings found in the dictionary to identify instances belonging to a certain code can be

generated with minimal supervision. Table 7.1 shows how expert rules are generated

from an ICD-9-CM coding guide. The system of Goldstein et al. [143] applies a similar

approach and incorporates knowledge from [142].

73
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CODING GUIDE GENERATED EXPERT RULES
label 518.0 if document contains
Pulmonary collapse pulmonary collapse OR
Atelectasis atelectasis OR
Collapse of lung collapse of lung OR
Middle lobe syndrome middle lobe syndrome
Excludes: AND document NOT contains
atelectasis:
congenital (partial) (770.5) congenital atelectasis AND
primary (770.4) primary atelectasis AND
tuberculous, current disease (011.8) tuberculous atelectasis

add label 518.0

Table 7.1: Generating expert rules from an ICD-9-CM coding guide.

These rule-based systems contain simple if-then rules to add codes when any one

of the synonyms listed in the ICD-9-CM dictionary for the given code is found in the

text, and removes a code when any one of the excluded cases listed in the guide is

found. For example, code 591 is added if either hydronephrosis, hydrocalycosis or

hydroureteronephrosis is found in the text and removed if congenital hydronephrosis or

hydroureter is found. These expert systems � despite having some obvious de�ciencies

� can achieve a reasonable accuracy in labeling free text with the corresponding ICD-

9-CM codes. These rule-based classi�ers are data-independent in the sense that their

construction does not require any labeled examples. The two most important points

which have to be dealt with to get a high performance coding system are the lack

of coverage of the source dictionary (missing synonyms or phrases that appear in real

texts) and the lack of knowledge about inter-label dependencies needed to remove

related symptoms when the code of a disease is added.

7.1.2 Language pre-processing for the statistical approach

In order to perform the code classi�cation task accurately, some pre-processing steps

have to be performed to convert the text into a consistent form and remove certain

parts. First, we lemmatized and converted the whole text to lowercase (we used the

freely available Dragon Toolkit [144]). Next, the language phenomena � negation and

speculation � that had a direct e�ect on ICD-9-CM coding were dealt with. As a �nal

step, we removed all punctuation marks from the text.

According to the o�cial coding guidelines, negated and speculative assertions (also

referred to as soft negations) have to be removed from the text as negative or uncertain

diagnosis should not be coded in any case. We used the punctuations in the text to

determine the scope of keywords. We identi�ed the scope of negation and speculative

keywords to be each subsequent token in the sentence. For a very few speci�c keywords
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(like or) we used a left scope as well, that was each token between the left-nearest

punctuation mark and the keyword itself. We deleted every token from the text that

was found to be in the scope of a speculative or negation keyword prior to the ICD-9-

CM coding process. Our simple algorithm is similar to NegEx [112] as we use a list of

phrases and their context, but we look for punctuation marks to determine the scopes

of keywords instead of applying a �xed window size.

In our experiments we found that a slight improvement on both the training and

test sets could be achieved by classifying the speculative parts of the document in

cases where the predicative texts were insu�cient to assign any code. This observation

suggests that human annotators tend to code uncertain diagnosis in those cases where

they �nd no clear evidence of any code (they avoid leaving a document blank). Certainly,

negative parts of the text were detrimental to accuracy in any case.

We made use of negation and speculative keywords collected manually from the

training dataset. Speculative keywords which indicate an uncertain diagnosis were col-

lected from the training corpus: and/or, can, consistent, could, either, evaluate, favor,

likely, may, might, most, or, possibility, possible, possibly, presume, probable, proba-

bly, question, questionable, rule, should, sometimes, suggest, suggestion, suggestive,

suspect, unless, unsure, will, would.

Negation keywords that falsify the presence of a disease/symptom were also col-

lected from the training dataset: cannot, no, not, vs, versus, without.

The accurate handling of these two phenomena proved to be very important on the

challenge dataset. Without the negation �lter, the performance (of our best system)

decreased by 10.66%, while without speculation �ltering the performance dropped by

9.61%. We observed that there was a 18.56% drop when both phenomena were ignored.

The above-mentioned language processing approach was used throughout our ex-

periments to permit a fair comparison of di�erent systems (each system had the same

advantages of proper preprocessing and the same disadvantages from preprocessing

errors). As regards its performance on the training data, our method seemed to be

acceptably accurate. On the other hand, the more accurate identi�cation of the scope

of keywords is a straightforward way of further improving our systems.

Example input/output pairs of our negation and speculation handling algorithm:

1. Input: History of noonan's syndrome. The study is being performed to evaluate

for evidence of renal cysts.

Output: History of noonan's syndrome. The study is being performed to.

2. Input: Mild left-sided pyelectasis, without cortical thinning or hydroureter.

Normal right kidney.

Output: Mild left-sided pyelectasis. Normal right kidney.
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Temporal aspects should also be handled as earlier diseases and symptoms (in case

they have no direct e�ect on the treatment) should either not be coded or be dis-

tinguished by a separate code (like that in the case of code 599.0 which stands for

urinary tract infections, and V13.02 which stands for history of urinary tract infections

in the past). Since we were unable to �nd any consistent use of temporality in the gold

standard labeling, we decided to ignore the temporal resolution issue.

7.1.3 Multi-label classi�cation

An interesting and important characteristic of the ICD-9-CM labeling task is that multi-

ple labels can be assigned to a single document. Actually, 45 distinct ICD-9-CM codes

appeared in the CMC Challenge dataset and these labels formed 94 di�erent, valid

combinations (sets of labels).

There are two straightforward ways of learning multi-label classi�cation rules, namely

treating valid sets of labels as single classes and building a separate hypothesis for each

combination, or learning the assignment of each single label via a separate classi�er and

adding each predicted label to the output set. Both approaches have their advantages,

but they also have certain drawbacks. Take the �rst one; data sparseness can a�ect

systems more severely (as fewer examples are available with the same set of labels as-

signed), while the second approach can easily predict prohibited combinations of single

labels.

Preliminary experiments for these two approaches were carried out: Machine Learn-

ing methods were trained on the Vector Space representation (language phenomena

were handled but the ICD-9-CM guide was not used). In the �rst experiment we used

94 code-combinations as the target class of the prediction and we trained 45 classi�ers

(for each code separately) in the second one. Based on the preliminary results (see

Table 7.2) we decided to treat the assignment of each label as a separate task and

made the hypothesis that in an invalid combination of predicted labels any of them

could be incorrect.

7.1.4 Combining expert systems and Machine Learning mo-

dels

Although the expert rules contain many useful phrases that are indicators of the corres-

ponding label with a very high con�dence, the coverage of these guides is not perfect.

There are expressions and abbreviations which are characteristic of the particular health

institute where the document was created, and physicians regularly use a variety of abb-

reviations. As no coding guide is capable of listing every possible form of every concept,

to discover what these infrequent keywords are an examination of labeled data is nec-
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essary.

On the other hand the labeled corpus provides the opportunity of training classi�ers,

but they o�er no chance to train rare labels because of the data spareness. After the

employment of the above-mentioned language pre-processing steps, the Vector Space

Model can be readily applied. We used here a token-level Vector Space representation

of the documents (token uni-, bi- and trigrams) as a feature set for the statistical

models.

We shall introduce three di�erent methods to utilise the advantages of both the

expert rules and the labeled data:

Extended rule-based system: We tried to solve the incompleteness of rule-based

system by gathering synonyms and abbreviations from the training corpus. This

extension of the synonym lists can be performed via a manual inspection of labeled

examples, but this approach is most laborious and hardly feasible for hundreds

or thousands of codes, or for a lot more data than in the challenge. Hence this

task should be automated, if possible. The e�ect of enriching the vocabulary is

very important. This step reduced the classi�cation error by 30% when we built

a system manually.

Since missing transliterations and synonyms can be captured through the false

negative predictions of the system, we decided to build statistical models to learn

to predict the false negatives of our ICD-9-CM coder. This way we expected to

have the most characteristic phrases for each label among the top ranked features

for a classi�er model which predicted the false negatives of that label. We used

the C4.5 decision tree learning algorithm for this task because it builds models

that are very similar in structure to the rule-based system. With this approach

we managed to extend the rule-based model for 10 out of 45 labels. About

85% of the new rules were synonyms (e.g. Beckwith-Wiedemann syndrome,

hemihypertrophy for 759.89 Laurence-Moon-Biedl syndrome) and the remaining

15% were abbreviations (e.g. uti for 599.0 urinary tract infection).

Extended classi�cation system: We can import the rule-based system into the

classi�cation model by incorporating its predictions into the feature space of

the latter. We added all the codes predicted by the rule-based system to the

Vector Space Model representation. Thus the statistical system can exploit the

knowledge of both the coding guides and the regularities of the labeled data. One

of the obvious drawbacks of this approach is that the classi�er builds decision

rules on the features based on the expert system when it sees a su�cient number

of samples.

Hybrid model: As we have already mentioned, the expert system has a high precision
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and a lower recall. Thus one of the most straightforward approaches for the

combination in this multi-labeling environment is to take the union of the labels

predicted by the rule-based expert system and the Machine Learning model. In

this setting we made predictions using the expert system and the classi�er quite

independently.

7.1.5 Results on ICD-coding

Table 7.2 overviews the results achieved by the ICD-coding approaches introduced

above [9]. All values are micro-averaged Fβ=1 measures, the o�cial evaluation metric

of the International Challenge on Classifying Clinical Free Text Using Natural Language

Processing. The 94-class statistical row stands for the C4.5 classi�er trained for code-

combinations and the 45-class statistical row stands for the same classi�er trained for

single labels. The rule-based system of the 3rd row is the original one extracted from

the coding guide, while the last one (manually built system) stands for its manual

extension by synonyms and abbreviations observed on the training data (this process

required 3 days for the 45 codes).

All our models use the same algorithm to detect negation and speculative assertions,

and were trained using the whole training set (as a simple rule-based model needs no

training) and evaluated on the training and the challenge test sets. The di�erence in

performance between the 45-class statistical model and our best hybrid system proved

to be statistically signi�cant on both the training and test datasets, using McNemar's

test with a p < 0.05 con�dence level. On the other hand, the di�erence between our

best hybrid model (constructed automatically) and our manually constructed ICD-9-CM

coder was not statistically signi�cant on either set.

train test
94-class statistical 83.06 82.27
45-class statistical 88.20 86.69
Rule-based from coding guide 85.57 84.85

Extended rule-based 90.22 88.93
Extended classi�cation 90.62 87.92
Hybrid model 90.53 89.33

Manually built expert system 90.02 89.08

Table 7.2: Overview of the ICD-9-CM results.

The CMC Challenge itself was dominated by entirely or partly rule-based systems

that solved the coding task using a set of hand crafted expert rules. The feasibility of

the construction of such systems for thousands of ICD codes is indeed questionable.

Our results are very promising in the sense that we managed to achieve comparable

results with purely hand-crafted ICD-9-CM classi�ers. Our results demonstrate that
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hand-crafted systems � which proved to be successful in ICD-9-CM coding � can be

reproduced by replacing several laborious steps in their construction with statistical

learning models. These hybrid systems preserve the favourable aspects of rule-based

classi�ers and thus achieve a good performance, and can be developed rapidly and

requires less human e�ort. Hence the construction of such hybrid systems can be

feasible for a set of labels one magnitude bigger, and with more labeled data.

7.2 Identifying morbidities in clinical texts

Classifying patient records whether they have a certain disease is a similar task to ICD

coding. The Obesity Challenge in 2008, organised by the Informatics for Integrating

Biology and the Bedside (I2B2)1, asked participants to construct systems that could

correctly replicate the textual and intuitive judgments of the medical experts on obesity

and its co-morbidities based on narrative patient records [145]. The development of

systems that can successfully replicate the decisions made by obesity experts would be

desirable to facilitate large scale research on obesity, one of the leading preventable

causes of death [146].

The target diseases included obesity and its 15 most frequent co-morbidities exhib-

ited by patients, while the target labels (positive, negative, questionable, unmentioned)

corresponded to expert judgements based on textual evidence and intuition. That is,

for each patient, both what the text explicitly said about obesity and co-morbidities,

and what the text implied about obesity and co-morbidities, were provided as gold

standard labels by obesity experts. The dataset consisted of 1237 discharge summaries.

Each document had been annotated for obesity and the other 15 diseases. Out of these

documents, 730 were made available to the challenge participants for development and

the remaining 507 documents constituted the evaluation set.

Our textual classi�cation approach focused on the rapid development of an extended

dictionary-lookup-based systems, which also took into account the document structure

and the context of disease terms for classi�cation. To achieve this, we used statistical

methods to pre-select the most common (and most con�dent) terms and abbreviations

then evaluated outlier documents to discover infrequent terms and spelling variants.

Sentences containing disease terms were then further investigated to decide whether

the term was in assertion and it was relevant (information on the patient and not on

family members, etc.). Keyword lists were exploited to identify negations, hedges and

judging the relevance. Manually gathered delimiter lists were used to determine their

scope, and terms within the scope of a negation or uncertain cue were handled using

this information.

1www.i2b2.org/NLP/



80 Integrating expert systems into Machine Learning models

In our intuitive model, we attempted to discriminate the documents classi�ed as

unmentioned by our textual classi�er into positive or negative intuitive classes. For

this task, we extended the system with intuitive dictionaries gathered from external

sources. The phrases of these dictionaries were typically names of associated drugs and

medication, or phrases related to certain social habits of the patients (e.g. cigarette for

hypertension). The chief source of the dictionaries were the MedlinePlus encyclopedia2.

Lists of phrases were downloaded and then �ltered for intuitive positive class-conditional

probability. In this case the combination of the data-driven model and the external

knowledge was straightforward; the �nal intuitive dictionaries (the "expert system")

were used to classify a documents as an intuitive positive when it was judged to be

unmentioned by the textual classi�er system.

According to the o�cial evaluation metric of the challenge [145] � a macro-averaged

F-measure among the four classes � our system achieved an F-macro of 84% on the

train for our best model (which degraded to 76% on the test), and an intuitive F-

macro of 82% on train (which degraded to 67% on the test). The micro-averaged

results were in the high 90s. Those classes that had a few hundred training examples

(positive & unmentioned for textual and positive & negative for intuitive annotation)

generally achieved an F-measure of about 97%. This suggests that our approach is

indeed capable of locating the most relevant pieces of information for each of the 16

diseases addressed in almost all of the documents. Lower scores were observed for

infrequent classes (with only 1-10 examples on average per class/disease pair) and we

think that having more examples for questionable cases and negative examples would

result in a substantial improvement in performance on these particular classes as well.

7.3 Related work

The possibilities of automating the detection of diseases in textual medical records have

been studied extensively since the 1990s. Larkey and Croft [147] assigned ICD labels

to full discharge summaries having long textual parts. They trained three statistical

classi�ers and then combined their results to obtain a better classi�cation. Lussier et

al. [148] gave an overview of the problem in a feasibility study. Lima et al. [149] took

advantage of the hierarchical structure of the ICD-9 code set, a property that is less

useful when only a limited number of codes is used, as in our study.

The most recent results are clearly related to shared tasks in 2007 and 2008. To the

2007 CMC Challenge on Classifying Clinical Free Text (see Section 2.3.6), 44 teams

submitted well-formatted results. Among the top performing systems, several exploited

the bene�ts of expert rules that were constructed either by experts in medicine, or by

computer scientists. This was probably due to the fact that reasonable well-formatted

2http://www.nlm.nih.gov/medlineplus/encyclopedia.html
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annotation guides are available online for ICD-9-CM coding and that expert systems

can take advantage of such terms and synonyms that are present in an external resource

(e.g. annotation guide or dictionary) [150, 151, 152, 153, 143].

Our manually built system (which extended the coding guide by synonyms and abb-

reviations) won the challenge in 2007 [9]. We constructed it so to be a baseline system

for our Machine Learning experiments but we could not outperform it during the chal-

lenge development phase. After the challenge we investigated our data-driven models

in-depth and found that they could achieve a performance without any signi�cant dif-

ference compared to our manual model, i.e. each step of the manual rule construction

could be replaced by classi�cation models trained on a hand-labelled corpus.

28 teams submitted valid predictions to the I2B2 obesity challenge in 2008. The

two main approaches of participants were the construction of rule-based dictionary

lookup systems and Bag-of-Words (or bi- and trigram-based) statistical classi�ers. The

dictionaries of the systems mostly consisted of the names of the diseases, and their

various spelling variants, abbreviations, etc. One team also used other related clinical

named entities [154]. The dictionaries employed were constructed mainly manually

(either by domain experts [155] or computer scientists [156]), but one team applied a

fully automatic approach to construct their lexicons [157]. Machine learning methods

applied by participating systems ranged from Maximum Entropy Classi�ers [158] and

Support Vector Machines [154] to Bayesian classi�ers (Naive Bayes [159] and Bayesian

Network [160]). These systems showed competitive performance on the frequent classes

but had major di�culties in predicting the less represented negative and uncertain

information in the texts.

Our dictionary-lookup-based system were extended by term-context analysis. The

lists of phrases were resulted by the statistical �ltering of external encyclopedia and

the training dataset. This system required just a very rapid development time, while

achieved comparable results. It came 6th in the textual F-macro ranking and 2nd in

the intuitive F-macro ranking of the shared task.

7.4 Summary of thesis results

There are several tasks where expert rule-based systems are available along with man-

ually labeled datasets. We introduced two such tasks � two clinical Information Ex-

traction tasks � ICD coding and disease/morbidity detection in this chapter. Medical

encyclopedical knowledge forms expert rule-based systems here in a straightforward

way.

The author with his co-authors developed solutions for these tasks [9, 10] that in-

tegrates Machine Learning approaches and external knowledge sources. They exploited

the advantages of expert systems which are able to handle rare labels e�ectively. Sta-
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tistical systems on the other hand require labeled samples to incorporate medical terms

into their learnt hypothesis and are thus prone to corpus eccentricities and usually dis-

card infrequent transliterations, rarely used medical terms or other linguistic structures.

Each statistical system along with the described integration methods developed for

the two tasks were the author's own contributions.

Overall, we think that our results demonstrate the real-life feasibility of our proposed

approach and that even very simple systems with a shallow linguistic analysis can achieve

remarkable accuracy scores for information extraction from clinical records. In a wider

context, the results achieved by the participating teams (with the team 'Szeged') of the

shared tasks demonstrate the potential of Natural Language Processing in the clinical

domain.



Chapter 8

Exploiting non-textual relations

among documents

In an applied Information Extraction task the documents to be processed are usually

not independent of each other. The relation among documents � external knowledge

� can be exploited in the IE task itself. We shall introduce two tasks where graphs

are constructed and employed based on these relations. In the biological Gene Name

Disambiguation task we will utilise the co-authorship graph, while in the Opinion Mining

task the response graph will be built.

8.1 Co-authorship in gene name disambiguation

Biolgical articles provide a huge amount of information about genes, proteins, their

behaviour under di�erent conditions, and their interactions. The handling of huge

amounts of unstructured data (free text) has increased in interest along with the appli-

cation of automatic NLP techniques to biomedical articles. NER is the �rst and crucial

step of a biological Information Extraction system and a major building block of an

Information Retrieval system as well.

The task of biological entity recognition is to identify and classify gene, protein,

chemical names in biological articles [161]. Taken one step further, the goal of Gene

Name Normalisation (GN) [32] is to assign a unique identi�er to each gene name

found in a text. The GN task is challenging for two main reasons. First, although

synonym (alias) lists which map gene name variants to gene identi�ers exist like that

given in [36], they are incomplete and they do not contain all the spelling variants

[162]. On the other hand one name can refer to di�erent entities (for example, IL-21

can refer to the genes with EntrezGeneID 27189, 50616 or 59067). Chen et al. [163]

investigated gene name ambiguity in a comprehensive empirical study and reported an

average of 5% overlap on intra-species synonyms, and ambiguity rates of 13.4%, and

83
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1.1% on inter-species and against English words, respectively. In general, the Word

Sense Disambiguation (WSD) approaches (for a comprehensive study, see [164]) are

concerned with this crucial problem. Their goal is to select the correct sense � from

a well-de�ned sense inventory � of a term according to its context. A special case of

WSD task is the Gene Symbol Disambiguation (GSD) [33] task where the terms are

gene names, the senses are genes referred by unique identi�ers and the contexts are

biological articles.

The datasets used in our GSD experiments were introduced in Section 2.3.7.

8.1.1 The inverse co-author graph

Our main idea [11] is that an author habitually uses gene names consistently; that

is, they employ a gene name to refer exclusively to one gene in their publications.

Generalising this hypothesis we may assume that the same holds true for the co-authors

of the biologist in question. But what is the situation for the co-authors of the co-

authors? To answer this question - and utilise the information obtained from co-

authorship in the GSD problem - we decided to use the so-called co-author graph [165].

The co-author graph represents the relationship between authors. The nodes of

the graph are authors, while the edges represent mutual publications. In the GSD task

we basically look for an appropriate distance (or similarity) metric between pairs of

abstracts, hence we de�ne the inverse co-author graph as a graph whose nodes are

abstracts from MedLine (we usually just used their PMID and not their actual text)

and there is an undirected edge between two nodes if and only if the intersection of

their author sets is not empty.

To get the inverse co-author graph we downloaded (in April of 2007) all MedLine

abstracts, which contained some 11.7 million instances. We could not construct the

whole graph due to space and time restrictions, but we constructed the subgraph of each

test example (the dataset introduced in Section 2.3.7) surroundings (nodes reachable

in �ve steps). The number of articles reached in 3 steps (7.2 million for human, 0.7

million for mouse, 0.7 million for yeast and 50 thousand for �y) gives an indication

of the amount of studies dealing with each species in question and helps explain the

di�culties we had when processing the human dataset.

8.1.2 The path between the test and train articles

In our �rst approach we examined how strong the co-authorship was between the test

article and the train articles. The strength of the co-authorship can be measured as

the distance between two nodes in the inverse co-author graph. When two nodes are

neighbours the two articles have a mutual author. When a node can be reached in two

steps, starting from a node means that the two articles have no mutual authors, but
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some of the authors have a mutual publication (excluding the two articles in question).

We looked for the shortest path from the test node to each train example in the inverse

co-author graph. Among the closest training points (we gathered all training samples

which had the same minimal distance) a majority voting was applied i.e. we made a

disambiguation decision in favour of the gene with the closest labelled nodes. Table

8.1 lists the precision and recall values (in a precision/recall format) we obtained by

this method using non-weighted path lengths. A coverage over 90% was achieved

on the mouse, �y and yeast datasets by just considering the neighbours of the test

nodes, which implies that test nodes and most of the train nodes have a co-author.

Signi�cantly fewer articles deal with these organisms than with human and these articles

can be processed in a higher coverage by the Entrez group.

Distance Lim. Human Mouse Fly Yeast
1 100 / 44.35 99.88 / 97.59 99.84 / 92.19 100 / 99.26
2 100 / 49.19 98.67 / 99.32 94.58 / 97.72 100 / 99.26
3 85.29 / 82.26 98.64 / 99.51 94.44 / 98.10 100 / 99.26

Table 8.1: Results obtained using the path-length-based method.

In our experiments we found that if there was a path between the test node and

one of the train nodes (this is true in over 90% of the cases) its length was at most

3. We did not examine this property on the complete graph, but - interpreting training

and test nodes as a random sample of node pairs from the graph - we can suppose that

the average minimum path length between nodes (articles) is surprisingly small (3 or

4).

8.1.3 Filtering and weighting of the graph

Table 8.1 tells us that the noise is considerable in cases where the distance between the

closest training node and the test node is 3. We tried to eliminate the noise of these

distant training points hence we left out the less reliable edges from the graph. Our

hypothesis was that the authors who have a large number of publications do not have a

bigger in�uence and correspondence in articles, hence the edges originating from them

are less reliable. To test this hypothesis we ignored the last 10% of the authors from

each article, and then repeated each experiment by ignoring those authors who had

over 20, 50 or 100 MedLine publications.

We investigated two edge-weighting methods on the human dataset along with the

�ltering process. We calculated the weight w for each edge as a function of the number

of mutual authors of the two given articles like so:

w =
∑ 2

|A
⋂

B|
/ min(|A|, |B|),
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where A and B are the sets of the authors of the articles. To get an aggregated,

weighted distance for a path we summed the edge-weights (Dsum =
∑

i wi) or used

the minimum of the edge-weights, i.e. the bottleneck of the path (Dmin = mini wi).

After calculating the weighted path lengths for each train node we chose (instead of

the closest training examples' majority voting) the label of the node with the maximal

weight as the �nal disambiguation prediction.

The di�erent degrees of �ltering resulted in di�erent precision and coverage value

pairs. Figure 8.1 shows the precision-recall curves obtained using the three weighting

methods (i.e. non-weighted, Dsum and Dmin). The points of the curves refers to

di�erent levels of �ltering of the inverse co-author graph. The authors who had over 100,

50 or 20 MedLine publications were ignored yielding 3 points on the precision-coverage

space, while the fourth point of each curve shows the case without any �ltering.

Figure 8.1: Precision-recall curves on the human GSD dataset.

According to these results, ignoring more authors from the co-author graph yields

a higher precision but at the price of lower recall. Thus this �ltering approach is a

parametric trade-o� between precision and recall. A 100% precision can be kept with

a recall of 54.42% while the best coverage achieved by this method was 84.67% with a

decrease in precision to 84.76%. The di�erence between the performance of the three

weighting (or non-weighting) methods is signi�cant. The right choice of a method can

yield a 2-3% improvement in precision at a given level of recall. The minmax method

seems to outperform the other two, but it does not perform well on the un�ltered graph

hence we cannot regard it as the ultimate 'winning' solution here.

8.1.4 Automatic expansion of the training set

The absence (or small number) of training examples in several cases (especially on the

human evaluation set) makes the GSD tasks intractable. To overcome this problem,
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we extended the labelled set automatically by articles based on the inverse co-author

graph. We assumed here that the probability of an author dealing with the same gene

in more articles is higher than the probability of dealing with di�erent genes which

share an alias. Thus we looked for gene aliases among the articles of the authors

and hoped that they used a synonym (or long form) of the target gene name. For

example, CASPASE in PMID:12885559 can refer to genes with EtrezGeneID 37729 or

31011 and the document does not contain any synonym belonging to them. One of

the authors (McCall K.) has two other publications PMID:999799 and PMID:9422696

which contain DCP-1 (EntrezGeneId 37729), so we assumed that CASPASE refers to

DCP-1 in the test abstract. Our assumption is questionable but as our experiments

show it is true in over 90% of the cases.

We labelled each article in the neighbourhood of the test node with a gene identi�er

if a synonym of the target gene name was found (with exact string matching) in the

document. Note that the test abstract (distance 0) can also contain synonyms of the

target gene name. In these cases, we made a decision based on this information as well

(the special case of distance 0 is equivalent to the disambiguation procedure described

in [166]).

Dist. Lim. Human Mouse Fly Yeast
0 93.30 / 12.11 96.28 / 8.57 100 / 7.06 83.70 / 10.23
1 92.56 / 32.82 91.41 / 18.82 96.56 / 10.78 69.75 / 18.79
2 91.53 / 37.88 91.31 / 20.07 96.56 / 10.78 69.75 / 18.79

Table 8.2: Results obtained using the automatic labelled set expanding heuristic.

After this expansion we made the disambiguation decision via the non-weighted

majority voting method on the new set of train samples. Table 8.2 shows the precision

and recall values we got with this procedure on the four datasets. These values tell us

that the articles with a distance of two hardly ever contains gene aliases, which leads to

a slight improvement in the recall rate. We should add that there is a strong statistical

connection between the achieved recall by this method on the particular organism and

the size of the available synonym list and labelled train sets.

We combined the two co-author graph-based methods (minimal path �nding and

training set expansion) to exploit the advantages of both via the following strategy:

when there is at least one training node in the neighbourhood of distance 3 of the

test node on the �ltered graph, we accept the decision of that model. If there is no

such close train node we try to label new documents with the synonym list and make

a decision based on these automatically labelled instances. We got some results by

applying two �ltering and weighting procedure combinations, one yielding a maximal

precision and the other a maximal recall. The precision and recall values we got of the
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combined co-author-based method can be found in Table 8.3.

Method Human Mouse Fly Yeast
max precision 100 / 52.42 99.76 / 97.80 99.59 / 92.42 100 / 99.25
max recall 84.76 / 84.67 99.48 / 98.74 97.94 / 95.68 100 / 99.25

Table 8.3: Results obtained using the combined co-author-based methods.

8.1.5 Achieving the full coverage

In a real world biomedical application the aim is usually to make a disambiguation

decision on every gene mention found. As the last rows of Table 8.2 and 8.3 make

clear, the maximum recall which can be achieved by our best inverse co-author graph-

based methods is about 85% on human (and over 98% for the other 3 species). In

the last part of our experiments we investigated what e�ect our co-author graph-based

heuristics has in a gene disambiguation system which runs on 100% coverage.

We employed two methods, namely the similarity-based procedure introduced by

[167] and a supervised Machine Learning approach. In the �rst case we chose the

gene with the maximal cosine similarity between the test article and the centroid of

the training samples belonging to a given gene (gene pro�le). This method was used

earlier by [34] and we re-implemented it for the sake of making a comparison between

their approach and ours.

In the supervised learning case, information provided by MedLine were used as

features including the MeSH headings (manually annotated in the MedLine) and infor-

mation about the release of the articles, the journal title, and the year of publication

but we did not make use of the text itself. There were several reasons for this. First of

all, the manually added MeSH headings represents very well the biological concepts of

the article in a normalised and disambiguated way. Second, the empirical results of [35]

on two evaluation sets show that using the words of the text along with MeSH headings

could not achieve any signi�cant improvement. We also examined the potential of the

combined use of headings and text (we lemmatised the text and ignored stop words)

in preliminary experiments, but no signi�cant improvement was found either hence the

text itself was left out for time complexity reasons. We trained a C4.5 decision tree

[38] on the feature set introduced above and accepted its forecast on the test example

as a �nal disambiguation decision.

Table 8.4 summarises the results of these two methods applied separately and in

combination with the co-author-based heuristics. In this �nal hybrid system we �rst

applied these two co-author graph-based procedures with �ltering to get the highest

precision. Then as a second step, we applied a similarity or Machine Learning technique

on the instances where the �rst step could not make any decision.
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The �rst row of Table 8.4 lists the precision and recall values of a baseline method.

As a standard in WSD, we used the baseline of choosing the majority sense (the gene

having the most training examples) of each gene mention. We represented the results

of Xu et al. by using MeSH codes in the second row for the sake of comparability.

The results of a C4.5 decision tree using the MeSH features are present in the third

row. The systems of the two last rows �rst apply the combined co-author graph-based

heuristics and when they cannot decide they use the supervised prediction of the cosine

similarity metric or the decision tree.

Method Human Mouse Fly Yeast
Baseline 59.3 / 99.1 79.0 / � 66.7 / � 65.5 / �

Xu et al. [34, 35] MeSH 86.3 / 94.4 90.7 / 99.4 69.4 / 99.7 78.9 / 98.4
Decision tree 84.7 / 100 90.9 / 99.8 72.5 / 99.9 74.5 / 100

Co / authorship+similarity 91.9 / 99.2 98.5 / 99.8 97.2 / 100 94.2 / 99.7
Co / authorship+decision tree 94.4 / 100 98.9 / 99.9 96.1 / 99.9 99.6 / 100

Table 8.4: Overview of GSD systems which aimed at full coverage.

From a supervised learning point of view the co-author graph-based heuristics eli-

minate 80% of the errors (decreasing the average error from 18.67% to 4.5% for the

similarity measure and from 19.85% to 2.8% for the decision tree), while from the

co-author graph point of view the doubtful examples can be predicted with an 80%

precision by supervised techniques, thus yielding a full coverage with an aggregated

precision of 97.22%.

8.1.6 Discussion on the GSD task

There are quite signi�cant di�erences among the tasks of the given species. The

human GSD evaluation set is without doubt the most di�cult one for the co-authorship-

based approaches because of the extremely large number of articles which focus on this

organism and the relative modest number of average training samples available. The

co-authorship method achieves precision values over 99% with a recall of over 92% on

the other three datasets. The �nal results with a complex method (co-authorship-based

heuristics along with supervised techniques) correlate with the baseline values (and the

simple supervised methods) i.e. mouse is the best performing one and a lower precision

is obtained on human and �y. The �nal results on yeast are surprising as baseline

methods on this dataset performed the worst but achieved the best results when the

co-authorship-based methods were applied (and in the �nal one as well). We think that

this is because of the small amount of articles which focus on this organism, which

might imply a smaller author society with stronger relationships.

The di�erence between the baselines and the purely supervised models and the

di�erence between supervised models and �nal models which employ co-author graph-
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based heuristics are statistically signi�cant, due to the McNemar's test with a p < 0.05

con�dence level, but the di�erence between the two supervised models was below the

statistical level of signi�cance. This holds true for the cases of their use in the �nal

cascade systems as well. The decision tree (when su�cient amount of training data

is available) can di�erentiate the features in a more sophisticated way than the vector

space model can. Furthermore, the decision tree can learn complex rules like "the

papers released before 2002 and containing Mesh code X but not containing Mesh

code Y are ...". However, with these complex modeling issues it could not achieve a

statistically signi�cant di�erence compared to the similarity-based approach. This could

be because of the small training sets and over�tting. But we suggest using decision

trees because its learnt model is human readable so a domain expert can understand

and modify it when necessary.

The most obvious limitation of our co-authorship-based approach is that it is depen-

dent on a training set derived from manually disambiguated annotation by the Entrez

group. On viewing Table 8.1, we see that if the number of annotated articles were

higher the GSD task would become a trivial one. There are two factors of the graph

construction approach which seem to be negligible but nevertheless deserve a mention

here. First, an edge is drawn between nodes because of string matching of the author

names. Of course, the names of the authors are also ambiguous as two authors with

the same name does not necessary mean they are one and the same person. Second,

there should be author-gene pairs which occur in just one publication. In these cases

the inverse co-author graph could not help and contextual information has to be taken

into account.

When we analysed the misclassi�ed entities we found that most of the errors of

two co-author graph-based methods could be eliminated by a sophisticated synonym

matching algorithms. Our simple string matching approach, it transpires, has two main

shortcomings. It does not handle the spelling variants of the gene aliases (an excellent

work handling this task is [162]) and it does not deal with embedded named entities

i.e. it matches gene names that are just a substring of a longer name like the name of a

protein. The errors of the supervised systems (both the similarity-based and the decision

tree-based ones) could probably be eliminated if bigger training sets were available.

Based on the promising results obtained so far from our study, we suppose that

for abstracts the co-authorship information, the circumstances of the article's release

(the journal, the year of publication) and a graph constructed above, can all be crucial

building blocks for a sophisticated similarity measure among biological articles and

therefore the methods introduced here ought to be useful for other biomedical natural

language processing tasks as well. For example, we can reasonably assume that a

biologist or biologist author group usually deals with the same special species. Hence

a co-author graph-based method could be a powerful tool in the identi�cation of the
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organism dealing with in an article. In addition, all text classi�cation and clustering

tasks can achieve better results with a sophisticated similarity measure. Besides the

biological Named Entity disambiguation tasks (which is also a document classi�cation

task), a task could for instance be one for target disease identi�cation or protocol

detection.

8.2 Response graphs in Opinion Mining

Opinion Mining [168] seeks to extract opinions and polarity about a certain topic

from unstructured texts. This task has been attracting increasing academic interest

in Natural Language Processing for over a decade. This phenomenon is due to the

fact that people nowadays are more likely to share their emotions and opinions toward

various topics, thus the amount of material on web sites (i.e. blogs and forums) that

re�ects the user's opinion has seen a remarkable growth in size [169]. From these rich

sources of opinions valuable information can be extracted, which can help, for instance,

political parties to design their campaign programme or companies to get feedback

about their product structure-based on opinions expressed on the internet. Here, the

goal is to capture not the objective content but the subjective sentiments, opinions and

their polarity expressed in the text.

We developed a system [12] which classi�es each member of a forum topic discussing

the necessity and judgements about the Hungarian referendum on dual citizenship1. By

reliably classifying the forum members, our aim was to predict the opinions of unknown

people, thus to forecast the outcome of a forthcoming election.

We constructed the �rst opinion mining corpus for Hungarian for this task. The

data for further processing was gathered from the posts of the forum topic of the

Hungarian government portal (www.magyarorszag.hu) dealing with the referendum.

We downloaded all the 1294 forum posts from the three month period preceding the

referendum and these were annotated by two independent linguists. The annotators

determined three categories of comments, i.e. irrelevant, supporting and rejecting

ones. However, preliminary results revealed that a signi�cant proportion of the posts

belonged to another class, namely those stating that they would intentionally vote

invalidly because they did not like the idea of asking such a question in a referendum.

So, �nally we had to classify the posts into four groups (irrelevant, supporting, rejecting

and invalid).

We combined the results of two Machine Learning methods in our system. One of

them was based on the traditional Vector Space Model (VSM), while the other one was

trained on data derived from a so-called interaction or response graph.

1http://www.kettosallampolgarsag.mtaki.hu/english.html
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Here our hypothesis was that people representing di�erent views in the debate

would comment more frequently on each other's posts compared to others. Thus, we

composed a weighted, directed graph, in which each node is mapped to a person and

the weight of an edge(A, B) corresponds to the number of person B's replies towards

person A. We obtained this information from the HTML structure of the pages, but it

is worth mentioning that not everyone indicated whether they were replying to another

post and some people did not use this feature correctly (e.g. addressed replies to

themselves, but such loops in the graph were omitted).

We extracted various characteristics from the graph that were used for creating

feature vectors. These features consisted of the number of total/rejecting/supporting

neighbours, the number of incoming and outcoming edges as well as the ratio of re-

jecting and supporting vertices one and two distance away.

Since the text-based (Vector Space Model) and the graph-based methods have

di�erent advantages and di�erent disadvantages, it seemed obvious to combine their

results. Predictions of the Vector Space Model-based Machine Learning model tend to

achieve better results on the irrelevant class, but it performs quite well at other class

labels as well. The results of the response graph tells us that it is better at recognising

relevant forum members (belonging to support, reject, invalid classes) in those cases

where users have more posts than the average number of posts per forum member

(15.22 in this case). Our combination schema was simple: if a forum user had more

than 15 posts, we accepted the prediction of the interaction graph, otherwise we chose

the Vector Space Model-based prediction, improving the accuracy of our system in this

way.

This hybrid system was able to achieve an overall accuracy of 71.76% in a one-

member-leave-out evaluation scheme (the VSM-based and the graph-based systems

alone achieved 65.88% and 55.29%, respectively). This means that we managed to

outperform our baseline value of 34% by more than 37%, and we also successfully

approximated the inter-annotator accuracy of 72.94%. It is also interesting to note that

the ratio of the supporting forum members among the most relevant classes (supporting

+ rejecting) in the etalon dataset was 0.57 and the very same ratio resulted in 0.63

based on our predictions. Thus the results of our system might be used for giving a

rough approximation on the outcome of such a forum-based debate.

8.3 Related work

In general, we did not �nd any published work on exploiting external graphical infor-

mation (which cannot be derived from the text itself) for solving Natural Language

Processing tasks.

There are several earlier studies available on general biomedical disambiguation tasks
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like [170, 171, 172], to name but a few. Weeber et al. [170] annotated manually a

UMLS-WSD corpus for supervised learning purposes. Savova et al. [171] introduced the

utility of unlabeled data in general biomedical entity disambiguation. Their unsupervised

approach looked for clusters among MedLine abstracts containing the target word,

based on single word and bigram, �rst- and second order co-occurrence information.

Liu et al. [172] built a train set automatically for each target term based on the

co-occurrences of unambiguous synonyms in other documents.

When handling the particular GSD task, the AZuRE system [173] automatically

assigns gene names to their LocusLink IDs based on the Naive Bayes model and con-

textual similarity. It extracted the training sets automatically from MedLine references

in the LocusLink and SwissProt databases. Schijvenaars et al. [167] also generated the

training set automatically from several existing databases. They built up their vector

space from MeSH terms and gene names identi�ed by string-matching then a cosine

similarity metric based disambiguation was applied. The ProMiner [166] GN system

contains a disambiguation module as well. It utilises the synonyms of the target gene

name which are present in the document of the test gene.

Our GSD results are directly comparable just to Xu et al.'s results (we used the same

datasets). They applied a vector space model with cosine similarity measure between

the abstracts in question and the gene pro�les which were in fact the centroids of the

training instances. As they pointed out, there was not any signi�cant information gain

using the texts themselves along with the manually added MeSH codes. Table 8.4 lists

the situation where only the features embedded in MedLine were used by both systems,

but we achieved better results (with an average precision of 9.5% together with an

average improvement of 1.5% in recall) than the best system of Xu et al. [34, 35], who

employed external automatic annotation tools (MetaMap and BioMedLee) as well.

Studies concerned with the topic of Opinion Mining have only become of real aca-

demic interest in the past few years and no previous study was carried out on Opinion

Mining for Hungarian. Our target application has some similarities with that described

in [174] where the aim there was to predict the results of the forthcoming Canadian

elections by collecting predictive opinions and deriving generalised features from them.

We also worked on the election domain but in Hungarian, however, the main di�er-

ence between the two studies is that we were interested in personal, subjective opinions

towards the topic (e.g. "I strongly reject this issue and I will de�nitely say no at the

referendum.") instead of predictive opinions (e.g. "I think the Democrats will win.").

Other studies such as [175] focus on customer opinion extraction. Their task con-

sisted of extracting aspect-evaluation and aspect-of relations from unstructured weblog

posts on product reviews. They used contextual and context-independent clues as well.

However, to the best of our knowledge, no other system to date combines textual

information and non-textual inter-document relations in Opinion Mining.
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8.4 Summary of thesis results

The exploitation potential of non-textual relations among documents for IE tasks were

highlighted in this chapter.

The author examined the utility of the inverse co-author graph and experimentally

demonstrated the utility of co-authorship analysis for the GSD task [11]. His hypothesis

was that a biologist refers to exactly one gene by a �xed gene alias, and in experiments

we found evidence for this. Moreover, he found that a disambiguation decision can be

made in 85% of the cases with an extremely high precision rate (99.5%) by just using

information obtained from the inverse co-author graph. If we need to build a GSD

system with a full coverage, the co-authorship information can be incorporated into the

system and by doing so eliminate about the half of the errors of the original system.

The author with his colleagues developed an Opinion Mining system which uses

the information gathered from texts along with the response graph [12]. For this task

the �rst corpus dedicated to Opinion Mining in Hungarian was constructed and results

close to the inter-annotator agreement rate were achieved.

All the contributions described in [11] are the results of the author alone. In [12],

the author's own contribution is the idea and general concept of using the response

graph for Opinion Mining.



Chapter 9

Summary

9.1 Summary in English

The chief aim of this thesis was to examine various Machine Learning methods and

discuss their suitability in real-world Information Extraction tasks. Among the Machine

Learning tools, several less frequently used ones and novel ideas were experimentally

investigated and discussed. The tasks themselves cover a wide range of di�erent tasks

from language-independent and multi-domain Named Entity recognition (word sequence

labelling) to Name Normalisation and Opinion Mining.

The summary below, like the thesis itself, consists of two main parts. The �rst part

summarises our �ndings in Supervised learning techniques for Information Extraction

tasks and in the second part we describe work done in Exploitation strategies of external

resources for Information Extraction tasks.

9.1.1 Supervised learning for Information Extraction tasks

When attempting to e�ectively solve classi�cation problems it is worth applying various

types of classi�cation methods and strategies. We described comparative experiments

on two main IE approaches (token-level and sequential models) using several learning

algorithms on the Named Entity Recognition and Metonymy Resolution tasks.

The combination of individual learning models often leads to a 'better' model than

those serving as a basis for it. We presented several experimental results on Named

Entity Recognition tasks obtained via several meta-learning schemes and presented a

novel scheme which is based on the split and recombination of the feature set. Based

on the experiments with individual learners and meta-learning schemes, we constructed

a complex statistical NER system which achieved state-of-the-art results on several

datasets.

Supervised systems usually predicate well on unseen instances if they share the

characteristics of the training dataset. Hence, when the target texts are changing, new

95
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training datasets are required. We discussed several situations where the datasets are

changing for a particular task, but the same learning procedure could be applied with

minor modi�cations.

Results

Together with his colleagues, the author constructed a Machine Learning-based NER

system [1, 4]. Our classi�cation systems achieved results on international reference

datasets which are competitive with other state-of-the-art NER taggers. The major

contribution of the author here is an experimental comparison of the token-based ver-

sus sequential approaches, and several classi�cation algorithms. On the whole, the

author recommends using decision trees in the development phase (experiments) of an

application because of its training time, ease of interpretability and use of generative

models (Logistic Regression in classi�cation and CRF in sequence labeling tasks) in the

�nal versions.

Based on meta-learning experiments, the author cosiders that even simple combi-

nation schemes are worth employing because they usually give a signi�cant accuracy

improvement. The scores are usually better than those achieved by employing more so-

phisticated but time-consuming stand-alone learning algorithms. He introduced a novel

combination approach called Feature set split and recombination [4], which played a key

role in the construction of the complex NER system by the author with his colleagues.

This NER system is competitive with the published state-of-the-art systems. It has a

di�erent theoretical background compared to the widely used sequential ones, which

makes it an excellent candidate for a combination scheme with outer NER systems.

Later on, the author carried out several experiments where a training dataset was

presented for a new domain but the same task. It was demonstrated that the Machine

Learning model with minor domain-speci�c modi�cations can be applied successfully.

Together with his colleagues, the author participated in the 2006 I2B2 shared task

challenge on medical record de-identi�cation [5] with this domain-adapted system and

achieved top results.

9.1.2 Exploitation of external knowledge in Information Ex-

traction tasks

Supervised methods requires a training corpus � with an appropriate size � for every

task where the di�erence among tasks can be just marginal. In Part II, we investigate

several approaches which seek to exploit knowledge from outside the training data, thus

helping to decrease the required amount of training data to a minimum level.

The most widely used external resources in an Machine Learning task are unlabeled

instances. The way of training model by using unlabeled data, together with labeled
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data is called semi-supervised learning. Here, the goal is to utilize the unlabeled data

during the training on labeled ones. We introduced our NER re�nement and lemmati-

sation approaches which exploit the largest unlabeled corpus of the world, the WWW.

Besides unlabeled texts, existing expert decision systems, manually built taxonomies

or written descriptions may contain useful information about the given Information

Extraction task. An excellent example for this is clinical IE, where the knowledge of

thousands years has been gathered into medical lexicons. We presented several ways

of integrating the medical lexical knowledge into Machine Learning models � which are

trained on free-text corpora � through two clinical IE applications, namely ICD coding

and obesity detection.

In an applied Information Extraction task the documents to be processed are usually

not independent of each other. The relations among documents can be exploited in

the IE task itself. We discussed two tasks where graphs were constructed and employed

based on these relations. In the biological Gene Symbol Disambiguation task we utilise

the co-authorship graph, while in the Opinion Mining task the response graph will be

built.

Results

The author with his colleagues developed WWW-based NER post-processing heuristics

and experimentally investigated their use on general reference NE corpora[7]. They con-

structed several corpora for the English and Hungarian NE lemmatisation and separation

tasks [8]. Based on these constructed corpora, automatically derived simple decision

rules were introduced. Subsequent experiments con�rmed that the result frequencies

of search engines provide enough information to support such NE related tasks.

Later on, the author with his co-authors developed solutions for clinical Information

Extraction tasks [9, 10], which integrate Machine Learning approaches and external

knowledge sources. They exploit the advantages of expert systems and are able to

handle rare labels e�ectively. Statistical systems on the other hand require labeled

samples to incorporate medical terms into their learnt hypothesis and are thus prone to

corpus eccentricities and usually discard infrequent transliterations, rarely used medical

terms or other linguistic structures. Each statistical system along with the described

integration methods developed for the two tasks are the author's own contributions.

The author examined the utility of the inverse co-author graph and experimentally

demonstrated the utility of co-authorship analysis for the GSD task [11]. He found that

a disambiguation decision can be made in 85% of the cases with an extremely high

precision rate (99.5%) by just using information obtained from the inverse co-author

graph. Later on, the author with his colleagues developed an Opinion Mining system

which makes use of the information gathered from texts along with the response graph

[12].
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9.1.3 Conclusions of the Thesis

The key conclusions of this thesis are the following:

• The task-speci�c selection of Machine Learning methods is important. The huge

amount of discrete features in Information Extraction tasks imply the use of

decision trees or generative models.

• The trade-o� between training time and accuracy is worth taking into account

in the development period. Learners which train 10 times slower than simpler

models achieve a relative 3-4% improvement in performance.

• Even simple (and fast) learner combination schemes can achieve signi�cant im-

provements in performance.

• In the middle application layer of IE systems like NER � where the deep language-

speci�c facts (like morphological and POS codes) are encoded into features and

training sets are available � the statistical systems work language independently,

while changing the domain in a certain language requires much more e�ort to

achieve a satisfactory level of performance.

• A small change in the domain generally requires new manually labeled training

corpus. Hence automatic adaptation techniques and/or approaches are required

which reduce the training sample need by magnitudes.

• The WWW can be exploited as an external information (common knowledge)

source in various Information Extraction tasks.

• Domain experts are mainly employed for providing labeled datasets in a supervised

Machine Learning setting. We think that the the future of Information Extrac-

tion includes a more active involvement of these experts into the model-building

process (interactive learning). We demonstrated this fact by integrating existing

expert decision systems into data-driven models.

• There are several information sources available which contains important infor-

mation for IE applications outside the text of the documents. As an example,

we showed that graphical inter-document relations can signi�cantly improve ac-

curacy. We are of the view that the exploitation of this issue will be an emerging

�eld of Information Extraction in the future.
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9.2 Summary in Hungarian

Bevezetés

A disszertációban bemutattunk számos gépi tanulási technikát, és azok valós életbeli

Információ-kinyerési problémákban való alkalmazhatóságát vizsgáltuk. A gépi tanulási

módszerek közt ritkán alkalmazott eljárásokkal és újszer¶ technikákkal is kísérleteztünk.

A tárgyalt feladatok széles skálát ölelnek fel, a nyelv-független névelem (Named En-

tity) felismerést®l (token-sorozatok címkézése) kezdve, a névelem normalizáción át a

vélemény-detekcióig.

Az összefoglaló felépítése

Az összefoglaló szerkezete a tézis felépítését követi, a disszertáció két f® témáját tár-

gyalja. Az els® rész (3-5 fejezetek) a felügyelt gépi tanulási módszereket ismerteti,

míg a második (6-8 fejezetek) a tanító adatbázison kívüli információk felhasználására,

rendszerbe integrálási lehet®ségeire mutat példát.

Felügyelt gépi tanulási módszerek az Információ-kinyerésben

Minden gépi tanuló algoritmushoz adható olyan tanulási feladat, amelyiken más algo-

ritmusok hatékonyabban teljesítenek [67], ezért érdemes a tanuló algoritmust feladat-

speci�kusan megválasztani. A dolgozatban bemutatott Információ-kinyerési problémák

megoldása során alkalmazott két (token-alapú és szekvencia-alapú) megközelítési mó-

dot empirikusan összehasonlítottuk és számos osztályozó algoritmus hatékonyságát

teszteltük többségében névelem felismerés i (Named Entity Recognition, NER) [1, 4]

adathalmazokon. Ezen osztályozási problémáknak speciális tulajdonságai a nagy di-

menziós (általában több tízezres) jellemz®tér, illetve a ritka és diszkrét jellemz®k.

A meta-tanulók különböz® tanulók (tanuló algoritmusok példányai vagy ugyana-

zon algoritmus paraméterezett változatai) együttes alkalmazásával jönnek létre. Több

tanuló-kombinációs módszer ismert, melyek általában jobb modellt eredményeznek,

mint az alapjául szolgáló algoritmusok. Az ismert meta-tanulók alkalmazásával nyert

eredmények mellett bemutatásra került egy újszer¶ eljárás is [4]. Ez a megközelítésünk

néhány kisebb, átfed® jellemz®halmazt választ ki az eredetei jellemz®térb®l, majd az

ezekkel tanított modelleket ötvözi.

A felügyelt gépi tanulási módszerek általában jó pontosságot érnek el az automatikus

címkézési feladatokon ismeretlen szövegek esetén, ha a tesztszöveg karakterisztikája

megegyezik a tanító adatbáziséval. Azonban, ha a célszövegek jellemz®i megváltoz-

nak (például gazdasági hírekr®l orvosi zárójelentésekre térünk át), akkor új tanító

adatbázisra van szükség. A dolgozat 5. fejeztében több, nyelvben vagy a szövegek
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témájában eltér® feladatot ismertettünk, amelyeknél a komplex NER rendszerünk �-

nom módosításokkal igen jó eredményeket ért el.

Eredmények

A szerz® és társai megterveztek és kifejlesztettek egy gépi tanulási módszereken ala-

puló névelem-felismer® keretrendszer t, amely több nemzetközi referencia adatbázison

is kiemelked® eredményt ért el [1, 4]. A rendszer tervezésének egyik alappillére volt

gépi tanulási algoritmusok viselkedésének empirikus vizsgálata, amit a szerz® külön-

böz® Információ-kinyerési problémákon végzett el. Összességében a szerz® döntési fák

alkalmazását javasolja a fejlesztés, kísérletezés folyamán, annak gyors tanítási ideje és

a tanult modell interpretálhatósága miatt. A generatív modellek (pl.: Logisztikus Reg-

resszió [50], Feltételes Valószín¶ségi Mez®k [52]) általában csak néhány százalékkal

teljesítenek jobban (hosszabb tanítási id® árán), így azok végs® modellként való alkal-

mazása ajánlott.

A szerz® empirikus vizsgálatokkal bizonyította, hogy egyszer¶ tanuló-kombinációs

sémák is szigni�káns javulást eredményeznek. Ezen kombinációs sémák egyszer¶,

gyors alap-tanulókat használva is általában jobb eredményeket képesek elérni, mint

a szo�sztikáltabb, id®igényesebb tanulók önmagukban. A kidolgozott, komplex NER

rendszer is ilyen meta-tanuló algoritmusok alkalmazására épül. A 4. fejezetben bemu-

tatásra került a szerz® újszer¶ kombinációs algoritmusa, amely a jellemz®tér felosztásán

és a tanult modellek kombinációján alapul [4]. A komplex rendszer több adatbázison

versenyképes eredményt ért el a legjobb, publikált rendszerekhez hasonlítva, míg azok-

tól különböz® elmélti alapokon nyugszik. Ez utóbbi tény különösen alkalmassá teszi

más küls® NER rendszerekkel való kombinálásra.

A szerz® és társai a NER rendszert eredményesen alkalmazták orvosi zárójelen-

tések szövegein is (angol nyelv¶ kórházi dokumentumokban betegek, orvosok neveit,

a beteg életkorát, telefonszámokat, azonosítókat, helyneveket, kórházneveket és dá-

tumokat azonosítottak). Ez az orvosi dokumentumokon m¶köd® rendszer a második

legjobb eredményt érte el egy anonimizáló rendszerek kiértékelésére szolgáló adatbázi-

son [5].

Küls® információs források kiaknázása Információ-kinyerési fe-

ladatokban

A felügyelt tanulásnál minden feladathoz szükség van egy megfelel® méret¶ tanító adat-

bázisra, még akkor is ha a feladatok csak kis mértékben térnek el egymástól (pl.: NER

gazdasági és sporthíreken). A dolgozat II. részében különböz® küls® információs for-

rások felhasználási lehet®ségeit vizsgáltuk Információ-kinyerési problémák megoldására.
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Ezen kísérletek célja, hogy a szükséges tanító példák számát minimalizáljuk, így az

újabb problémákra történ® adaptáció gyorsabbá és költséghatékonyabbá válik.

A legtöbbet kutatott ilyen terület a részben felügyelt tanulás, ahol a jelölt tanító

adatbázis mellett jelöletlen adatból is próbálunk hasznos információt kinyerni. Ehhez

kapcsolódva azt vizsgáltuk, hogy az Internetet, mint a világ legnagyobb jelöletlen

szöveges adatbázisát, hogyan lehet felhasználni névelem-felismerési problémákhoz [7]

illetve tulajdonnév-lemmatizáláshoz [8].

Egy másik, igen hasznos (de kevésbé vizsgált küls® információforrás) az emberi er®-

forrással épített taxonómiák, döntési szabályrendszerek, mint például a klinikai információ-

kinyerés során alkalmazható, ezer évek tudását magába foglaló orvosi enciklopédiák. A

dolgozatban bemutattunk több módszert, amelyekben ilyen szabályrendszereket használ-

tunk fel gépi tanulási modellek támogatására az automatikus BNO (Betegségek Nem-

zetközi Osztályozása) kódolási [9] és betegség-azonosítási feladatokban [10].

Alkalmazott Információ-kinyerési problémáknál a feldolgozandó dokumentumok ál-

talában nem függetlenek egymástól. A dokumentumok közti, gráf jelleg¶, küls® infor-

mációk alkalmazását ismerteti a dolgozat utolsó fejezete. Ezen adatok felhasználásával

szigni�káns javulás érhet® el, amit génnév-egyértelm¶sítési � ahol a gráf itt a társszer-

z®séget reprezentálja � [11] és vélemény-detekciós feladaton � ahol a gráf fórumozók

egymásra reagálását fejezi ki � [12] szemléltettünk.

Eredmények

A szerz® társaival több Internet-gyakoriság-alapú NER utófeldolgozó algoritmust dol-

gozott ki, aminek hatékonyságát empirikusan validálta referencia adatbázisokon [7].

Hasonló statisztikai módszer segítségével egy tulajdonnév-lemmatizálási eljárás is kidol-

gozásra került [8], melynek eredményei igazolják, hogy habár a WWW igen zajos, a re-

dundanciát kihasználva hasznos információval szolgálhat különböz® Információ-kinyer®

feladatokon.

Ezt követ®en a szerz® és társa egy kórházi leletek betegségkódokkal, illetve BNO-

kódokkal való automatikus címkézésére alkalmas rendszert fejlesztett ki. Ez a rendszer

egy automatikus klinikai kódoló rendszerek kiértékelésére szervezett versenyen a legjobb

pontosságot érte el [16]. A verseny tapasztalatai alapján a szerz® és társa egy szakért®i

és statisztikai rendszerek kombinációján alapuló modellt dolgozott ki, mely képes a

rendelkezésre álló szabályalapú rendszereket címkézett példák felhasználásával tovább

pontosítani, fejleszteni [9, 10]. Az ide kapcsolódó kísérletek során a szerz® hozzájárulása

a gépi tanulási modellek kiválasztásában és implementálásában, a szabályalapú rend-

szerek integrálásában és kivitelezésében volt meghatározó.

A szerz® az ún. szerz®ségi gráf felhasználásával igen jó eredményeket ért el a génnév-

egyértelm¶sítési feladaton (a gráf alapján az esetek 85%-ában 99,5%-os pontossággal

hozható meg az egyértelm¶sítési döntés) [11]. Hasonló módszer segítségével, a szerz®
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társaival egy vélemény-detekciós probléma megoldása során a fórumozók válaszadási-

gráfjából nyert ki információt [12].

Konklúzió

A disszertáció f®bb konklúziói a következ® pontokba foglalhatók össze:

• A gépi tanuló algoritmusok feladat-speci�kus kiválasztása nagyon fontos. Az

Információ-kinyerési feladatoknál a jellemz®tér nagy mennyiség¶ diszkrét jellemz®t

tartalmaz, ami döntési fák és generatív modellek használatát implikálja.

• A rendszerek fejlesztési fázisában érdemes gyors tanulókat használni, hiszen a

tízszer lassabban tanuló szo�sztikáltabb módszerek csak 3-4%-al jobb végs® pon-

tosság elérésére képesek.

• Egyszer¶ (és gyors) meta-tanulók is szigni�káns javulást hozhatnak a tanulási

folyamatba.

• Az Információ-kinyerés középs® rétegeiben � ahol a nyelv-speci�kus informá-

ciók (morfológiai jegyek, POS kódok) már a jellemz®térbe vannak kódolva �

ugyanazon statisztikai rendszer tulajdonképpen változtatás nélkül több nyelvre is

ugyanolyan pontossággal m¶ködik. A szöveg domainjének megváltozása esetén

a rendszeren nagyobb adaptációs lépéseket kell elvégezni.

• A domain kis változása is új tanító adatbázist követelhet meg, ezért automatikus

adaptációs technikákra és/vagy olyan algoritmusokra van szükség, amelyekkel a

tanító példák számának szükségletét nagyságrendekkel csökkenthet®.

• A WWW, mint küls® információforrás (általános tudásbázis) hatékonyan kiak-

názható számos Információ-kinyerési feladatban.

• A humán szakért®k általában csak o�ine módon tanító példákat adnak a gépi ta-

nuló algoritmusok számára. A szerz® úgy véli, hogy a szakért®k aktívabb bevonása

a modellépítési folyamatba (interaktív tanulás) egy fontos jöv®beli kutatási irány

lesz az Információ-kinyerés területén (ennek hatékonyságát volt hivatott demonst-

rálni a szabályalapú és statisztikai módszerek integrálása a klinikai területen).

• Számos adatforrás létezik a tanító adatbázison kívül, ami hasznos információt hor-

dozhat az Információ-kinyerési alkalmazások számára. Példaként megmutattuk,

hogy dokumentumközi információk felhasználásával a szöveg-alapú rendszerek

szigni�kánsan javíthatók.
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