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“If ever there is a tomorrow when we’re not together... there is something you must always
remember.
You are braver than you believe,
... stronger than you seem,
... and smarter than you think.
But the most important thing is, even if we’re apart... I’ll always be with you.”

-Winnie the Pooh
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UNIVERSITY OF CANTERBURY

Abstract
College of Engineering

HIT Lab NZ

Doctor of Philosophy

The Social AR Continuum:
Wearable AR for Sharing Social Experiences

by Alaeddin NASSANI

The primary goal of the work reported in this thesis is to explore, develop and
evaluate novel interaction techniques for Augmented Reality (AR) wearable head-
sets, by focusing on how they can be used to share social experiences with family
and friends. AR has the potential to provide an intuitive and natural approach to
sharing our social experiences in life with others while being co-present. In order to
better visualise and interact with social networks on wearable AR devices, we intro-
duce the concept of the "Social AR Continuum", which describes the space of sharing
experiences in AR across various axes. We discuss the advantages and limitations of
various implementations and techniques of shared social experiences on wearable
AR.

Based on Human-Computer Interaction methodologies, we conducted user stud-
ies to evaluate user presences and system usability of our implementations for visu-
alising, sharing and interacting with social experiences on AR headsets. The work
focused on the essential Social AR Continuum dimensions of representing contacts,
sharing data and interactions, developed user interfaces on these dimensions and
evaluated them using user studies. Our results show that using AR to share so-
cial experiences can increase users’ social presence. The results are summarised as
design recommendations to help interface designers better design shared social ex-
periences on wearable AR systems.
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Chapter 1

Introduction

This thesis explores how wearable Augmented Reality (AR) can be used to create

new types of social experiences. AR is a technology that enables the seamless merg-

ing of the real world with virtual content (including visual and audio) so that both

real and virtual can be seen and interacted with at the same time. Azuma defined

AR as the coexistence of the virtual world and the real world, and that "it would ap-

pear to the user that the virtual and real objects coexisted in the same space" [4]. Milgram

defined the Mixed Reality (MR) continuum (Figure 1.1) and placed AR between 1)

Virtual Reality (VR) where the user is fully immersed in virtual contents and 2) real

environment without any augmentations [59].

FIGURE 1.1: The mixed reality continuum by Milgram [59]

We, as humans, are social creatures, and it is our way to stay connected with

each other, communicating our identity and the feeling of relatedness to one another

[36]. Social interactions help to establish mutual understandings in collaborative sce-

narios and therefore, can be used as an useful measure of collaborative technology

[54]. Social interactions have been influenced by technology. For instance, emoticons

have been used in written communication instead of text to represent our emotions,

intentions and cultural differences [77], and was found to be related to expressing

emotions in face-to-face situations [15].
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One of the advantages of AR in communicating social dynamics is that it en-

ables the user to interact with virtual content while keeping social connections with

people around in the real world [36]. Mobile AR facilitates shared spaces and experi-

ences with remote users in a way that adds to social connections and increases user

engagement. For example, Henrysson et al. [32] built a mobile AR tennis game that

allows two users to share a face-to-face space of a game of tennis.

Having people contributing to AR content could improve the sense of commu-

nity and inter-connectedness. However, when more information is shared, there is

more risk of reducing the sense of privacy [75]. In a study of social interaction and

mobility in AR games, Mulloni et al. [62] found that players of mobile AR games are

more likely to interact with each other socially and physically, which improves the

enjoyment of AR experience. AR could improve social interactions by making peo-

ple more connected with each other and excited about sharing virtual experiences

and making the social experience more rich with additional virtual content.

In a review of the trends of 20 years research in AR at ISMAR1, Kim et al. [42]

and Zhou et al. [95] reported that "AR technology will continue to develop even more

dynamically and effectively over the next ten years, toward the vision of pervasive presence

in our daily lives." [42]. AR displays are getting more affordable with better rendering

and registration techniques. They are also becoming more self-contained and lighter,

which enables mobile AR applications.

According to a review about the historical uses of wearable displays and AR dis-

plays [78], it started in 1940 with the first heads-up display (HUD) in the UK. Then

in the 1960s, most uses of AR were to build an AR helmet for the pilot’s field of view.

Then the interest in AR started increasing in 2007 when the first GPS enabled phones

became available, enabling outdoor AR, and then the iPhone and Android devices

became powerful enough for computer vision tracking on the handset. The Gartner

2019 trends report [12] showed that AR and immersive technologies have been get-

ting out the "disillusionment" phase of the hype cycle and are moving toward steady

adoption and day to day scenarios in the next 5-10 years.

1http://www.ismar.net/
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1.1 Problem Statement

With the rapid development of technology and the potential use of AR in everyday

life, this thesis aims to study the future challenges in social AR. The focus of this

thesis is on enabling the use of wearable AR for sharing social experiences. The gap

between the vision of social AR and the current state of the art is that state of the art

in AR research has focused on task-oriented collaborative AR more than social AR.

Initial attempts at exploring social AR in 2013 (at the beginning of this thesis) were

limited in terms of the number of users.

This PhD thesis addresses the problems of:

1. visualising and interacting with social contacts through wearable AR displays.

2. displaying a large amount of 3D content of sharing social data that is overlaid

over a limited available physical space through wearable AR devices.

3. defining and exploring the best ways to use wearable AR devices to connect

with social networks.

Previously, hand-held AR systems have been used to view social networks in dif-

ferent ways. For example, Presslite’s Twitter 3602 (Figure 1.2) shows virtual tweets

overlaid on the real world at the locations of the people that sent them , and early

versions of Junaio3 allowed people to drop virtual messages and pictures in the real

world, as did the popular application Sekai Camera4. Most of these applications

were focused on asynchronous collaboration, enabling people to post virtual mes-

sages in space, which can later be browsed and retrieved by other users.

However, similar technology could also be used for live synchronous collabora-

tion such as live video avatar sharing [8], sharing realistic 3D models superimposed

over the real world [76], or by using virtual avatars to show a live view of remote col-

laborators and their surrounding space as in the Holoportation system [76] (Figure

1.3).

With major industry players (e.g., Microsoft, Facebook and Magic Leap) building

solutions in AR, there is potential for the use of AR in social networks. Just as people

today use their mobile phones to connect with hundreds or thousands of friends,

2https://www.youtube.com/watch?v=5w7EAz8-uwU
3https://en.wikipedia.org/wiki/Junaio
4https://www.youtube.com/watch?v=oxnKOQkWwF8
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FIGURE 1.2: Presslite’s Twitter 360 AR interface by Twitter in 2009

FIGURE 1.3: Holoportation by Microsoft [76]

wearable AR displays could be used to connect with friends and view and interact

with their shared information.

Applications for Social VR and 360-degree video have been introduced on new

VR headsets. For instance, Facebook Spaces5 allows VR users to connect with friends

and family and share 360-degree photos and take selfies. Altspace VR6 is a social

VR application which was acquired by Microsoft and has been extended to support

different hand-held and wearable devices to be used for social connection with oth-

ers. Most recently, Magic Leap’s Avatar Chat7(Figure 1.4) offers similar experiences

where avatars representing social friends are displayed in an AR space.

By using a wearable AR display like the Microsoft HoloLens8, it could be possible

5https://www.facebook.com/spaces
6https://altvr.com/
7https://www.magicleap.com/stories/blog/connect-with-friends-with-avatar-chat
8https://www.microsoft.com/en-nz/hololens
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FIGURE 1.4: Avatar Chat by Magic Leap, 2018

for the user to see an AR representation of their social network visible at all times.

However, this raises the question of how to visually represent the user’s contacts

in the network. For example, if a user has lots of friends in their social network,

visually representing each of them might clutter the user’s visual space.

The limitation of prior work is that until recently (2018), there was no comprehen-

sive analysis of the social AR space and no sufficient exploration of sharing social

experiences on wearable AR. It is easy to imagine that in the future it will be possi-

ble for wearable AR systems to be used to capture and share a 3D view of the user’s

surroundings with hundreds or thousands of followers on a social network. How-

ever, before this becomes commonplace, many important research questions need to

be addressed. For example, would a person be comfortable sharing a view of their

surrounding real space with relative strangers? Would the sharer want to share the

same amount of information about their surrounding real space with everyone in

their social network? This work aims to explore how wearable AR systems could

share a user’s surrounding room environment with social contacts and to measure

how comfortable the sharer and the viewer would feel regarding privacy within dif-

ferent interface options.

If AR is to be used to represent contacts in social networks, there could be a

large number of contacts to show. This research has benefited from earlier work

on different ways of managing large amounts of information in AR interfaces. In

the following section, this thesis outlines the research questions based on the above

problem space and the gap identified in previous work.
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1.2 Research Questions

This thesis targets the future where head-worn AR devices are used every day, and

social networks are visualised in the AR view. The overarching research question

is how can AR be used for sharing social experiences in both remote and face to face social

contacts. This thesis addresses the following research questions:

RQ1 What are the dimensions/factors/parameters in sharing social experiences on

wearable AR devices?

RQ2 What dimensions work best for visualising and interacting with social contacts

through wearable AR displays?

RQ3 How does social proximity affect visualising and interaction with shared social

data on wearable AR displays?

RQ4 How can wearable AR displays be used best for interacting with social contacts

and shared social data?

In order to answer the research questions, this thesis explores how wearable AR

can be used for sharing social experiences. These explorations identified the param-

eters through which AR sharing for social reasons happens. Once the parameters

were defined, system prototypes were built as a proof of concept of how users can

experience those dimensions. User studies were approved by the Human Ethics

Committee (HEC) and aimed to test the objectives of each system with human partic-

ipants. Outcomes of user studies include subjective and objective measures and ob-

servations of users’ behaviour and feedback from going through these experiments.

Chapter 3: "The Social AR Continuum" aims to answer RQ1 with describing the

overall dimensions of the Social AR Continuum. Chapter 4 "Visualising Social Con-

tacts" aims to answer RQ2 by exploring visualising social contacts. Chapter 5 "Shar-

ing Data Continuum" focuses more on the data being shared with social contacts

and aiming to answer RQ3. Chapter 6 "Annotation Continuum" aims to answer

RQ4 with exploring annotations and tags for sharing social experience.
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1.3 Contributions

The following summarises the main contributions of this thesis:

• The parameters and dimensions of the Social AR Continuum were identified.

The main contribution is defining the Social AR Continuum, which consists of

a set of parameters that define the space of sharing social experiences through

wearable/hand-held AR devices. Following the identification, this thesis de-

fines the space of the Social AR Continuum by exploring the main parameters

that can be varied based on social proximity. These parameters are grouped

into the following categories 1) self and other, 2) shared objects & surrounding

environment and 3) interactions and annotations. Under each of these cate-

gories, this thesis defines the dimensions of variables that affect the shared

social experience.

• Several social AR experiences in terms of user interfaces were implemented.

For each dimension defined on the continuum, a system prototype was built

to test the user interface design with human subjects. The implementation

details are described in the thesis for future use.

• User studies were conducted to evaluate and validate the parameters of the

Social AR Continuum. The prototypes then used in a series of user-studies

and focus-groups were conducted to validate the dimensions of the Social AR

Continuum.

• High-level design guidelines were synthesised for interface designers looking

to build social sharing experiences on AR devices. One of the outcomes of

defining the Social AR Continuum and validating these dimensions is that this

work can serve as high-level experience design guidelines that help individu-

als and organisations to create effective AR experiences for social sharing and

connection purposes.

In summary, this thesis helps to increase the understanding of how to share so-

cial experiences through AR devices. The results of the user experiments conducted

throughout this research help identify the impact of the Social AR Continuum pa-

rameters on presence, user engagement and user interface usability, which serve as

guidelines for future designs.
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FIGURE 1.5: Thesis outline

Figure 1.5 shows the structure of the thesis and how it answers the research

questions. The thesis is organised as follows: Chapter 3 describes the Social AR

Continuum and the parameters/dimensions involved. Chapter 4 focuses on the di-

mensions of self and others of representing social contact networks on AR devices.

Chapter 5 studies the shared social data and surrounding environment dimensions,

including shared 360-degree videos and 3D captured spaces. In chapter 6, this thesis

looks into the shared data and annotation continuum, including different implemen-

tations of shared annotation and awareness cues on different platforms (hand-held

and wearable).

1.4 Selected Publications

Most of the work in this thesis has been submitted, peer-reviewed and published at

scientific conferences and journals specialising in the AR, HCI and computer graph-

ics fields. This list contains selected publications that are relevant to this thesis.

The following publication defines the concept of the Social AR Continuum and

describes a focus group and a user study implementing visualising social contacts

through an AR headset, and addressing RQ1.
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• Alaeddin Nassani, Huidong Bai, Gun Lee, Mark Billinghurst, Tobias Langlotz,
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//dl.acm.org/citation.cfm?doid=3170427.3188609
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124. URL: https://ieeexplore.ieee.org/document/8699336/
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MAR 2019. 2019

http://ieeexplore.ieee.org/document/8088437/
http://ieeexplore.ieee.org/document/8088437/
http://dl.acm.org/citation.cfm?doid=3132787.3139199
http://dl.acm.org/citation.cfm?doid=3132787.3139199
http://dl.acm.org/citation.cfm?doid=3132787.3132812
http://dl.acm.org/citation.cfm?doid=3132787.3132812
http://dl.acm.org/citation.cfm?doid=3170427.3188609
http://dl.acm.org/citation.cfm?doid=3170427.3188609
https://ieeexplore.ieee.org/document/8699336/
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The following publications focus on placing AR annotations/tags on shared 360-

degree panoramas and video streaming content, addressing RQ4.

• Alaeddin Nassani, Hyungon Kim, Gun Lee, Mark Billinghurst, Tobias Lan-

glotz, and Robert W Lindeman. “Augmented reality annotation for social

video sharing”. In: SIGGRAPH ASIA 2016 Mobile Graphics and Interactive Appli-

cations on - SA ’16. New York, New York, USA: ACM Press, 2016, pp. 1–5. URL:

http://dl.acm.org/citation.cfm?doid=2999508.2999529

• Alaeddin Nassani, Huidong Bai, Gun Lee, and Mark Billinghurst. “Tag it!:

AR annotation using wearable sensors”. In: SIGGRAPH ASIA 2015 Mobile

Graphics and Interactive Applications on - SA ’15. New York, New York, USA:

ACM Press, 2015, pp. 1–4. URL: http://dl.acm.org/citation.cfm?

id=2818438http://dl.acm.org/citation.cfm?doid=2818427.

2818438

• Carolin Reichherzer, Alaeddin Nassani, and Mark Billinghurst. “[Poster] So-

cial panoramas using wearable computers”. In: 2014 IEEE International Sym-

posium on Mixed and Augmented Reality (ISMAR). September. New York, New

York, USA: IEEE, Sept. 2014, pp. 303–304. URL: http://dl.acm.org/

citation.cfm?doid=2669062.2669084http://ieeexplore.ieee.

org/document/6948461/

The above publications help to answer the research questions of this thesis, including

how to share social experiences on AR devices for each category on the Social AR

Continuum.

http://dl.acm.org/citation.cfm?doid=2999508.2999529
http://dl.acm.org/citation.cfm?id=2818438 http://dl.acm.org/citation.cfm?doid=2818427.2818438
http://dl.acm.org/citation.cfm?id=2818438 http://dl.acm.org/citation.cfm?doid=2818427.2818438
http://dl.acm.org/citation.cfm?id=2818438 http://dl.acm.org/citation.cfm?doid=2818427.2818438
http://dl.acm.org/citation.cfm?doid=2669062.2669084 http://ieeexplore.ieee.org/document/6948461/
http://dl.acm.org/citation.cfm?doid=2669062.2669084 http://ieeexplore.ieee.org/document/6948461/
http://dl.acm.org/citation.cfm?doid=2669062.2669084 http://ieeexplore.ieee.org/document/6948461/
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Chapter 2

Related Work

This work extends earlier work in wearable AR, AR annotation, social proximity,

virtual avatars, research collaboration, telepresence, and sharing social experiences.

This section examines previous related work on these areas of research and indus-

try advancement, highlighting the gap in research and how this thesis attempts to

explore new areas of research in AR social sharing.

2.1 Wearable AR

AR devices can be categorised into wearable (e.g., head-mounted displays, helmets

or contact lenses), hand-held (e.g., phone, tablet) or projected displays where AR is

projected onto a larger area regardless of where the user is looking [78].

Feiner et al. [21] presented the first mobile wearable AR system in 1997 called

"The Touring Machine" combining a head-mounted display (HMD), hand-held tablet,

and a backpack carrying a computer, GPS and radio for wireless access. This work

was followed up by Höllerer et al. [33] and explored different user interfaces on a

wearable see-through display. The interface allowed users to sketch pathways and

annotate their world for collaborative AR systems.

Wearable AR has added an extra dimension to AR, allowing people to collab-

orate hands-free. Feiner [20] talked about what impact wearable computing (and

being mobile in general) has from the social perspective. These implications include

personal privacy concerns, connectivity, collaboration, and how it looks and feels.

Wearable AR has been explored for social interactions. For instance, Cheok et al.

[13] developed a city-wide wearable mixed reality social game, however, the system

was bulky to wear, and they did not report on a user study.
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Amores et al. [2] used gestures to communicate social interactions via wearable

devices. Lee et al. [51] used live 360 cameras to communicate between worker and

helper. Shu et al. [83] developed a system of facial recognition to facilitate social

interactions.

With wearable AR devices becoming affordable, available and ubiquitous, there

is a need to understand design considerations for this new platform. Previous re-

search has looked into using AR headsets for collaborative use, for example in en-

hancing face-to-face [8] or remote collaboration [27]. The research presented here

explores the use of AR headsets for social interaction and shared experiences. So-

cial interactions can be extrapolated from current social network interactions where

“friends” share content and interact with another’s content (i.e., placing likes and

comments).

Dey et al. [16] reviewed ten years of research in AR usability studies and high-

lighted the importance of user studies in AR research, especially the social and en-

vironmental impact of user studies that take place in outdoor locations. Remote

collaboration is one of the main categories of AR user studies, but surprisingly, the

number of research publications is relatively low until around 2014. They also re-

ported that the increased availability of hand-held and wearable devices enabled for

more research in this area.

AR in remote collaboration was studied and found that AR was enhancing task

completion [27, 43, 44, 72]. Hauber [31] studied remote video collaboration focusing

on spatial interactions. In four experiments, the author measured the social presence,

awareness, physical presence, co-presence, ease of use and efficiency between differ-

ent conditions including immersive and virtual environments as well as standard

video conferencing. Those experiments found higher social presence in video collab-

orative virtual environments compared to standard video conferencing and found

that standard video or face to face collaboration was better than adding avatars in

virtual collaboration.
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2.2 AR Annotation

There are several examples of AR annotation demonstrations on mobile devices [24,

25, 48, 92]. For example, mobile AR browsers (e.g., Wikitude1 or Junaio2) can over-

lay AR tags on the real world using GPS and other motion sensors. While they were

successful in demonstrating the concept of visualising AR annotations, the registra-

tion of virtual objects in the real world could be inaccurate, and they could only be

used in outdoor, large-scale environments. Mobile AR browsers usually create AR

tags in advance, but AR research projects have investigated in situ and interactive

creation of AR tags. For example, Kim et al. [41] presented an interactive method

where the user stands in a fixed position to calibrate the room model with the gyro-

scope data. The user can then touch and annotate locations with a rectangle where

virtual content, like text, images and 3D models, can be overlaid.

A variety of AR annotation methods with wearable interfaces have also been

presented. SixthSense [60] used a wearable gestural interface for AR annotation. It

consisted of a camera and a small projector mounted on a hat or in a pendant. The

camera tracked user hand gestures, and the projector visually augmented virtual

content onto the physical objects with which the user is interacting. However, the

system required planar surfaces in front of the user for accurate projection because

of the lack of a depth sensor. OmniTouch [33] was a wearable projection system

equipped with depth-sensing technology that enabled interactive multi-touch ap-

plications on different surfaces. Both the depth camera and projector are mounted

onto a form-fitting metal frame, which is worn on the shoulders, and secured with

a chest strap. This system extended the typical scenarios supported by SixthSense

to on-body surfaces or objects held in hand for image projection. However, the sys-

tem was still bulky and inconvenient to use because it needed to be connected to a

desktop computer.

2.3 Remote Collaboration

Camera-equipped mobile devices provide a quick way of capturing and sharing ex-

periences and spaces. Wearable computers that combine HMDs and cameras pro-

vide new opportunities for collaboration. For example, the Google Glass3 wearable
1https://www.wikitude.com/
2https://en.wikipedia.org/wiki/Junaio
3http://www.google.com/glass/



14 Chapter 2. Related Work

FIGURE 2.1: HandsInAir: A Wearable System for Remote Collabora-
tion. The worker video share their work environment to the helper.
The helper share their hand gestures to the worker during the remote

collaboration session [35]

system has a camera, microphone, and head-worn display.

There has been a significant amount of earlier research on remote collaboration

using head-mounted cameras and displays. For example, allowing a remote user

to place virtual annotations on the live camera view from a head-worn camera and

showing the result in the wearers HMD, has been shown to enhance remote collabo-

ration [23]. Other systems allow a remote user to place their hands in the local user’s

view [35] (Figure 2.1).

In many wearable and mobile AR applications, remote collaboration is the pri-

mary purpose of sharing a view of the user’s world. For example, remote expert

collaboration systems have been developed where a local worker with an AR dis-

play can share a live video view of their workspace with a remote expert (Figure

2.2) [8]. The remote expert can provide visual feedback with AR graphical cues.

However, most of these systems have just been developed for collaboration between

small numbers of users, and not for more extensive social networks.

Müller et al. [61] introduced adding shared virtual markers to help remote col-

laboration to be more effective and to understand the context of the collaboration.

They found that the communication behaviour was improved and ambiguity was

reduced in addition to enhancing the user experience.
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FIGURE 2.2: Live virtual video avatars for remote collaborative AR
interfaces. [8]

2.4 Telepresence

When remote people connect using telepresence techniques, they may also want to

share different amounts of information about their surroundings with each other.

For example, users who are close friends in a social network may be happy to share

a 3D virtual view of their surroundings and have the remote user appear as an AR

avatar in their real space, while those that are strangers may only want to have an

audio connection and not show anything of their surroundings to preserve their

privacy [73].

Fuchs et al. [22] (Figure 2.3) studied telepresence via a scanned 3D environment

to enable social connections with people and simulated face-to-face interactions. The

remote person was scanned and reconstructed live in the local environment. They

forecasted that 3D telepresence was going to be more popular when technology be-

comes more capable.

2.5 Social Networks

Previous work looked into social interactions in AR [18, 62, 93, 94]. Mulloni et al. [62]

built a hand-held game to test social interactions between players and found that mo-

bility gives an advantage of making the game socially enjoyable and engaging. Xu

et al. [94] reported on social interaction observation on a tabletop board game. The

game is played through hand-held AR devices. They discovered five categories of

social interactions: 1) chores, 2) reflecting on gameplay, 3) deciding strategy of play,

4) game itself and 5) out of game subjects. They found that chore-based social inter-

actions are richer interactions and help the users to be more emotionally connected,
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FIGURE 2.3: (left) The vision of sharing spaces and teleprsence by
sharing social experiences beetween pysical space and virtual space.

(right) Real-time 3D reconstruction of 2 humans sharing a social ex-
perience. The top images shows the depth image without colour, bot-
tom images shows colour addition to depth data. The right images
show the 3D images after correction for occlusion and filling missing

data of 3D scans. [22]

which increases the engagement throughout the game. AR was used to enhance so-

cial presence and create more engaging experiences in video-based communications

[1]. Almeida et al. [1] built a prototype to segment the hand and overlay it on the

video stream to create shared space experiences.

Advancements in mobile phone hardware and increased network connectivity

have made live video streaming apps popular among smartphone users [55]. Live

video streaming apps have been used for sharing social experiences in various con-

texts. For instance, a person attending a conference or a concert could use their

mobile phone to stream the event to their friends and family who could not be

there. Similarly, live video streaming apps have also been used for social journalism

[52], turning laypersons into live reporters. Consequently, these apps are now avail-

able from different sources with applications such as Periscope4 and Facebook Live5

among the most popular. These apps allow the users who are sharing to receive

comments on the video they are sharing and to receive simple graphical feedback.

Characteristic features of live-streaming apps include using the phones’ cam-

era which can be either pointed outward (recording what the user sees) or inward

(where the user appears in the video) to allow users to send a live video stream of

what they are doing to hundreds or even thousands of viewers. The purpose of shar-

ing the video is social, so the experience is improved if the viewer can also provide

feedback.
4https://www.periscope.tv/
5https://live.fb.com/
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FIGURE 2.4: Examples of live-streaming apps: Periscope (left) and
Facebook Live (right). Note the user interface of comments from

viewers are displayed as a list on the UI.

In these applications, the feedback comments usually appear in a list below or

beside the video being shared (Figure 2.4), separate from the visual context of what

the viewer is commenting on. This may cause problems when the person sending

the video changes their viewpoint. For example, a viewer might send the comment

"I like that view", but by the time the comment appears, the view might already have

changed from the view being commented on.

Future social interactions with wearable AR can be extrapolated from current so-

cial network interactions where friends share content and interact with others’ con-

tent on mobile platforms such as Facebook and Instagram. For example, Facebook

Live allows a person with a mobile phone to live stream to remote collaborators.

Similarly, wearable AR systems have already been developed that enable people to

share a view of their surroundings. For example, the Shared Sphere work of Lee et al.

[49] allows a user with a wearable AR display to live-stream a 360-degree video of

their surroundings to a remote collaborator, although only between pairs of users.

2.6 Social Proximity

For representing "people" in AR space, Sousa et al. [85] (Figure 2.5) studied the con-

cept of “personal space” and “social bubbles” in terms of proxemic interactions be-

tween people in different places. They used floor projections and hand-held devices

to communicate the presence of remote people. They also established a “gradual en-

gagement model for remote proxemics” based on the distance from the user, which

consisted of 1) personal, 2) engaged, 3) peripheral and 4) ambient.

Leshed et al. [53] studied different representations of social relationships and

identity in Second Life and found that people use metaphors such as onion layers
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FIGURE 2.5: Gradual engagement model for remote proxemics rep-
resenting four levels: 1) personal, 2) engaged, 3) peripheral and 4)

ambient. [85]

to represent layers of their identity, gradually revealing as the interpersonal rela-

tionship developed between people. IJzerman et al. [37] explored the connection be-

tween social proximity and social temperature (e.g., warm feeling and cold shoulder)

and found that there is a link between social proximity, language and perception.

Most previous work has focused on how visual representation and proximity

could be used to organise an AR representation of a person’s social network. How-

ever, this information could also be used to modify the contextual information being

shared by a user out to their social network as well.

2.7 Virtual Avatars

In the social AR/VR space, previous work implemented a variety of visual repre-

sentations of self and others. For example, Orts-Escolano et al. [76] prototyped live

sharing of a full scan of a person’s body with remote users using 3D cameras and

the HoloLens6.
6https://www.microsoft.com/en-nz/hololens
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FIGURE 2.6: Example of avatars in VR. Facebook Spaces [19]

Scanning a person body in 3D has become more accessible on a consumer scale.

For instance, Echo Look by Amazon7 is a 3D depth camera that people can use pose

in front of, and use AR to overlay different outfits on themselves to see how they

would look before purchasing the outfit. The user can share photos of themselves

wearing a few outfits with their friends to get feedback on which outfit would look

better.

Similarly, some companies (such as High Fidelity8, Sansar9, Itsme3D10 and other

VR shared worlds) are building social VR experiences in which users are represented

as 3D virtual avatars. For instance, virtual avatars have been used to share social

experiences such as in Facebook Spaces11 (Figure 2.6) where users can meet in VR,

take selfies and teleport to a 360-degree video. Virtual avatars for self and others are

represented as a floating face and upper body rendered in a VR background.

360-degree videos have been studied as a medium for Mixed Reality enabled

remote collaboration tasks [49, 50, 51, 87]. Results show that by using 360-degree

videos, the remote user can have an independent view of the local person and be

able to achieve higher co-presence and be more effective in task completion.

Few techniques can be used to enhance social presence in 360-degree videos. 360-

degree video can be combined with a 3D reconstructed environment to enable the

user to switch between 360 and 3D for remote collaboration purposes [88]. This tech-

nique can be applicable for sharing social experiences of a surrounding space. A

7https://en.wikipedia.org/wiki/Amazon_Echo#Echo_Look
8https://highfidelity.com/
9https://www.sansar.com/

10https://www.itsme3d.com/
11https://www.facebook.com/spaces
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multi-scale representation of avatars inside a 360-degree video has been found to be

a good design for user interactions [79]. Participants can be represented either as

a giant or a miniature in the shared 360-degree video environment depending on

the context of the collaboration. Representing avatars for remote collaboration pur-

poses has been studied in [46] where they built an open-source system using a depth

camera and HoloLens to share the room and the avatar in an immersive way. They

found higher social presence in high fidelity immersive VR experience . However,

higher fidelity of virtual avatars is not always better for presence and embodiment.

Regenbrecht et al. [80] demonstrated the concept of voxel mixed reality experience

where a low-fidelity coarser representation of human would achieve good results in

the presence between participants.

As for the social AR spaces, there have been limited examples of social applica-

tions. Avatar Chat was introduced by Magic Leap12 (Figure 2.7) in late 2018. The

app allows users to connect with their social contacts and view their avatar over-

laid on top of their physical environment. Users can share emojis, connect to a

group "avatar" chat and talk about images overlaid in their space. The avatars are

cartoonish-looking representing the upper half of the body floating in the AR space.

Natural hand gestures are detected using the depth cameras on the device, assisted

by computer vision algorithms and translated to a pre-defined set of virtual hand

gestures to the other participants in the chat session.

Saptiate13 is another social app launched in early 2019 on Magic Leap where

users can connect in a chat session with primitive avatars, sketch in their AR world,

and share the sketching in real-time with connected users. The users can see each

other’s avatars and hear their voices.

However, representing social contacts in VR/AR can be cumbersome. It can be

more cluttered and overwhelming to represent the data content that social avatars

are trying to share. Futuristic concept videos have imagined social data (e.g., "Hyper-

Reality" 14 and "Merger" 15) where social data can clutter the AR view of the user. It

will also raise privacy and ethical concerns.

Greenwald et al. [26] studied social presence in room-scale VR. They used virtual

avatars for communicating and collaboration in a social setting. They found that

12https://www.magicleap.com/experiences/social
13http://spatiate.com/
14https://www.youtube.com/watch?v=YJg02ivYzSs
15https://www.youtube.com/watch?v=SqW2dEkiD-Y
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FIGURE 2.7: Example of avatars in AR - Avatar Chat by Magic Leap
[58]

using embodied avatars in VR interactions is practical for collaboration tasks with

the benefit of social presence. One of the tasks was drawing to communicate, which

was challenging for participants.

Jo et al. [39] studied the influence on co-presence of the background environment

(AR vs VR) and the fidelity of the avatar representation of the remote user (photo-

realistic vs pre-built). They found that more realistic avatars had a positive impact

on the feeling of co-presence between remote collaborators. Volante et al. [91] also

studied the impact of the visual appearance of avatars (realistic vs. stylised) on the

inter-personal emotional response of participants. They also found that more visual

realism has lower adverse effects on the PANAS scale, which measures the intensity

of the emotion at a given time. Researchers have been investigating the social aspects

of multi-user VR environments. Ducheneaut et al. [17] studied massive multiplayer

online games in terms of social activities, and found that while users may prefer to

be with other players, they do not necessarily like actively interacting with them.

This led us to think that users may want to have the sense of the presence of social

contacts around them, but not necessarily interact with them.

Harris et al. [30] studied the social behaviour of users of Second Life16 and found

that users became less active over time and went to familiar places rather than be-

ing explorative and actively teleporting/flying. They found out that people prefer

16secondlife.com
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routine and to be surrounded by familiar faces/places over time, forming a social

group.

However, there has been very little research into social representation in AR. The

AR space is challenging in terms of finding the best locations to fit avatars in the real

world, so they do not interfere with physical objects or appear suspended in mid-air.

However, a social AR application could also allow people to see their friends while

doing other tasks; users do not have to use an immersive VR environment to see

their social contacts.

Researchers have also explored different ways of managing a large number of

information tags in AR interfaces. Julier et al. [40] showed how environmental cues,

such as distance and user context, can be used to filter AR content into the most

relevant information. Höllerer et al. [34] describe how can the view management

techniques be used to ensure that virtual objects can be easily seen in collaborative

AR interfaces. Similarly, Grasset et al. [25] show how an image-based approach can

be used to ensure AR information tags do not overlap in hand-held AR.

This previous research shows that visual fidelity can be used to distinguish be-

tween virtual avatars. Different visual representations and spatial cues can also be

used to distinguish between information tags in an AR interface. However, there has

been little or no research on how to manage social network representations in AR for

large numbers of connections. The next section explores how visual and proximity

cues could be used to organise contacts in a wearable social AR interface.

2.8 Summary

This work aims to layout the space of the Social AR Continuum for social sharing

experiences by looking at parameters and options that can be changed in terms of

people, objects and the environment to create a shared AR experience.

This work builds on previous work on proximity-based relationships [85] and

focuses on the shared contents of social avatars in an asynchronous situation. Unlike

previous work on social avatars, this thesis studies representing social contacts in

a large-scale network. This work aims to reduce the clutter that may be caused by

displaying social avatars and their shared content. This thesis addresses the question

of how we can use the social relationship between avatars and the viewer as a way

to filter and enhance viewing the shared-content experiences.
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The scope of this thesis is to explore options of visual user experience design

in social AR, including displaying contacts, displaying shared data, and displaying

shared environments. This thesis does not necessarily cover all possible experiences

but highlights the main points of interactions and reports on user studies measuring

the sense of presence and privacy concerns that may occur from these experiences.

The trends in the past work indicate that wearable AR has been the target of

many previous developments and research directions. Aiming to enable true out-

door experiences and to be untethered to physical places would allow more explo-

ration of the surrounding world. Most of the previous work in AR collaboration

was focused on task-oriented situations where a remote expert is assisting a local

worker to complete a particular task, which is useful in manufacturing and techni-

cal industries. In the social aspects of AR, previous work showed few attempts of

representing social networks in AR and VR.

The limitation of past work is that it was mainly focused on the remote collabora-

tion of local worker/remote helper situations. However, it did not address sharing

social experiences with friends and family. There is some new work in this area, but

not enough to cover all dimensions in this field. The gap that this thesis is address-

ing is the user interaction design of future wearable AR interfaces so that AR can be

easily used for sharing social experiences with family and friends.

The research in this thesis is important because it explores different ways of pre-

senting social networks on wearable AR and helps application designers and de-

velopers by providing insights into building similar applications that have a higher

chance of being effective and acceptable to users.

The contributions to the current state-of-the-art are: 1) building software pro-

totypes of sharing social experiences on wearable AR platforms, 2) Running user

studies on these prototypes and analysing the results, 3) providing the foundations

of the design space of sharing social experiences on wearable AR.
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Chapter 3

The Social AR Continuum

This chapter describes The Social AR Continuum, a space for shared social experi-

ences using wearable AR. It explores various dimensions, discusses options for each

dimension, and outlines possible scenarios where these options might be useful. The

Social AR Continuum is a set of dimensions that describe different ways of sharing

the social experience through wearable AR devices.

Mixed and Augmented Reality allows us to visualise information in place. This

information can have a specific relationship with that place (e.g., textual labels pro-

viding additional information with respect to the place) but their relation can also

be that the place is just a good "position" to visualise this information (e.g., a physi-

cal wall in a room being a good position to visualise/augment pictorial information

that has otherwise no immediate connection to this wall). In particular, the latter

can also be used to visualise information created within the social networks of the

user. This is of relevance because social networks (private and professional) are

nowadays probably one of the most significant data sources/content generators for

digital information. Given the sheer amount of information, intuitive and useful vi-

sualisation of this information may support the user when AR interfaces are more

ubiquitous. Special care has to be taken when visualising information, not only on

where to place it but also on how to visualise the information. Besides the question

of where to place the digital information, a key question is also how this information

can be represented depending on the social proximity between the users and their

social graph. This is the motivation for defining a continuum that identifies the main

dimensions that can be manipulated when exploring the sharing of experiences and

information using an AR interface.

The next section explores potential future scenarios where people would want to

share social experiences through AR.
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3.1 Scenarios

3.1.1 Working from home

There is increasing support for working from home [10, 14, 74] and AR/MR could

be a key technology here to connect remote teams and people [45, 57]. However,

when sharing information with remote parties, we should also consider their social

proximity when deciding on what to share and how to share it. Let us consider the

following example where user A is working from home and is using an AR system

to share. The user is working from home (Figure 3.1) and sharing their surroundings

with 1) a close colleague with a few messy objects hidden/blocked, 2) a colleague

who sees a clean and tidy room with projection on the wall as additional augmen-

tation, and 3) a group meeting with other workers where nothing is visible in the

background.

FIGURE 3.1: Working from home scenario. The user (top left - [a])
is sharing his space with 3 different people; a friend (top right - [b])
where she sees his background space tidy, a co-worker (bottom right
[c]) where most things in the background are overlaid with a box hid-
ing the details, and a business group meeting (bottom left [d]) where

nothing is visible from his background. (Illustrated by Kris Tong)



3.1. Scenarios 27

3.1.2 Conference

The user is at a conference (Figure 3.2) and shares an idea that he is thinking about.

However, because people around him are not close to him, they see low-fidelity de-

tails about these ideas (e.g., abstract and title). While networking with others, the

user may choose to share more details about the idea with a particular person who

is in a direct conversation with him and interested in further collaboration opportu-

nities.

FIGURE 3.2: Conference scenario. The user (top) walks through a con-
ference sharing his ideas about the conference topic in high-level with
strangers. When he meets a like-minded person (bottom), he may
share more details about these ideas with that person. (Illustrated by

Kris Tong)
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3.1.3 Social event

The user is at a social event (Figure 3.3), where he is meeting people face to face for

a drink. He can see through their headset what their friends are sharing. For the

close friends, he can see high-fidelity material such as 360-degree videos of their last

trip, while for others who are less close to him, he sees low-fidelity media such as

2D images.

FIGURE 3.3: Social event scenario. The user meets friends and col-
leagues face to face at a bar. He sees what they are sharing with him
as images/video as AR floating on top of their heads. Based on how
socially close with them, he sees more detail (higher fidelity) content
from close friends than from strangers or colleagues. (Illustrated by

Kris Tong)
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3.1.4 Collaborative decoration

The user is sharing their room (Figure 3.4) for decoration purposes with 1) a wife, 2)

parents, and 3) a friend. The wife will see the full details of the room. The parents

see most details, but a few items in the room are blocked/hidden. The friend will

see an abstraction of the room with no details.

FIGURE 3.4: Collaborative decoration scenario. The user (top left)
shares a 3D scan of his bedroom and invites three people to join in
virtually to give suggestions on decorating the room. His wife can
see all details about the room and has access to change or add new
decorations to the room. His parents can see fewer details about the
room than the wife and can give new decoration of furniture items
but not change anything in the room. His friend can see a more ab-
stract version of the room and can only give suggestions as text com-

ments. (Illustrated by Kris Tong)
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3.2 The Social AR Continuum Dimensions

The scenarios of social AR experiences highlighted patterns in terms of how we see

others and objects and how to interact with them. Using observations from previ-

ous user studies in virtual social networking, collaborative AR and inspiration from

continuum designs, the concept of a continuum started to crystallise. A focus group

study as part of this thesis (described in Section 4.1) uncovered three main categories

of parameters involved in social AR; 1) people, 2) objects & data and 3) interactions

(Figure 3.5).

FIGURE 3.5: The Social AR Continuum categories: 1) People (self and
others), 2) Data & objects (surrounding environment), 3) Interactions

(e.g., annotations)

This work categorises the social AR dimensions into three areas:

1. People (self and others) - a.k.a. "social contacts",

2. Data (including virtual objects and the surrounding environment), and

3. Interactions between people and data (including annotation)

Representing self and others as avatars is described in more detail in Chapter

4. The surrounding environment and sharing different types of data are described

in more detail in Chapter 5, while the interactions between people, in the form of

annotation of the surrounding environment, are described in Chapter 6.

The Social AR Continuum varies based on the closeness of social connections

that we have with others (our relationships), and this thesis identified the following

dimensions where social AR applications can fit along a continuum. The dimensions

can be grouped in the categories described in Figure 3.6.
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FIGURE 3.6: Dimensions of the Social AR Continuum.

The definition of the dimensions of the Social AR Continuum has evolved during

this research. It started (Figure 3.7) by merely looking at different configurations or

options that can be changed when sharing social experiences on an AR headset. The

original version focused on two types of social relationships: Friends and Strangers.
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FIGURE 3.7: Earlier version of the dimensions of the Social AR Con-
tinuum.
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3.2.1 Contact Representation

In the social context, people are being referred to as social contacts indicating that the

user can get in touch with them to share social experiences such as sharing a photo,

sending a message, etc. Therefore, the word contact here is used to refer to the people

in the Viewer’s social network.

Representation of social contacts (Figure 3.8) can vary on the Social AR Contin-

uum based on the relationship that the user has with the contact, with closer relation-

ships having a higher fidelity representation. For example, Intimate contacts could be

represented as full 3D animated avatars, Friends could be represented as 2D static im-

ages, Acquaintances could be represented as 2D busts and Strangers could be shown

as mere emojis. Each contact could choose their representation for each category.

When representing social contacts, a 3D avatar is not always better than a 2D

image. In some scenarios (e.g., representing active state online/offline), a lower-

fidelity abstract representation may be a better option for representing social contact.

FIGURE 3.8: Illustration of contact representations options based on
social proximity. An intimate social contact appear in full body to the
Viewer, while a friend appear in upper half of the body as a 2D image.
A stranger appears as an emoticon representing their face. (original

icons from Noun Project [89])

3.2.2 Contact Placement

Placing social contacts (Figure 3.9) can be done by displaying Intimates as life-sized

avatars on the ground around the user, and others as miniatures on a nearby surface.
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FIGURE 3.9: Illustration of Contact placement options based on social
proximity. Close friends can be displayed as life-size avatars, while
other can be displayed as a miniature figures. (original icons from

Noun Project [89])

3.2.3 Data Type

The type of data (Figure 3.10) shared between social contacts in AR could be cat-

egorised as 1D (e.g., text or audio), 2D (e.g., images, panorama or video), or 3D

(e.g., 3D model or scanned-room environment). Based on the relationship between

the user and their social contacts, the type of data available could be filtered. For

instance, 3D data could be shared with Intimate relationships, while Acquaintances

could see only 2D data.

Using 3D to represent social data is not always a better option than using a 360-

degree video. The Viewer may prefer a non-depth enabled 360-degree video to ex-

plore the shared experience. Therefore, options of representing social data (e.g., 3D,

360-degree video and 2D image) are highly contextual.

3.2.4 Data Interactivity

In terms of user interactions (Figure 3.11) with shared data, the Social AR Contin-

uum here ranges from viewing the contents, annotating or adding comments on

the content, through to manipulating the content. Levels of manipulation include

changing the position, rotation or scale of the shared content, or even modifying the

content itself.
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FIGURE 3.10: Illustration of data type options. Close social contacts
can see higher fidelity of shared data than the socially further away

ones. (original icons from Noun Project [89])

3.2.5 Synchronous/Asynchronous Data

The synchronicity of the shared data (Figure 3.12) can be represented based on social

proximity. The data shared with contacts could be shared in a synchronous way,

where both sharing and interaction happen at the same time. In contrast, data could

also be shared asynchronously [38], i.e., interaction happens at a different time.

3.2.6 Co-location

The co-location of the social contacts and their interactions (Figure 3.13) can be rep-

resented based on social proximity. Options for representing social people or data

can be in: 1) remote (i.e., in a different place than the user), 2) face-to-face (i.e., phys-

ically in the same location as the user), or 3) semi face-to-face (i.e., where the social

contact/data is physically in the same location, but virtually hidden or removed).

When social contacts are remote, they are represented as virtual avatars based on

their relationship with the user. When social contacts are face to face, then AR in-

formation is displayed attached to their body (i.e., when social contact moves, the

information moves with them). An example of a semi face-to-face interaction was

described in a Black Mirror1 episode "White Christmas"2 where a person could block

another co-located person by blurring them out in their AR view of the real world.

1https://en.wikipedia.org/wiki/Black_Mirror
2http://www.imdb.com/title/tt2085059/

https://en.wikipedia.org/wiki/Black_Mirror
http://www.imdb.com/title/tt2085059/
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FIGURE 3.11: Illustration of data interactivity options. Closer so-
cial contacts can interact with the shared data in higher fidelity
(add/edit/remote) than the further away ones (view only). (original

icons from Noun Project [89])

FIGURE 3.12: Illustration of data connection options. (original icons
from Noun Project [89])

3.2.7 Annotation

Placing AR annotations (Figure 3.14) or information attached to an AR object can be

described as person/object-attached or not-attached. This is inspired by Billinghurst

et al. [7] describing the options of the registration of information as head-stabilised,

body-stabilised or world-stabilised. When adding text to describe an object or a

place, the text can be placed as a list (lower fidelity) on the side of the screen or can

be placed on the related object as an AR annotation (higher fidelity) that "sticks" to

the scene and disappears if the user looks away. This dimension can be used with

social contacts, and if the contact is a close friend, they would see the AR annotation

in higher fidelity (attached to the person or the object), while a stranger would see

the text annotations in lower fidelity (unattached to anything, but just as a list).
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FIGURE 3.13: Illustration of data co-location options. (original icons
from Noun Project [89])

FIGURE 3.14: Illustration of annotation options. (original icons from
Noun Project [89])

3.3 Summary

This work introduced the concept of the Social AR Continuum and identified several

dimensions where a social AR application could be implemented.

The dimensions in this chapter were selected based on the observation of partic-

ipants during informal user groups and extrapolations based on previous literature

review. These dimensions are not necessarily the final version. Future implementa-

tion and adoption of social concepts are usually driven by users, which may lead to

the discovery of additional dimensions or configurations on the Social AR Contin-

uum.

In the next chapters, this thesis explores three categories on the Social AR Con-

tinuum through system prototypes and user studies.
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Chapter 4

Social Contacts in AR

The previous chapter presented the concept of the Social AR Continuum, together

with examples of its use. This work identifies the representation of social contacts

as one of the main dimensions within our social AR continuum. Here, this section

distinguishes in particular how to present social contacts (e.g., using different visual

fidelity) and where to present them (spatial mapping such as proximity). This chap-

ter then expands by focusing on this dimension and exploring different visualisation

types along this dimension.

This chapter focuses on how to represent social contacts through a wearable AR

device. The aim is to answer the research question RQ2: What dimensions work best

for visualising and interacting with social contacts through wearable AR displays?. This

chapter aims to answer this question by exploring two dimensions of the Social AR

Continuum: 1) representing social contacts and 2) placement of social contacts (Fig-

ure 4.1). The representation of social contact varies based on their relationship with

the user. The first section (4.1) looks into options of visualising social contacts as

avatars with multiple levels of detail. The second section (4.2) looks into options for

placement of social contacts.
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FIGURE 4.1: Social contacts continuum
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4.1 Proximity and Visual Fidelity

As part of the Social AR Continuum, representing social contacts of self and others

is one of the main dimensions. This section explores representing social contacts in

the form of avatars in AR.

One of the issues with representing contacts from social networks in AR is how

to differentiate between the contacts. This section explores how visual and spatial

cues based on social relationships can be used to represent contacts in social AR

applications, making it easier to distinguish between them [68]. This section explores

how to visualise social relationships in mobile AR environments using proximity

and visual fidelity filters. A focus group was organised to explore different options

for representing social contacts in a mobile AR application. Also, a user study was

conducted to test a head-worn AR prototype using proximity and visual fidelity

filters.

Visualising of social contacts traditionally has been represented as a list of names

and a profile photo, which can be found in popular social networking mobile and

web apps (Figure 4.2) such as Facebook1, Whatsapp2, LinkedIn3 and others. In

Google+ 4, social contacts are represented as a graph of circles interconnected based

on common interest and how people know each other. In Snapchat5, social contacts

are also represented as a list in addition to a map feature where it shows friends

as avatars overlaid on a map based on their geographical location. The avatars in

Snapchat are created using Bitmoji6, which allows the user to customise the appear-

ance of their avatar that can be used to express predefined gestures representing

emotions and interactions. Snapchat also uses these Bitmoji (Figure 4.3) in sharing

an AR scene where the avatar is overlaid on the camera view of a handheld device.

The focus of this research is on how to represent a social network with hundreds

of contacts in a wearable AR interface. If there are dozens of virtual tags in an AR

view representing people, how can they be distinguished between each other? How

will this scale to hundreds or thousands of people? The importance of this research

is that it will allow users to view and interact with a large number of social network

followers at different levels of privacy and social engagement.

1https://www.facebook.com/
2https://www.whatsapp.com/
3https://www.whatsapp.com/
4https://en.wikipedia.org/wiki/Google%2B
5https://www.snapchat.com/
6https://www.bitmoji.com/
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FIGURE 4.2: Examples of representing social contacts on mobie and
web social networking apps. Left to right: Facebook, LinkedIn, Insta-

gram and Snapchat

FIGURE 4.3: Bitmoji avatar usage in social networking apps. Left to
right: Snapchat map, Snapchat AR lens and Bitmoji messages

Allowing users to view and interact with a large number of social contacts re-

quires filtering and categorising information. One way to filter/categorise contacts

could be to arrange them along a social continuum, depending on how close (in

terms of social proximity) they are to the user. For example, grouping people into In-

timate Family, Friends, Colleagues, and Strangers (see Table 4.1), or more categories.

Contacts from these categories could then be shown as virtual avatars with different

levels of visual fidelity and visual proximity, enabling the user to identify people in

their social network quickly.

TABLE 4.1: Using Visual Fidelity and Visual Proximity to Categorise
Friends

Category Visual Fidelity Visual Proximity
Intimate 3D avatar <1m, same space
Close friend 2D avatar 1-5m, close
Acquaintance Bust image 5-20m, nearby
Stranger Emoji >20m, distant
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In terms of Visual Fidelity, the representations of people in each of these cate-

gories could be increasingly more realistic as the categories changed from Stranger

to Intimate Family (see Figure 4.4). For example, a user may see their spouse as a

realistic 3D virtual human superimposed over the real world, but a distant acquain-

tance would be a simple 2D icon.

It is assumed here that the level of realism is the same between 3D avatar, 2D im-

age, Bust image and Emoji. The only difference is the level of detail in representing

the virtual avatar.

Intimate Friend Acquaintance Stranger

FIGURE 4.4: Changing Visual Fidelity across the social continuum

In terms of proximity, previous studies have shown that the distance between

people in social settings varies according to their level of intimacy [3]. This can

be used to place the virtual representations of people in the real world around the

user. The people that are Intimate family and Friends could be shown as visually

closer to the user, while people who are Strangers would be shown further away

(see Figure 4.5). This can be implemented as a body-centric virtual information space

that travels with the user when they move.

The combination of using Visual Fidelity and Visual Proximity to categorise peo-

ple from a user’s social network could make it significantly easier for the viewer to

pay attention to the people that they want to. For example, close Friends are rep-

resented as life-like virtual avatars near to the user, and so are easily distinguished

from Strangers that are emoji icons further away.

In some cases, the user may choose a different visual fidelity for a different so-

cial proximity group. For instance, the user while at work prefers to see intimate

relationships represented as emojis, while acquaintances represented as 3D avatars.
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Closest Close Far Farthest

Intimate Friend Acquaintance Stranger

FIGURE 4.5: Visual Proxemic & Visual Fidelity Filtering of Avatars

4.1.1 Implementation

Using the Social AR Continuum metaphor from the previous section, this work de-

veloped a prototype on the Microsoft HoloLens to represent a user’s social contacts

in an AR environment. The prototype was built using Unity3D7 5.6, HoloToolkit-

Unity8, and 3D avatars from Morph3D9. Figure 4.6 shows the AR view of the user’s

social network.

FIGURE 4.6: Representing social contacts in AR with different levels
of proximity and visual fidelity

Figure 4.7 shows an overview of the system components. The prototype uses

the HoloLens Spatial Mapping feature to place virtual concentric circles (Circle Man-

ager) on the ground around the user’s initial position. On these circles, the social

contacts are represented (Friend Manager) by either: a generic person silhouette, a

3D avatar, a 2D image, a bust image, or an emoji. The Scenario Manager controls

7https://unity3d.com/
8https://github.com/Microsoft/HoloToolkit-Unity
9https://www.morph3d.com/
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the overall application, while the Friend Manager controls how friends are rendered.

The Circle Manager controls the initial placement of the circles around the user. Spa-

tial mapping is used to place circles and social contacts on the floor. Morph3D is

used for rendering 3D avatars.

Friend Renderer

Spa�al Mapping

Morph3D

Friends Manager

Circle Manager

User

Scenario Manager

FIGURE 4.7: System components

To arrange the social network, the user can use hand gestures (e.g., tap and drag)

(Table 4.2) to move a virtual avatar closer or further away from the centre of the

circles or change the social group the contact belongs to. The representation of the

avatar automatically updates to match the selected social group. For instance, if the

user selects a 3D avatar from the Intimate circle and moves it to the Friends circle,

then their representation will turn into a bust image to reflect the target social group.

TABLE 4.2: Hand gestures used for interacting with social contacts
through the HoloLens

Gesture Action

Tap Select avatar
Tap and hold Move avatar between social proximity circles

4.1.2 Focus Group Evaluation

The aim is to evaluate the interface concept and collect feedback from potential users.

This research conducted two focus group sessions, with a total of 11 participants.

The first group consisted of six post-graduate students working on AR/VR research.

The second group was a mix of five professional visual graphics and user experience

designers who have not worked on AR/VR before. Each session was divided into

two activities: (1) user participatory design and (2) a usability test with the proto-

type.
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The focus group began with a discussion and brainstorming session on how to

visualise social network contacts in an AR environment. The concept of social net-

working in AR was briefly introduced. A few challenges were observed, such as

visual clutter, but no demonstration of the prototype system was given to avoid

priming. This activity included three tasks:

• Task 1: Imagine the future of social networks in AR. The participants were

asked to draw or describe their vision of the future of how to represent social

networks in AR. They then presented their ideas to the group and exchanged

feedback.

• Task 2: Map social groups in terms of physical distance The participants were

asked to order four different social groups (Intimate, Friend, Acquaintance,

Stranger) in terms of physical distance from the user. Participants were given

four silhouettes (Figure 4.8) on paper that had one of the social groups written

on the top and asked them to place them on an arrow that had four positions;

closest, close, far and farthest.

FIGURE 4.8: Four placeholder for identifying the proximity of social
relationships of a Friend, Strangers, Intimate, and Acquaintance

• Task 3: Map social groups in terms of visual fidelity. The participants were

asked to match four different types of visual fidelity (3D avatar, 2D image, Bust

image, Emoji) to four social groups (Intimate, Friend, Acquaintance, Stranger).

This task included two sets of avatars, male and female.

In the second session, the usability test, a demonstration was given of the proto-

type implementation, and the participants were asked for feedback on the following

four conditions (see Figure 4.10):
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FIGURE 4.9: Four placeholder for identifying the social relationships
by an avatar representation of 3D avatar, 2D image, Bust image, Emoji

• C1-Baseline (B): all avatars had the same visual representation (silhouette), and

they were at the same distance away from the user.

• C2-Visual Proximity (P): the avatars were placed at different distances from

the user based on their social intimacy (the Intimate group was the closest,

then Friends, then Acquaintance, then Strangers). However, they were all a

silhouette representation with the same Visual Fidelity.

• C3-Visual Fidelity (F): the avatars were placed at the same distance away from

the viewer but had different visual representations based on their social group.

The Intimate group was represented by an animated 3D avatar that moved

and looked around. 2D static images represented friends, Acquaintances in

2D busts and Strangers were emojis.

• C4- Combined (C): both proximity and visual fidelity to filter social connec-

tions based on their social group.

FIGURE 4.10: Four conditions for representing social contacts as seen
through the HoloLens. Baseline (B): fixed Visual Proximity and Visual
Fidelity; Visual Proximity (P): variable Visual Proximity, but fixed Vi-
sual Fidelity; Visual Fidelity (V): same Visual Proximity, variable Vi-
sual Fidelity, and Combined (C): variable Visual Proximity and Visual

Fidelity
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Each participant tried the four conditions in random order, and for each condi-

tion, participants filled out a System Usability Scale (SUS) questionnaire [11]. They

also answered the following three personal questions, on a Likert scale from 1 to 7,

where 1=Not very natural/easy and 7=Very natural/easy:

• SQ1: How natural was the mapping of proximity to the social relationship?

• SQ2: How natural was the mapping of visual fidelity to the social relationship?

• SQ3: How easy was it to distinguish between the different avatar types?

4.1.3 Results

For this experiment, 11 participants were recruited, four female, aged between 16

and 41 years old, Median=29, SD=5.89. Most (85%) used social networks (e.g., Face-

book, Instagram, Snapchat) daily, and about 60% reported using AR/VR headsets

(e.g., HoloLens, HTC Vive) every month or more often. Only two people reported

having no experience with AR/VR headsets before.

For Task 1, when asked about how they would imagine representing social con-

tacts in an AR platform, there were two main recurring themes, listed in order of

popularity. Figure 4.11 shows samples of participants’ drawing.

Theme 1 - Virtual Avatars: Display virtual avatars representing friends around the

users using spatial cues to distinguish them. The user can interact with other avatars

to see their interests, posts or their location. The user can initiate a voice or video

call with one of their contacts by interacting with the avatars.

Theme 2 - Miniatures: Display miniature avatars (spheres or bubbles) spread around

the user environment, each bubble representing a friend. The locations of the bub-

bles could be determined by the social connection that the user has with that contact.

Close friends could be placed near the user on a tabletop surface while strangers

are on the ground or further away. A user could pick up one of these bubbles and

move them from one social group to another. The bubbles could follow the user

when he moved to another place/room and re-arrange themselves according to the

surrounding physical environment.

Other themes included seeing what others are seeing from their point of view,

and highlighting who is online (coloured) or offline (greyed out) was also men-

tioned.
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FIGURE 4.11: Samples of drawings from participants of the focus
group

For Task 2 (Figure 4.12), participants were asked to order friend categories based

on proximity (distance from the user). Most (90%) participants ordered the cate-

gories as follows: Intimate, Friend, Acquaintance, Stranger on the scale from closest

to furthest away from the user. This shows that users associated proximity to inti-

macy. Only one person chose: Intimate, Stranger, Friend, Acquaintance.

For Task 3 (Figure 4.13), participants were asked to categorise four types of vi-

sual fidelity. Most participants (73%) associated 3D avatars with an Intimate rela-

tionship, 59% marked the 2D image as a Friend, 64% associated the bust image for

Acquaintances, while 45% marked Emoji for Strangers. 14% assigned 3D avatar with

Stranger, a 2D image with Acquaintance, Bust images with Friend and Emoji with

Intimate.

The SUS scores (Figure 4.14) found that conditions C2-Proximity (69), C3-Visual

Fidelity (69) and C4-Combined (72) were rated "Good" while C1-Baseline was "OK"
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FIGURE 4.13: Proximity categorisation for social contacts

(67). Data were tested for normality using Shapiro-Wilk test and found to be nor-

mally distributed (p = 0.83, 0.779, 0.292, 0.188 for C1, C2, C3 and C4 respectively).

In order to see if this difference was statistically significant, an aligned rank trans-

form was run on the SUS results in order to run a 2-way repeated measure ANOVA

analysis with two factors Proximity and Visual Fidelity. No significant differences

(F (1, 10) = 1.414, p = 0.262) were found in terms of SUS between Proximity and

Visual Fidelity.

The subjective questionnaire (Figure 4.15) shows an increase in how natural peo-

ple felt the mapping to proximity (SQ1) was in the Proximity condition. A Friedman

test was run and found that there was a statistically significant difference in rating

the four conditions, (χ2(2) = 18.402, p < 0.001). Post hoc analyses with Wilcoxon
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signed-rank tests were conducted with a Bonferroni correction applied, resulting in

a significance level set at (alpha = 0.008). There was a significant difference between

conditions C4-Combined and C1-Baseline (Z = −2.687, p = 0.007). However, there

were no statistically significant differences between the other conditions.
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FIGURE 4.15: Subjective question results by condition by question.
Whiskers indicate standard error. *=statistically significant difference

Similarly, there was an increase in how natural people felt the mapping to vi-

sual fidelity (SQ2) was in the Visual Fidelity condition. Running a Friedman test

found that there was a statistically significant difference in rating the four condi-

tions, (χ2(2) = 21.194, p < 0.001). Post hoc analyses with Wilcoxon signed-rank



4.1. Proximity and Visual Fidelity 49

tests were conducted with a Bonferroni correction applied, resulting in a significance

level set at alpha = 0.008. There were significant differences between conditions C3-

Visual Fidelity and C1-Baseline (Z = −2.825, p = 0.005) and between conditions

C4-Combined and C1-Baseline (Z = −2.820, p = 0.005). However, there were no

statistically significant differences between the other conditions.

As for the (SQ3), people felt it was easier to distinguish between different avatars

in both the Visual Fidelity and Combined conditions. Running a Friedman test

found that there was a statistically significant difference in rating the four condi-

tions, (χ2(2) = 20.967, p < 0.001). Post hoc analyses with Wilcoxon signed-rank

tests were conducted with a Bonferroni correction applied, resulting in a significance

level set at alpha = 0.008. There were significant differences between conditions C3-

Visual Fidelity and C1-Baseline (Z = −2.816, p = 0.005) and between conditions

C4-Combined and C1-Baseline (Z = −2.829, p = 0.005). However, there were no

statistically significant differences between the other conditions.

For ranking the conditions (Figure 4.16), participants ranked the four conditions

from 4 to 1, where four was the most preferred and one the least preferred. Results

show that participants preferred conditions C3-Visual Fidelity and C4-Combined

over C2-Proximity and C1-Baseline. A Friedman test found that there was a statisti-

cally significant difference in ranking the four conditions (χ2(2) = 15.222, p = 0.002).

Post hoc analyses with Wilcoxon signed-rank tests were conducted with a Bonferroni

correction applied, resulting in a significance level set at alpha = 0.008. There was a

significant difference between C3-Visual Fidelity and C1-Baseline (Z = −3.035, p =

0.002). However, there were no statistically significant differences between the other

conditions.

4.1.4 Discussion

The user study results found that subjects preferred having a filter to represent their

social contacts rather than no filter (i.e., Baseline condition). Based on the ranking

results, the most preferred filters are the Visual Fidelity and Combined filters, fol-

lowed by the Proximity filter. The subjective questions revealed that each condition

was representing the natural mapping/filter of the user’s social contacts (i.e., "SQ1-

how natural the proximity" scored high in "P" and so on). Participants felt that the

Visual Fidelity condition (V) was the easiest for distinguishing avatars.



50 Chapter 4. Social Contacts in AR

1

2

3

4

C1-Baseline C2-Proximity C3-Visual

Fidelity

C4-Combined

Ranking

FIGURE 4.16: Ranking (4=highest, 1=lowest). Whiskers indicate stan-
dard error.

In terms of the strengths and weaknesses of each condition, participants did not

like the Baseline condition because they could not easily distinguish the avatars. For

example, one participant said, "I cannot distinguish avatar so well, I do not want to

look around at everyone at the same distance". This confirms our original predictions

regarding the placing of social contacts.

With the Proximity condition, participants reported positive feedback and an

increase in avatar presence, but they were not able to adequately distinguish users

from each other. One user said "I feel more spatial presence", but another said "I need to

look around more to see what is where."

In the Visual Fidelity condition, participants reported that it was easy to distin-

guish between contacts, but the interface could be improved. One user said "This

one felt more comfortable with people at a distance and was easy to tell people apart", while

another user said, "Take more visual space for people whom I do not want to interact with."

For the Combined condition, participants reported it was the best because they

felt that it was easier to distinguish between avatars. One user said "More info is

available (fidelity + distance)..". However, some participants did not like it when the

avatars were too close and recommended increasing the minimum distance between

the user and the closest circle.

The limitations of this work include that the avatars are not a true representation

of the participants’ social contacts. This study assumes a predefined set of social con-

tacts mixed between male and female and different outfits. This system assumes four

levels of social relationships: 1) intimate, 2) friend, 3) acquaintance and 4) stranger.
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Users may have fewer or more levels of social contacts. Also, the remote users are

simulated, allowing to focus on the viewer instead of the sharer for this user study.

When rendering virtual avatars, there is a potential Uncanny Valley10 effect. How-

ever, this effect was not studied as part of this work as the focus was on the levels of

detail of representing social contacts. Also, the virtual avatars did not resemble any

of the participants’ real social contacts.

Overall, the results confirmed our hypothesis that users would prefer to have

their social contacts filtered out based on their relationship to them. The question

was which filter (Proximity or Visual Fidelity) is best for each condition. Users seem

to prefer either visual fidelity or a combination of visual fidelity and proximity. This

may remain a user preference.

4.1.5 Conclusions

This section investigated different visualisation options for representing social con-

tacts in a wearable AR interface. Two focus groups were conducted to get feedback

from potential users about how they would want to organise social contacts in an AR

interface. Participants identified visual representation and spatial cues as common

ways to do this. This matched the interface metaphor used to develop a working

prototype.

The user study measured the usability and user preference of four conditions in

a prototype AR interface on a HoloLens display: 1) Baseline, 2) Proximity, 3) Visual

Fidelity and 4) Combined. Participants indicated that it was useful to have some

different visual fidelity representations of their AR social contacts and that combined

use of visual fidelity and proximity was also useful. These conditions highlight the

dimension of representing social contacts on the Social AR Continuum. The next

section looks into the dimension of placing social contacts.

10https://en.wikipedia.org/wiki/Uncanny_valley

https://en.wikipedia.org/wiki/Uncanny_valley
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4.2 Placement of Social Contacts

This section looks into options of where to place social contacts relative to the user

[67] by testing two options (Figure 4.17): 1) Life-sized, where social contacts are pre-

sented as human-size virtual avatars displayed around the viewer, and 2) Miniature,

where the social contacts are displayed on a table-top nearby the viewer.

FIGURE 4.17: Prototype interfaces for contact placement. Life-sized
(top) on the ground vs. Miniature (bottom) on a nearby surface.

4.2.1 Implementation

A prototype was implemented (Figure 4.18) on the Microsoft HoloLens to test the

two conditions on the contact placement dimension, one viewing avatars. The pro-

totype also allowed the user (as a viewer) to select and move an avatar closer to or

further away from the viewer position by using air-tap gestures of the HoloLens.
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The air-tap gesture11 is recognised by touching the index and thumb fingers to se-

lect. The purpose of the selection and movement process was to change the social

relationship between the viewer and their social contacts. When the viewer focuses

on a social contact and uses the air-tap gesture, then the social contact will be able

to move from the current social proximity ciricle (e.g., Friend) to the next one (e.g.

Intimate).

FIGURE 4.18: System implementation of social contacts placement on
a HoloLens device

4.2.2 User Study

Feedback was collected from potential users during an open day at our lab as the

participants tried demonstrations of the two conditions: C1-Life-sized (L) and C2-

Miniature (M) representations of avatars. Twenty-seven participants (mix gender

and background - unfortunately, no demographics data collected for this user study)

from the public tried the system prototype. On trying a demonstration of each condi-

tion, participants were asked to rate their experience on a 7-point Likert scale (where

1=not very and 7=very) for three subjective questions on:

• Q1: How easy was it to visualise social contacts?

• Q2: How natural was moving social contacts?

• Q3: How useful was this condition?
11https://docs.microsoft.com/en-us/windows/mixed-reality/gestures
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Participants were asked to think of situations where it would be positive and neg-

ative in using each condition. Then they were asked to choose one of the conditions

as their preferred condition based on their experience.

4.2.3 Results

A Shapiro-Wilk Normality Test on the questionnaire results (n=27) (Figure 4.19) showed

that the data is normally distributed (p = 0.13). Wilcoxon signed-rank tests were

run on the results of the questions but did not show any statistically significant

differences between C1-Life-sized and C2-Miniature and it did not elicit a statisti-

cally significant change in Ease of Use (Z = −0.529, p = 0.597), Natural Interac-

tion (Z = −1.616, p = 0.106), nor Usefulness (Z = −1.664, p = 0.096). Partici-

pants were asked to rank the two conditions in terms of preference. The ranking

results did not show any statistically significant change in ranking between condi-

tions (Z = −.577, p = 0.564) in a Wilcoxon signed-rank test.

1 2 3 4 5 6 7

Easy

Natural

Useful

Miniature

Life Size

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

Life-size

Miniature

FIGURE 4.19: Top: Mean values results of subjective questions
grouped by condition by question. Bottom: average ranking results
of preferred condition between Life-size and Miniature; 1=most pre-

ferred, 2=least preferred. Whiskers indicate standard error.

Participants answered open-ended questions about the positives and negatives

of each condition. Participants reported the most useful scenarios for the C1-Life-

sized condition as:

• “face-to-face conversations with a social contact”

• “when zooming into a subset group of friends”.



4.2. Placement of Social Contacts 55

Some of the positive feedback of C1-Life-sized include:

• “Felt very personal, and I felt more engaged because I was actually in the situ-

ation”

• “Very satisfying seeing friends further out in lower fidelity. Give a real sense

of good friends vs acquaintances”

While some of the negative comments on C1-Life-sized include:

• “Hard to see people in the context of each other”

• “It was hard to get an overall perspective of all friends”

For the Miniature condition, participants reported this condition as useful for:

• “seeing the overall picture of social contacts”

• “moving contacts between different social circles”

Some of the positive feedback of C1-Life-sized include:

• “I prefer the miniature version because I can see the whole "play space" at

once”

• “Much better than life size to be able to see them all at once, see the big picture.

Context of people relative to each other”

While others mentioned the followings as negative feedback:

• “It felt more disconnected compared to the life-size due to my position feeling

further away”

• “Hard to select characters. Difficult to see [who is who]”

4.2.4 Discussion

The Likert scale results did not show any significant results between C1-Life-sized

and C2-Miniature representation of avatars in terms of usefulness, natural or easy

interactions. This indicates that both representations are valid options and depend-

ing on the use-case scenario, viewers could either see their social contacts in C1-

Life-sized or C2-Miniature. There are both advantages and disadvantages for each



56 Chapter 4. Social Contacts in AR

condition drawn from the positive and negative feedback by participants. The semi-

structured interview highlighted some of the positive and negative sides of each

condition. This indicates that it might be ideal if the system allows for easy switch-

ing between Life-sized and Miniature placement based on the required scenarios.

4.2.5 Conclusion

This section investigated different options of placing the social contacts; either as

Life-sized avatars or as Miniature avatars. Results (Figure 4.19) showed that partici-

pants did not have any preference between the life-size condition and the Miniature

condition, and it is a matter of user preference. Therefore, in the next chapters, we

focus on displaying social contact as Life-Sized.



4.3. Social Contacts Summary 57

4.3 Social Contacts Summary

This chapter explored different options of visualising and representing social con-

tacts on wearable AR devices. Options include: 1) changing the visual fidelity of

avatars based on the social relationship, and 2) changing the scale and placement of

social contacts based on the social relationship. Two user studies were conducted on

both dimensions to validate their effect on social presence and usability.

The user studies show that viewers preferred visual fidelity and social proximity

over no social filter. They also showed no difference between displaying social con-

tacts as life-sized or miniature placement. This validates the hypothesis that repre-

sentations of social contacts can be created based on social proximity between social

contacts.

Initial implementation in this chapter focused on the representation of the social

contact "friend" rather than on the interaction with the avatar. In Section 5.3, that

focuses on the interaction between a Viewer and a Sharer, the avatar’s body position

and rotation are updated based on the real person’s relative position in the shared

room. Facial expressions can be added as well as a separate dimension that repre-

sents the interactivity of virtual avatars in different levels of detail (e.g., static 3D

avatar, updating body pose 3D avatar, updating facial expression 3D avatar).

Future explorations in visualising social contacts may include placing social con-

tacts on the user’s palm or making avatars follow the user if the user moves in space.

The following chapter 5 will move to explore different dimension on the Social

AR Continuum, focusing on the shared social data and the shared surrounding en-

vironments between social contacts, and how these are represented in AR.
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Chapter 5

Social Data in AR

The previous chapter looked into the dimensions of the social contacts as part of

the Social AR Continuum, including visual representation and placement of social

contacts when viewed through a wearable AR device. This chapter focuses on the

data shared by those social contacts. The shared social data include any multi-media

format representing the social contact’s social experience that they want to share,

such as a text, a photo or 360-degree panoramic video. When sharing social data,

the sharer may want to choose what level of detail of the shared data that they want

to share with their social contacts. The level of detail of the shared data can be

determined based on the social proximity between the social contacts.

This chapter addresses the shared social data and the surrounding environment

of the user in terms of the Social AR Continuum. The level of detail can be deter-

mined based on the relationship between the user and the social contact with whom

they are sharing the data and the surrounding environment. This chapter aims to

answer the research question RQ3: How does social proximity affect visualising and in-

teraction with shared social data on wearable AR displays?.
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FIGURE 5.1: Social data continuum

Social data can be described in the Social AR Continuum (Figure 5.1) by 1) data
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type as a level of detail that can be varied based on the social proximity, and 2) the

level of interactivity allowed with the shared social data which also can be varied

based on social proximity. For instance, sharing a particular social data (e.g., a 360-

panoramic image) can be represented in different formats. These different represen-

tations (such as a simple text description, a 2D photo, or a 2D video) of the same data

can be mapped to the social proximity between social contacts. Similarly, the inter-

action with the shared social data can be described on multiple levels; viewing the

shared data, add annotations to the shared social data, or completely manipulating

(e.g., change colour or shape) the shared data.

The main focus of this chapter is on the data type dimension by studying: 1) dif-

ferent types of representing shared social data (e.g., 2D photo, 360-degree images,

and 3D surrounding environment) in section 5.1, 2) the different levels of detail or

resolution of 3D surrounding environments as a type of shared social data in section

5.2, and 3) the hiding mechanism and sense of privacy when sharing the social sur-

rounding space between social contacts in section 5.3. Studying shared social data

(either virtual or reconstruction of reality) is an important part of the Social AR Con-

tinuum which allows social contacts to share their experiences with others and be

more connected in the shared space.

The dimension of interactivity (view/annotate/manipulate) of shared data is be-

yond the scope of this thesis and can be explored in future work; however, Chapter

6 will discuss a few options for interacting with shared social data.

5.1 Filtering Shared Social Data

The social data of the surrounding scene can be described in different levels of detail.

Different ways of describing a surrounding scene include a 2D image, a 360-degree

panoramic image, a video, a 360-degree video or a 3D depth image. These different

ways of describing the same scene represent the levels of detail that can be varied

based on the Social AR Continuum and the social proximity between the social con-

tacts.

This section describes a method and a prototype implementation for filtering

shared social data (e.g., 360-degree videos) using wearable AR devices (e.g., HoloLens)

[70]. The data filtering is based on sharer-viewer relationships in order to preserve

privacy. For example, when sharing a 360-degree video, if the sharer has an intimate
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relationship with the viewer, then the full fidelity (i.e., the whole 360-degree video)

of the sharer’s environment is visible. However, if the two are strangers, then only

a snapshot image is shared, and the viewer cannot get more information about the

sharer’s environment. By varying the fidelity of the shared content, the viewer can

focus more on the data shared by their close (in terms of social proximity) relations

and differentiate this from other content. Also, this approach enables the sharer to

have more control over the fidelity of the content shared with their contacts for pri-

vacy.

5.1.1 Sharing Social Data

From the perspective of the person who is sharing the data (the sharer) with their

social contacts (Figure 5.2), the data is collected at its highest fidelity (e.g., a fully

spherical 360-degree view) which will be shared with those viewers with the closest

(most intimate) social relationships. For less-intimate Friends, a 2D video, extracted

from the 360-degree videos based on the sharer’s view direction over time, will be

shared. For Strangers, the sharer can select which snapshot image from a 2D video

sequence to display. The central metaphor is that the closer the relationship that the

sharer has to the viewer, the richer data that they can share from their point of view

(360-degree videos, 2D videos, still images).

2D video 2D image360 video

head orientation 

point of view

StrangerIntimate

FIGURE 5.2: Sharing point of view with different fidelity of represen-
tation.

An example use-case scenario for filtering by sharer is where the sharer is going

on a hike and wanting to share the experience of being in an interesting place such
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as near a river. The sharer takes a live 360-degree video of the surrounding environ-

ment and shares it with her followers. The sharer then gets to see how the follow-

ers are able to see the shared data based on their social relationship with her. The

sharer’s intimate friends and family will see the live 360-degree video, other friends

the 2D video, and strangers still images of the scene, all automatically created from

the 360-degree video recording.

5.1.2 Viewing Shared Social Data

The user viewing the shared data (the viewer) uses a wearable AR interface to see

content from their social network superimposed over the real world, based on prox-

emics. For example, the viewer may be interested in seeing what their social contacts

(followers) are up to and the places they have been. In this scenario, the viewer can

look around through the AR display to see their social contacts placed around them

in three circles ordered by relationship. On top of each social contact, the viewer can

see the content they are sharing, filtered based on the social relationship between

social contact and the viewer.

Based on previous work of representing social contacts as avatars [67], the peo-

ple who are socially closer will appear in the AR view visually closer and have a

more realistic representation. The placement of social contacts was tested as life-size

avatars around the viewer and as miniatures on a surface nearby. For the purpose of

sharing social data, this section continues to place social contacts as life-size avatars

around the viewer.

The data content shared by each social contact will appear above their avatar (see

Figure 5.3), and to view the content more clearly, the viewer can select it (e.g., using

the HoloLens air-tap gesture) to bring the content closer to the viewer or physically

walk to move inside the 360-degree video sphere. The viewer can then tap again to

bring back the content to its original place to see other social contacts.

In addition to this operation, this section proposes that the viewers can also

see the shared content at different fidelity (360-degree videos, 2D videos or images)

based on the social relationship with the sharer (Intimate, Friend or Stranger). While

the sharer could restrict the fidelity of the shared content based on the social rela-

tionship as mentioned earlier, the viewer could also filter the content based on their

preference. In order to avoid getting mentally overloaded by seeing too much high

fidelity content, the viewer should be able to choose the preferred fidelity for the



5.1. Filtering Shared Social Data 63

FIGURE 5.3: Social contact sharing in different relationships with the
viewer (Left to right: Intimate, Friend, Stranger). The shared data
content (above the avatar) is filtered (360-degree video, 2D video, 2D

image) based on social relationship.

shared content from each social contact. This could be achieved either explicitly by

choosing a fidelity for each social contact, or implicitly by moving closer to or further

from the avatar representing the contact.

For instance, a sharer S1 has a Friend relationship with a viewer V1 and therefore

can decide to share a 360-degree image of the surrounding environment instead of

a full 3D depth captured room. However, for the viewer V1, the social relationship

with S1 is just an Acquaintance (less than Friend); hence, the viewer could decide to

reduce the visual fidelity of the shared social data from a 360-degree image to just a

2D image. This way, both the viewer and the sharer can decide on the fidelity of the

shared data based on the Social AR Continuum.

5.1.3 Prototype

In order to explore using the Social AR Continuum metaphor for sharing data be-

tween social contacts, a prototype was built using the Microsoft HoloLens. The pro-

totype software was built using the Unity3D game engine, and it allows users to

view their social contacts on a wearable AR interface. Figure 5.4 shows the structure

of the prototype system.

The prototype places social contacts around the user (viewer) in three concentric

circles which are controlled by the Circles Manager. The social contacts have different

visual fidelity and proximity based on their initial relationship to the viewer and are
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FIGURE 5.4: System components of sharing social data implemented
in Unity and running on HoloLens

rendered using the Avatar Controller. The avatars were randomly pre-generated with-

out any resemblance to actual contacts. MakeHuman1 was used to generate the 3D

avatars. The viewer (HoloLens user) can turn their head to face different social con-

tacts and then use gestures (air taps) to interact with the contact (view their data or

change their position which represents the social relationship). The interactions with

HoloLens are enabled using the open-source library HoloToolkit2. The data content

shared by the social contacts is controlled by the Data Controller, which determines

which fidelity needs to be displayed based on the social relationship between the

avatar and the viewer. The top-level Scenario Manager defines the implementation

needed for different conditions in the user study, including interaction with avatars,

shared data and the concentric circles.

5.1.4 User Study

This user study includeed a semi-structured interview and used three related ques-

tions from the Social Presence questionnaire in addition to the Subjective Mental

Effort Questionnaire (SMEQ) [82]. The study compared the following conditions:

• C1-B) Baseline: Shows shared 360-degree videos from all social contacts.

1http://www.makehuman.org/
2https://github.com/Microsoft/MixedRealityToolkit-Unity
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• C2-T) Tap-to-change: Filters the fidelity of the shared 360-degree videos based

on the relationship between the viewer and the social contact. The user can tap

on any social contact to cycle through different relationships.

• C3-W) Walk-to-change: Filter the fidelity of the shared 360-degree videos based

on the physical distance between the viewer and the social contact.

The task was for participants to wear the headset and observe 12 social contacts

(mocked up, not reflecting the participant’s real social contacts) placed around the

user at equal angles from each other to complete a circle (360-degree) around the

viewer, and at different distances to the viewer (centre) based on the social relation-

ship. Each social contact had shared content floating above their head, filtered de-

pending on the type of social relationship that the social contact had with the viewer.

The participant could view the data content by performing the air-tap gesture

on it. Once tapped, the content moved closer to the viewer. For instance, if the

viewer tapped on the sphere of a 360-degree video, then the sphere immersed the

participant in experiencing it, while for a 2D video, it was moved closer to the user

so they could see it at full-screen resolution.

Participants were asked to answer the 5-point Likert-scale questions shown in

Table 5.1 which are based on prior work in measuring social presence [47]. Par-

ticipants were also asked to rate their experience on the Subjective Mental Effort

Questionnaire (SMEQ) [82].

# Question
CoP1 I noticed the other social contacts.
CoP2 The other social contacts’ presence was obvious to me.
CoP3 The other social contacts caught my attention.
Atn1* I was easily distracted from the other social contacts when

other things were going on.
Atn2 I remained focused on the other social contacts throughout

our interaction.
Atn3 The other social contacts did not receive my full attention.
MsgU1 The social contacts shared data (360, video, photo) were

clear to me.
MsgU2 It was easy to understand the social contacts shared data

(360, video, photo).
MsgU3* Understanding the social contacts’ shared data (360, video,

photo) was difficult.

TABLE 5.1: 5-point Likert-scale questions for Social Presence includ-
ing the following dimensions: CoPresence (CoP), Attentional Alloca-

tion (Atn), Perceived Message Understanding (MsgU). *=negative
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5.1.5 Results

A user study was run with eight participants (four female) aged 26-35 (SD=3.03). All

participants used social networking platforms on a regular basis, and most (7) were

familiar with AR/VR displays.

After filling in a demographic questionnaire, the participants were asked to ex-

perience the three conditions in random order. Then they filled in a social presence

questionnaire and SMEQ about the condition they just tried. After finishing all three

conditions, participants then filled in a post-experiment questionnaire where they

were asked about the overall experience and if they had any suggestions to improve

it.

A Shapiro-Wilk Normality Test on the results (Figure 5.5) showed that the data is

not normally distributed (p < 0.05). Running Friedman test showed that there was

no statistically significant difference between the three conditions in SMEQ (χ2(2) =

0.320, p = 0.852), or CoP (χ2(2) = 7.193, p = 0.516), or Atn (χ2(2) = 12.091, p =

0.147), or MsgU (χ2(2) = 0.320, p = 0.852),

As part of the post-questionnaire, participants were asked to rate the three condi-

tions (1=least preferred, 3=most preferred). The ranking results (see Figure 5.6) show

that there was a statistically significant difference in ranking conditions χ2(2) =

7, p = 0.05. Post-Hoc analysis with Wilcoxon signed-rank tests was conducted, find-

ing a statistically significant difference between C1-B and C3-W. (Z = −2.081, p =

0.037), and no difference between the other pairs of conditions.

5.1.6 Discussion

From a semi-structured interview after the experiment, most users found that condi-

tion C3 (walk to change) was a more fun and natural way to view shared data from

social contacts. "I feel it is more real and fun to view the 360 videos by walking toward

the avatar". Also, other subjects found that the walking condition was more suitable

for an outdoor or open area to avoid running into obstacles while walking. The con-

dition C2 (tap to change) was found more convenient for changing the relationship

rather than requiring more physical effort, such as walking. The Baseline condition

(C1) was the least favourite for participants, as it was too overwhelming having all

360-degree videos shown all around.
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It was easy to understand the 

1

2

3

4

5

C1 - baseline C2 - tap to change C3 - walk to change

21.875

16.875

16.875

0 50 100 150

C1 - baseline

C2 - tap to change

C3 - walk to change

FIGURE 5.5: Results of social presence (top) and SMEQ (bottom). *=
values are reversed (6-x) so that higher is better. Whiskers=standard

error

On the downside, participants mentioned some weakness for condition C2 (tap

to change), such as potential clutter by being able to bring all social contacts into a

small area of the intimate circle. While condition C3 (walk to change) did not have

that issue, it was mentioned that by walking, one might accidentally change the

relationship with other social contacts for which was not the focus of the user. For

example, the avatars behind or on either side of the user would be affected by user

movement, even if the user did not intend to get close to them. Viewing 360-degree

videos through an optical see-through display was considered not as ideal, as they

appear to be semi-transparent on top of the real environment.

Overall, participants expressed their interest in using such a system to manage

and view their social contacts and shared content in AR, and that it would be useful

and easy to use.
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C1 - baseline C2 - tap to

change

C3 - walk to

change

*

FIGURE 5.6: Condition ranking results. Reverse rating scale: 1=least
preferred, 3=most preferred. Whiskers=standard error. ∗ = statisti-

cally significant difference (Friedman test: χ2(2) = 7, p < 0.05).

5.1.7 Limitations

This prototype used asynchronous sharing, where social contacts were not online at

the same time, sharing live data; the shared content was previously prepared, and

the 360-degree videos were previously processed to extract 2D video and a 2D image.

However, the method that was applied for filtering could be applied to synchronous

sharing as well. The ideal scenario is to add live video streaming from social con-

tacts and live scaling down of the content based on social relationships. Another

limitation of this study is that it reports only on one side (the viewer side) of social

presence questions. Another study later in Section 5.3 reports on both sides; the

sharer and the viewer.

One of the limitations is the number of participants was limited to eight as this

was a preliminary study to establish that users prefer different levels of detail when

sharing social data (i.e., the dimension exists on the Social AR Continuum). The

next user studies in 5.2 and 5.3 studied more participants with additional research

questions and independent variables.

Displaying a 360-degree video on an AR display was not ideal. Alternative solu-

tions include: 1) Combine 3D depth data with the 360-degree video, then use a depth

camera to determine the current viewing scene to overlay the 360-degree image on

top of the physical world properly. 2) Convert the 360-degree video/image into a

equiangular projection.. 3) Enable the wearable device to be able to switch into a

video see-through display for when the user is stationary and viewing a 360-degree

image..
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5.1.8 Conclusions

This section presented a mechanism for presenting shared data content by filtering

the content-type based on the social relationships between the user and the social

contacts. This work includes an implementation of a HoloLens prototype for apply-

ing the proposed method in an asynchronous collaboration scenario and a user study

using the prototype. The study compared three conditions: viewing a 360-degree

video without filtering, filtering based on the social relationship, and filtering based

on distance. Results showed a trend of participants favouring having the option to

filter social data and walking to change over not social data filtering.

The next section looks into giving control of the sharer on which part of the

shared social surroundings that they would show/hide when sharing with their so-

cial contacts.
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5.2 Filtering 3D Shared Surrounding Environments

As part of the Social AR Continuum for sharing social data, the previous section

looked into filtering 360-degrees images and videos based on the social proximity

with viewers. Sharing social data includes sharing the surrounding environment

with social contacts. This section explores the social sharing of surrounding envi-

ronments on wearable AR devices [69]. In particular, it proposes filtering the level

of detail of sharing the surrounding environment based on the social proximity be-

tween the viewer and the sharer. This work tests the effect of having a filter (varying

the levels of detail) on the shared surrounding environment, to preserve the sense

of privacy from both the viewer and the sharer perspectives, and conducted a study

using the HoloLens. This section reports on semi-structured questionnaire results

and suggests future directions in the social sharing of surrounding environments.

This work explores new ways of sharing the remote environment of social con-

tacts in a wearable AR interface and builds on top of the work in the previous section

5.1 that looked into sharing surrounding environments based on social proximity.

Previously, three levels of representing surrounding environments were tested: 360-

degree video, 2d Video and 2D Image. This work focuses on sharing 3D captured

rooms and levels of detail that can be used based on social proximity.

5.2.1 Prototype System

This section describes a HoloLens prototype that was built to test different levels of

detail of sharing surrounding environments. When the user puts on the HoloLens,

he/she sees an AR user interface (UI) showing simulated social contacts (see Fig-

ure 5.7). The UI displays the social contacts around the viewer. Above each social

contact avatar, the viewer can see a representation of the shared remote surrounding

environment. The level of detail of the shared surrounding environment is deter-

mined by the social proximity to the viewer.

The user can air-tap on the environment above an avatar to expand it to life-size

around the avatar (Figure 5.8). The user can walk inside and explore the shared

surrounding environment.

The prototype was built using the Microsoft HoloLens3 and the Mixed Reality

3https://www.microsoft.com/en-us/hololens
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FIGURE 5.7: The viewer uses the HoloLens to view social contacts
and proximity-filtered shared environments.

1)

2)

3)

FIGURE 5.8: Levels of detail of the shared surrounding environment.
1) full details for Intimate contact: including family pictures, bank bal-
ance and computer monitor. 2) partial details for Friend contact: hid-
ing the family picture, bank balance, but keeping work-related items
such as computer monitor. 3) limited details for Stranger contact: hid-

den personal and work-related items.
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Toolkit4. The avatars representing the social contacts were generated using Make-

Human5. The 3D representation of the remote sharer’s room was modelled in Au-

toDesk Maya6 to simulate 3D scanning of the user’s surrounding environment.

5.2.2 User Study

The user study aimed to explore the perceived comfort as a sharer and as a viewer

comparing using a filter over no filter. The study also included a semi-structured

interview and asked participants about their preferred condition and hiding mech-

anism. In order to test if users preferred to have a proximity filter applied to the

shared surrounding environment, the prototype offers to turn the filter on or off in

two conditions:

• C1-B) no-filter (baseline)

• C2-F) proximity-filter (proximity filter applied)

Participants wore the HoloLens to visualise three levels of their social contacts

sharing their surrounding 3D environments. Each participant tried each condition

for five minutes in a counter-balanced order and answered a questionnaire after each

condition. They were told to describe furniture items that are visible of their sur-

rounding environments at each level of social relations. At the end of the study,

participants answered a few comparison questions about the preferred condition.

• Q1: As a Sharer (person sharing the surrounding environment), how do you

feel about sharing the contents with others in terms of privacy?

• Q2: As a Viewer (the person viewing the surrounding environment), how do

you feel about sharing the contents with others in terms of privacy?

For each condition, participants were asked to rate how comfortable they felt (on

a five-point Likert scale: 1=not very comfortable, 5=very comfortable) about the shar-

ing environment from the perspective of a sharer (person sharing) and the viewer

(the person viewing) of the surrounding environment. Participants were asked to

rank which condition they preferred (and to state why) from both perspectives. Fi-

nally, participants asked about which method of hiding sensitive items in the shared

4https://github.com/Microsoft/MixedRealityToolkit-Unity
5http://www.makehumancommunity.org/
6https://www.autodesk.com/products/maya/overview
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environment the user preferred by selecting an option from 1) remove/hide the item

as if it did not exist, 2) block/overlay a black box on the item so it will be hidden, 3)

blur out the item, 4) other.

5.2.3 Result

Feedback was collected from 10 participants (five female) with an average age of 28.8

(SD = 3.65). The participants tried demonstrations of the two conditions: C1-B (no

filter), where all social contacts are sharing the full view of their surrounding envi-

ronments, and C2-F (proximity filter), where the shared surrounding environments

are filtered based on three levels of social proximity (Intimate, Friend and Stranger)

mapped to the level of detail of the shared surrounding environment (Full, Partial

and Limited). The order of the conditions was randomised based on a Latin square.

A Wilcoxon signed-rank test was run on the subjectively perceived comfort in

terms of privacy (Figure 5.9). The test showed that having a proximity filter (C2-F)

applied on the shared surrounding environment did elicit a statistically significant

improvement in perceived comfort in terms of privacy for both sharers (Z = −2.831,

p = 0.005) and viewers (Z = −2.588, p = 0.01).

As for the ranking results, C2-F (proximity filter) was preferred by both shar-

ers (100%) and viewers (70%) over C1-B (no filter). C1-B (no filter) was ranked

30% for viewers. In terms of the preferred way of hiding sensitive items in the

shared environment, blurring sensitive items (60%) was preferred followed by re-

moving/hiding sensitive items as if they did not exist (40%) and the lowest was

overlay (10%).

5.2.4 Discussion

In the open-ended questions, C1-B (no filter) was reported stronger in terms of the

curiosity for the viewer. "... would suit supervisors who are interested in knowing details

about their social network", one participant mentioned. The most-reported strength

of C2-F (proximity filter) was around privacy "...as a sharer, I don’t want strangers to

see my room" and the sense of being comfortable in sharing levels based on social

proximity "I felt more comfortable in terms of privacy". As for weakness, C1-B (no filter)

was reported to "make the sharar feels uncomfortable as everyone can see their rooms" while

for C2-F (proximity filter) the downside is more for the viewer if interested about a
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Preferred Way of Hiding 

Sense!ve Items in Envrionment 

Remove Overlay Blur

Preferred Choice as a Viewer 

(outer) and as a Sharer (inner)

C1 - no filter C2 - proximity filter

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

As Sharer

As Viewer

Subjec!ve Perceived Comfort in Terms of Privacy

C2 - proximity filter C1 - no filter

*

*

FIGURE 5.9: Top: the average results of subjective comfort ques-
tions. Bottom-left: the percentage results of ranking the best con-
dition. Bottom-right: the percentage results of voting for the best
method to hide part of the environment. Whiskers indicate the stan-

dard error.

stranger "Although I was curious about someone who was far away from me, I couldn’t get

information".

The results of the preferred choice were not surprising for viewer as more par-

ticipants preferred C2-F (proximity filter) over C1-B (no filter). This indicates that

having a filter allows the viewer to not clutter their view with details about distant

social relationships (e.g., stranger). However, some viewers preferred having no fil-

ter, which allows them to see everything about everyone in their social contacts. This

behaviour can be explained by human curiosity when they are viewer, and being ob-

served in mobile and web social network as "Facebook stacking" [56, 90]. As a sharer,

all participants preferred C2-F (proximity filter), which indicates that they are inter-

ested in protecting their privacy by choosing which part of the room is shared with

which social relationship.

This user study is limited to the fact that the shared room is pre-configured (in

terms of what is visible and hidden) for each social relationship. The next section 5.3

will look into allowing the users to choose what they want to hide or show.

Overall, the results confirm our hypothesis of the value of social proximity-based
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filtering for sharing the surrounding environment. An interesting observation is

that the sharer perspective may be different from the viewer perspective in terms of

privacy.

5.2.5 Conclusions

This section explored implementing the Social AR Continuum on sharing surround-

ing environments between social contacts as one of the dimensions on the social

data category. A user study was run to test the effects of applying a filter on levels of

detail on how comfortable the participants were in terms of privacy. Results found

that most participants are more comfortable when the social filter was applied to

their shared surrounding environment.

The next section looks into sharing the social surrounding-environments from

both the sharer and the viewer perspectives. Also, it examines different mechanisms

of hiding/showing part(s) of the shared surrounding environments.
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5.3 Hiding Mechanisms of Filtering 3D Shared Surrounding

Environments

This section describes a system and a user study for hiding and showing parts of the

shared social surrounding spaces on wearable AR devices. Unlike sharing for col-

laborative purposes, the focus of this section is on sharing between social contacts.

This work extends the previous work of the Social AR Continuum by exploring how

sharing the surrounding environment can vary based on the social proximity be-

tween social contacts. This work includes building a prototype for sharing a 3D

captured room on a HoloLens, which enables the user to display three levels of so-

cial relationships: Intimate, Friend and Stranger, and maps them to three levels of

the surrounding environment.

Previous work studied the Social AR Continuum of sharing surrounding 3D

spaces by changing the level of detail of the shared 3D space based on the social

proximity between viewer and sharer and focused on the viewer perspective. This

work studies both the viewer and the sharer perspectives. It also allows the sharer

to select which object(s) within the shared 3D space to hide or show based on the

social relationship with the viewer.

In a user study with the prototype, this work focuses on how socially connected

participants felt, as well as on how they felt knowing that they were sharing more

or fewer details of their surrounding environment with their social contacts. The

user study found that all participant preferred having a social filter when sharing a

view of their environment over having no filter. This section discusses the research

findings and outlines future directions for research in sharing social surrounding

spaces on wearable AR devices.

5.3.1 System Design and Implementation

We built an AR prototype system using the Microsoft HoloLens7 that connects a

person (the sharer) sharing a view of their surrounding physical space to a remote

person (the viewer) viewing the shared virtual room overlaid on top of their physical

space. Figure 5.10 shows the components of the system that we developed.

In the future, it will be possible for a person to scan and immediately create a

3D model of their surroundings. We emulate this by creating a virtual 3D room

7https://www.microsoft.com/en-us/hololens



5.3. Hiding Mechanisms of Filtering 3D Shared Surrounding Environments 77

FIGURE 5.10: System components representing the sharer server-side
(left) sharing with the viewer client-side (right) via WiFi: 1) the avatar
position and orientation, 2) the social relationship data and 3) room
and hidden components data. The system is built on Unity and runs

on a HoloLens.

modelled to match the sharer’s real room as if had been 3D scanned. The 3D model

of the virtual room8 was created on Autodesk Maya9 and it was visualised on the

HoloLens display using the Unity3D10 game engine. The avatars representing the

remote people (who are wearing HoloLens devices) were generated using MakeHu-

man11 and rigged to a human body using Unity3D to be animated in the AR scene.

When the remote person moves in real life, the avatar moves in the same direction

and orientation relative to the starting position during the experiment.

We used UNET12, the high-level networking API in Unity, to synchronise the

state of the shared room and the remote person. The state of the remote person

includes 1) the position and rotation of the virtual avatar representing the remote

person, and 2) the level of detail of the avatar based on their social relationship (i.e.,

stranger=half 2D image, friend=2D image, intimate=3D avatar). The synchronised

state of the room involved changing the level of detail of the shared room depending

on the social relationship as well as which part of the room is hidden by the user. The

levels of details in the shared room include 1) full room where everything is shared

with the viewer, 2) partial room where most items in the room are visible, but some

are hidden from the viewer, and 3) limited room where most items are hidden, and
8Originally designed by Nikita Tuanquin
9https://www.autodesk.com/education/free-software/maya

10https://unity3d.com/
11http://www.makehumancommunity.org/
12https://docs.unity3d.com/Manual/UNet.html
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only a few are visible to the viewer. These levels of detail of the shared room can be

mapped onto three corresponding levels of social relationships (i.e., full room for an

intimate relationship, partial room for friends, and limited room for strangers)

5.3.2 User Study

Using the prototype system, we wanted to investigate how filtering portions of the

shared environment depending on the social relationship between users affects the

user’s perceived the social presence and sense of privacy, and also explore various

methods of filtering for maintaining privacy. To do this, we conducted a user study,

with 12 participants (4 female) aged (25 - 43, median=32, SD=4.96). We asked partic-

ipants to do two tasks: test social filter and explore hiding mechanisms for filtering.

Task 1 - Social Filter

For the first task, two participants (one sharer and one viewer) were asked to observe

the shared surrounding environment (a 3D model of a room) and communicate over

audio about what is visible and what is hidden in the room for five minutes. The so-

cial relationship between the viewer and the sharer starts as a Stranger relationship.

The viewer then asks the sharer to upgrade the social relationship to a Friend and

then to an Intimate relationship as a representation of a friend request on social net-

works. At each level of the social relationship, participants observe the changes of

what is hidden and what is visible in the shared space. Two conditions are designed

for this task to measure the effect of the social filter, which hides different portions

and amounts of the shared surrounding space based on the social relationship. The

conditions are (see Figure 5.11):

• T1C1: A shared room without a social proximity filter.

• T1C2: A shared room with a social proximity filter.

Task 2- Hiding Mechanism

For the second task, the participants in the role of sharer were asked to select objects

to hide in the shared environment. The sharer would aim at an object they wish

to hide using a gaze indicator which appears at the centre of the view. The sharer

would then use the air-tap gesture of the HoloLens to hide the selected object. The
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FIGURE 5.11: A social filter applied to the shared room. a) In an Inti-
mate relationship, everything is shared. b) For a Friend relationship,
some sensitive items are hidden (e.g., family photo, stock market). c)
While for a Stranger relationship almost everything is hidden in the

room.

object is filtered out (or hidden) from the scene in one of three options: remove,

overlay, and blur (see Figure 5.12). These hiding mechanism options are the three

conditions compared in this task and are described as the following:

• T2C1: Remove - objects are hidden by being removed from the viewer’s scene.

• T2C2: Overlay - objects are hidden by being overlaid with a virtual white box.

• T2C3: Blur - objects are hidden by appearing blurred to the viewer.

FIGURE 5.12: Hiding mechanism applied on the TV screen. a) Re-
move, b) Overlay, c) Blur.

The study was in a within-subject design; hence, each participant tried all of the

conditions. Participating in pairs, each participant tried the conditions from both

roles of being a viewer and a sharer by swapping the roles, each wearing a HoloLens

device. The sharer saw their real physical environment overlaid with virtual green

outline boxes for items to hide. The viewer saw the sharer’s environment overlaid

on top of the viewer space. Both the viewer and sharer saw each other as a virtual

avatar which is positioned relative to where the users are inside the shared space.

The rotation of the virtual avatar was mapped to the direction in which the users are

looking. We asked participants to rate their experience after trying each condition.

At the end of each task, we asked them to compare the conditions to each other and

rank them.
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Sharer ViewerViewer’s physical spaceSharer’s physical space

Sharer’s physical space 

overlaid with the Viewer’s virtual avatar

Viewer’s physical space 

overlaid with the Sharer’s physical space and virtual avatar

FIGURE 5.13: Experiment setup. The sharer (left) is sharing her room
with the viewer (right). Both wear AR headset and see the other as
avatar in their physical space. The viewer sees the sharer’s room as a
virtual overlay on top of the viewer’s physical space. (Original icons

from the Noun Project [89])

Participants were recruited in pairs simulating a synchronous sharing experience.

Participants were randomly assigned to play one of the roles (sharer or viewer) and

then played the other role (Figure 5.13). The protocol of the experiment was that

each participant read an information sheet and then tried a demo of the system.

Each participant went through two tasks and was asked to spend five minutes walk-

ing around the room and talking to each other over an audio link about the shared

surrounding environment and to notice what is shared and what is hidden in each

social relationship level.

Figure 5.14 shows the experiment set up in two similar rooms. The sharer was

sharing his/her room with a remote viewer. The relative position and rotation of

each user were synchronised and represented as a virtual avatar in the remote per-

son’s view. Both the viewer and the sharer were asked to explore different levels

of social relationships. Both the sharer and the viewer were able to set the current

social relationship using 3-buttons (intimate, friend, stranger) situated in the mid-

dle of the room. The current relationship level is highlighted using a green colour.
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FIGURE 5.14: User study. The sharer (left) is sharing her room with
the viewer (right). The viewer sees the virtual room of the sharer
overlaid on top of his physical room. Each user sees the other per-
son as a virtual avatar in their environment that has its position and

orientation mapped to movements of the remote person.

The viewer could request the relationship to change by clicking on one of the re-

lationship buttons. Once this happens, the sharer sees the relationship request as

the button changing colour to a yellow colour, which then they could approve and

change the social relationship.

After completing each task, we asked participants to answer three sets of Likert-

like questionnaires: six bi-polar questions (BP) from the semantic difference measure

of social presence [84], six co-presence questions (CoP) and three shared-experience

questions (S) to measure the sense of privacy (see Table 5.2).

In addition to the above rating questions, participants were asked open-ended

questions about the strength and weakness of each condition. We also asked them

to rank the conditions for each task from the most preferred to the least preferred

condition, and then explain the reason for why they chose the best and the worst

condition.
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TABLE 5.2: We asked participants to rate their experience on a 7-point
Likert-like scale in response to the following questions: BP=bi-polar,

CoP=co-presence, S=shared-experience questions

BP1 Impersonal-Personal
BP2 Cold-Warm
BP3 Colourless-Colourful
BP4 Unsociable-Sociable
BP5 Closed-Open
BP6 Passive-Active
CoP1 I noticed my partner
CoP2 My partner noticed me
CoP3 My partner’s presence was obvious to me
CoP4 My presence was obvious to my partner
CoP5 My partner caught my attention
CoP6 I caught my partner’s attention
S1 Uncomfortable-Comfortable
S2 Insecure-Secure
S3 Not-Interested-Interested

5.3.3 Results

The summarised results are shown in Figure 5.15. The bars indicate the mean value

from all questions within the same category. The whiskers indicate standard error

values. Statistically significant results are marked with *. The following subsections

go into more details about the results of each question, and the statistical analysis

results.

Task 1 - Social Filter

For Task 1 Figure 5.16, comparing social filter (T1C1) to social filter (T1C2), for the

semantic difference measure of social presence, a Wilcoxon signed-rank test showed

that T1C2 was rated statistically significantly lower (Z = −2.843, p = 0.004) than

T1C1 as a viewer. However, there was no statistical difference as a sharer (Z =

−0.421, p = 0.674).

For the co-presence questionnaire (Figure 5.17), a Wilcoxon signed-rank test showed

that T1C2 was rated statistically significantly lower (Z = −2.444, p = 0.015) than

T1C1 as a viewer and as a sharer (Z = −3.988, p < 0.000).

For the shared-experience questionnaire (Figure 5.18), a Wilcoxon signed-rank

test showed that there was no statistical difference between T1C2 and T1C1 as a

viewer (Z = −1.689, p = 0.091); however, T1C2 was rated statistically significantly

higher than T1C1 as a sharer (Z = −4.281, p < 0.000).
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FIGURE 5.15: Results of semantic difference of Social Presence, co-
presence and shared-experience questions: social filter and hiding
mechanisms on a 7-point Likert scale as a viewer and as a sharer.

*=statistically significant difference
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*

FIGURE 5.16: Average results of bi-polar questions for task 1 com-
paring two conditions: T1C1 no social filter to T1C2 with social filter.

*=statistically significant result.

Task 2 - Hiding Mechanism

For Task 2 (Figure 5.19), comparing hiding mechanism of 1) remove (T2C1), 2) over-

lay (T2C2) and 3) blur (T2C3), for the semantic difference measure of social pres-

ence, a Friedman test did not show statistically significant difference in the hiding

mechanism as a viewer (χ2(2) = 3.353, p = 0.187). However, there was a statistical

significance as a sharer (χ2(2) = 8.985, p = 0.011). Post-hoc analysis with Wilcoxon

signed-rank test was conducted with a Bonferroni correction applied on the sharer

results, resulting in a significance level set at p < 0.017. There was a statistically sig-

nificant difference between T2C1-remove and T2C2-overlay (Z = −2.530, p = 0.011)

and between T2C1-remove and T2C3-blur (Z = −2.811, p = 0.005) but no statistical
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FIGURE 5.17: The average results of co-presence questions for task
1 comparing the two conditions: T1C1 no social filter to T1C2 with
social filter. *=statistically significant result. Error bars indicate stan-

dard error.

significant difference between T2C2-overlay and T2C3-blur (Z = −1.073, p = 0.283).

For the co-presence questionnaire (Figure 5.20), a Friedman test did not show

a statistically significant difference in the hiding mechanism as a viewer (χ2(2) =

0.419, p = 0.811) nor as a sharer (χ2(2) = 1.391, p = 0.499).

For the shared-experience questionnaire (Figure 5.21), a Friedman test did not

show a statistically significant difference in the hiding mechanism as a viewer (χ2(2) =

3.733, p = 0.155) nor as a sharer (χ2(2) = 5.326, p = 0.070).

Post-questionnaire

In response to the ranking questions (Figure 5.22), all 12 participants preferred hav-

ing a social filter when sharing a view of their room over having no filter (i.e., show-

ing everything in the room to all social relationships). As for ranking the hiding

mechanism (Figure 5.22), the most preferred option for hiding sensitive data in the

room was the Remove option followed by the Overlay option, while the least pre-

ferred option was Blurring.

Participants were asked if there was a different mechanism for hiding objects in

their shared room that they would prefer (such as replacing the hidden object with

a similar but less sensitive one). About 42% thought that replacing the object was a

good idea; however, most of them raised concerns about how they may not like the

additional effort needed for selecting a similar object to replace.
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* *

FIGURE 5.18: Results of shared-experience questions on social filter
on a 7-point Likert scale as a viewer and as a sharer.

5.3.4 Discussion

For the first task of comparing using a social filter or not, the results showed a stat-

ically significant difference in the bi-polar rating item Close-Open of the semantic

difference questions for the viewer side. Participants rated that they felt less Open

as a viewer when having a social filter on. This can be explained by when no social

filter is applied; it means nothing is hidden, and therefore, the participants may feel

the sharing experience is more open. There was no statistically significant difference

in the sharer side regarding semantic difference questions. This can be explained

by when someone is sharing their room; it does not trigger an emotional response

whether with or without the social filter.
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*

FIGURE 5.19: The average results of bi-polar questions for task 2 com-
paring three conditions of hiding mechanisms: T2C1-remove, T2C2-

overlay and T2C3-blur. *=statistically significant result.
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FIGURE 5.20: The average results of co-presence questions for task
2 comparing hiding mechanisms of three conditions: T2C1-remove,

T2C2-overlay, T2C3-blur.

As for the co-presence questions, there was no statistically significant difference

in the viewer side whether a social filter was applied or not. This indicates that

the social filter does not increase or decrease social presence for the viewer. How-

ever, from the sharer’s perspective, there was a statistically significant decrease in

co-presence when the social filter is applied.

For the shared-experience questions, there was no statistically significant effect

of having a social filter on the viewer side. However, on the sharer side, having a

social filter had a significantly positive effect on users feeling comfortable and feel-

ing secure. This indicates that having a social filter will increase the sense of being

comfortable and secure for the sharer.

For the second task of comparing hiding mechanisms, there was no statistically

significant difference between the mechanisms in terms of semantic difference ques-

tions, except the bi-polar rating item Close-Open for the sharer perspective. While

applying a social filter felt less open in the results of task 1, the blur hiding mecha-

nism was rated as more open compared to the overlay and remove options. There

was no statistically significant difference in co-presence and shared-experience ques-

tions. The ranking results showed that participants preferred having a social filter.

Combined with the results of shared-experience questions, the results indicate that

having a social filter is essential for people to feel comfortable regarding privacy

when they have to choose, but not as much when they have to go through the effort

of selecting which objects to hide for each social relationship.
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FIGURE 5.21: Results of shared-experience questions on hiding mech-
anisms on a 7-point Likert scale as a viewer and as a sharer.
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Ranking hiding mechanism

T2C1-remove T2C2-Overlay T2C3-Blur

Ranking social filter

T1C1-no filter T1C2-with filter

FIGURE 5.22: The results of the ranking conditions. Left: comparing
no social filter to having social social filter in terms of choice prefer-
ence. Right: comparing hiding mechanisms in terms of choice prefer-

ence.

The user study was simulated with non-real relationship participants. Social

dynamics between different genders or age group could vary too.

Future work includes allowing users to customise their room so that they feel

more attached to the space they are sharing. In this user study, the sharer was hiding

objects in the room while the viewer was observing the shared room at the same time.

In the future, a study can be done to test if hiding before the viewer is connected

would affect the sense of co-presence or the feeling of being comfortable with shar-

ing. Additionally, this study was limited to two participants. Future studies could

look into multiple (more than two) participants each are viewing and sharing with

different social proximity with different people. This will be interesting to observe

the group effect on sharing social experiences and to test a different way of filtering

shared surrounding environments.

This study focused on a symmetric setup (AR headset for both users) between

the Sharer and the Viewer. The reason for choosing a symmetric setup instead of an

asymmetric (VR headset for the Viewer) was to enable the Viewer to navigate their

way inside the shared remote environment while still being aware of their physical

environment. This will open questions for future research directions addressing is-

sues of non-similar environments (between Sharer and Viewer) which is closer to

real scenarios for social sharing purposes. In addition, the focus of the study was on

the hiding mechanisms. In a VR setup, the physical world is not visible. Therefore

the Viewer will see a blank background (in the Remove case) when an item is hidden.

In an AR setup, the Viewer will see the physical world instead.
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5.3.5 Conclusions

This work described a prototype of AR social sharing experience built on a HoloLens

to share a user’s 3D surrounding environment with social contacts. The prototype

simulates a future wearable AR social networking application. The goal of the proto-

type was to explore how users would be willing to share views of their surroundings

with remote people with different social relationships.

Users were allowed to choose which part of the room to hide or show to different

social groups (intimate, friends, strangers). A user study was run to test the effect

of using a social filter on co-presence and the feeling of privacy from both sides as a

sharer and a viewer. Results showed that all participants preferred having a social fil-

ter, although it causes the feeling of being less open on the viewer side, and of lower

co-presence on the sharer side. However, having a social filter had a positive effect

on feeling more comfort and security on the sharer side. Results also showed that

participants felt being more open when using the blur hiding mechanism compared

to others, such as remove or overlay.
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5.4 Social Data Summary

This chapter explored different options for representing social data (e.g., 360-degree

images, 3D scanned room) in a wearable social AR interface. The explored options

include: 1) filtering the type of shared social data (Section 5.1), 2) filtering the level of

detail of 3D shared surrounding environments (Section 5.2), and 3) filtering partial

elements in shared social data (Section 5.3).

The user studies in this chapter showed that 1) when sharing 360-degree videos,

viewers preferred (in ranking conditions) to use physical walking toward/away

from the social contacts as a way to change the level of detail of the shared social

data over no filter, 2) when sharing a 3D surrounding environments, the perceived

comfort in terms of privacy for both viewer and sharer was higher when having

a social proximity filer over no filter, and 3) When sharing a 3D surrounding envi-

ronment, it is more comfortable and secure when a social filter is applied over no

filter.

These user studies explored 1) different media type and 2) different levels of

detail of media. Additionally, the semantic context can be explored as a possible

dimension where the content of the media offers different levels of details that can

be mapped on the Social AR Continuum.

These results of this chapter validate the different levels in the dimension of shar-

ing social data on the Social AR Continuum. The next chapter looks into the interac-

tions between social contacts and shared social data.
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Chapter 6

Social Interactions in AR

After studying the dimensions of representation of social contacts (Chapter 4) and

shared social data (Chapter 5), this chapter examines the dimension interactions be-

tween social contacts with each other and with other virtual objects. The interaction

is represented by adding an AR tag or annotation on a shared medium to socially

connect with other users.

Annotation is an example of interactions between social contacts and social data.

This interaction can be represented in different levels of detail based on social prox-

imity. Four types of annotation can be defined by the attachment status (attached/de-

attached) and the co-location (on/off location) with the user [28]. This chapter ex-

plores these options of the taxonomy and how they would fit on the Social AR Con-

tinuum dimensions of interactions.
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FIGURE 6.1: Social interaction continuum

This chapter aims to answer the research question RQ3: "How can wearable AR

displays be used best for interacting with social contacts and shared social data?"
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Annotation is one of the social interaction methods where users can add text or

other information to be overlaid on top of a shared medium to communicate ideas

or thoughts between participants. This chapter explores different media and options

for sharing annotations with social contacts. AR annotations are useful for remote

collaboration and shared experiences where context or descriptions of the conversa-

tion can be highlighted.

The sections of this chapter focus on the annotation dimension and explore how

annotation can be used in different scenarios of sharing social experiences. The first

section 6.1 addresses annotation of a live video stream. The second section 6.2 stud-

ies annotation of a 3D environment using 3D sensors to detect the shared surround-

ing environment. The last section 6.3 looks into panorama images as a medium and

explores awareness and collaboration techniques. The other dimensions on the inter-

action continuum are out of the scope of this thesis and will be addressed in future

work.

6.1 Registration of AR Annotation on Social Video Sharing

AR annotation is an example of the interaction dimension on the Social AR Contin-

uum. The attachment of these annotations can be represented in different level of

detail (attached vs unattached) which can be mapped based on social proximity. For

instance, attached AR annotations on a particular object or a person can be used

for Intimate type of social relationship while unattached annotations as a list of text

annotations can be used for Friend or Stranger types of social relationship.

This section investigates an AR interface displaying comments directly on a live-

streamed video. Our prototype allows remote spectators to perceive the streamed

live video with different interfaces for displaying the comments, including an inter-

face which puts AR annotation feedback directly on the shared video, and another

interface that provides feedback in a separate window [65]. A user study was con-

ducted to compare different ways of visualising comments and found that users

prefer having comments directly in the AR view rather than in a separate list. This

section discusses the implications of this research and directions for future work.

The vision of this work is to explore different user interfaces where users can add

comments on a shared social video. Options considered based on existing video
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FIGURE 6.2: Overview of the investigated interfaces showing screen-
shots of the different interface conditions. (L): Comments displayed
as a List on the side. (AR): Comments overlaid on the background
video. (L+AR): Comments displayed both as a list on the right and as

an overlay.

sharing platforms (e.g., YouTube1, Vimeo2): (1) List, (2) Augmented Reality (AR),

and (3) List + AR (see Figure 6.2).

Previous work has demonstrated live video sharing on a mobile platform and

support for viewer feedback. However, there has been little evaluation of different

methods for providing feedback. This section reports on investigations into different

user interface (UI) options for viewing comments left by multiple users on a shared

live video stream. Thus, the main contribution is investigating if comment place-

ment on live video sharing improves the user experience. This work describes the

prototype developed to explore this question.

1https://www.youtube.com/
2https://vimeo.com/
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6.1.1 System Design

In order to explore different ways to share AR comments from remote collaborators,

a prototype was developed that enables a user to share a live video stream with oth-

ers and receive comments from multiple users who are watching. Our system con-

sists of a WebRTC3 application running on AppEngine4 on Google Cloud servers,

which offers a fast peer-to-peer connection between devices. The advantage of the

system being built on a web platform is that it can run on multiple hardware speci-

fications, including desktop, hand-held, and wearable devices. Figure 6.3 shows the

overall design of the prototype system.

signaling
signaling

orientation

comments

Handheld deviceViewers’ devices

WebRTC Server

Device orientation 

API

Three.js 

WebRTC client

Three.js 

WebRTC client

FIGURE 6.3: System architecture of AR annotation on video stream-
ing based on WebRTC

The prototype was built as a fork from the AppRTC5 code base which hosts a

website that enables people to start a video conferencing session on the web. The ap-

plication tracks the device orientation and transfers the data to the receivers’ devices

via DataChannel. The AppRTC application is written in Python for the backend

and Javascript for the front-end. It takes advantage of being hosted on AppSpot so

that it complies with the WebRTC requirements for HTTPS. The AppRTC system al-

lows users to communicate with each other over the Internet. The Three.js library6

was used for visualising 3D elements on the Javascript layer in order to render the

AR annotation on top of the video. The AR visualization is implemented with two

3https://webrtc.org
4https://appengine.google.com/
5https://apprtc.appspot.com/
6http://threejs.org/
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graphical layers (see Figure 6.4). The background layer shows the video stream cap-

tured by the camera on the mobile device. On top of the background, comments are

drawn on the front layer using orientation tracking information to show them in a

body-stabilised manner.

FIGURE 6.4: UI of the system showing: 1) video layer (yellow) and 2)
annotation layer (red)

6.1.2 Implementation

The application starts by turning on the back camera on the mobile device and ask-

ing the user to enter a "room number" to start the connection. Once this is entered,

the application will enter "call mode", waiting for other participants to enter the

same room number. Once the call is established, the mobile device will start stream-

ing video and device orientation data to the viewing PC.

Both users can send comments to each other by clicking on any part of the shared

video. The system then calculates the 3D position of the comment in the AR space

and waits for the comment text to be entered. Once the user enters the message, the

text is displayed on both the sender’s and receiver’s screens. The motion data of the

sender’s device is also shared so that the receiver will see the comment appearing at

the same place as the sender turns their device.

Three different ways of showing comments on the live video stream are imple-

mented (see Figure 6.2 above). The first is a list view where the comments are listed

on the side of the camera feed view. An AR view overlays comments on top of the
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video feed and rotated around the user based on phone orientation, so the comments

appear fixed at the location on the video where they were first entered. Finally, an

AR + list implementation combined the list view with the AR view. The next section

reports on a user study exploring these three implementations.

6.1.3 User Study

A controlled within-subjects user experiment was conducted to test the different UIs

for displaying comments, using the three approaches just explained. The experiment

started with the participants giving consent and answering questions about demo-

graphic information. Then they went through a training session to get familiar with

the application and the experimental procedures. The tasks during the training were

designed to look around and read the comments appearing on the UI. A 180-degree

panoramic image projected around the user on large screens was used to simulate

different real spaces for the user (see Figure 6.5).

FIGURE 6.5: Participants during the experiment

Four different images were selected where the user might be interested in shar-

ing their surroundings, varying in terms of indoors/outdoors and busy/quietness

(see Figure 6.6). A different background was randomly assigned for each condition

between subjects.

Each participant was asked to sit in the middle of the projection screens showing

the background image, hold a smartphone, and aim its camera at the background to

share it with remote users. The experimenter simulated multiple users sending com-

ments on the shared video in a ’Wizard of Oz’ style setup. There were six predefined

comments (see Table 6.1) for each background. The predefined comments allowed

for a controlled experiment (i.e., the same text at the same location) and reduced the

need to have participants playing the role of the commenter.
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FIGURE 6.6: 180-degree images used during the experiment. a) A
park: outdoors and quiet, b) A museum: indoors and quiet, c) Inter-

section: outdoors and busy, d) A classroom: outdoors and busy.

The comments appeared on the screen in three different styles depending on the

experimental condition. The order of the conditions was counterbalanced using a

balanced Latin square design. While watching the comments, the participant was

asked to remember which part of the background each comment was talking about

and who made a comment, which could be identified by the colour of the comment.

There were up to four colours (commenters) in the experiment. The comments faded

away one minute after being displayed, simulating the user receiving multiple com-

ments while having limited time to read them all.

TABLE 6.1: Social comments appeared on the 360 panoramic images
during experiments

B1: Park B2: Museum B3: Intersection B4: Classroom
nice place interesting too many people interesting
picnic area beautiful exciting busy
play area weird shopping!!! teacher
nice lake how much? cool ads boring
relaxing confusing people alone

good for running nice composition traffic jam what time is it

After completing a condition, participants were asked to place a printed version

of each comment on a background image, at the correct location, and with the correct

colour, testing their knowledge of where each comment appeared. The participants

were also requested to answer a questionnaire on system usability [11] and social

presence [29]. The social presence questions were slightly modified to fit the scenario

being tested and only focused on one-way communication. Table 6.2 shows the

social presence questions that were answered on a seven-level Likert-like scale rating

(1: strongly disagree - 7: strongly agree).

After finishing all three conditions, participants answered a post-experiment ques-

tionnaire that asked them to rank and compare all three conditions in terms of
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TABLE 6.2: Social presence questionnaire. Negative questions
marked with (-)

Q1 Comments from others were clear to me.
Q2 It was easy to understand comments from others.
Q3 (-) Understanding others’ comments was difficult.
Q4 I could tell how others felt by my video sharing.
Q5 (-) Others’ emotions were not clear to me.
Q6 I could describe others’ feelings accurately.

strengths and weaknesses. Finally, the experiment ended with a debriefing and the

opportunity for participants to provide open-ended comments.

6.1.4 Results

Twenty participants (11 female, aged between 19 and 35 years old, Median=27.5,

SD=4.55) were recruited to participate in the user study. Most (95%) of them had

experience with live video streaming a few times a week to a few times per month,

and 80% were familiar with AR applications. A Shapiro-Wilk test indicated that the

data was not normally distributed. A non-parametric Friedman test was run for

all the results with alpha=0.05, and post-hoc tests using Wilcoxon signed-rank tests

with the Bonferroni correction (alpha = 0.017).

The average SUS scores for each condition are shown in Figure 6.7. There was a

statistically significant difference between the average SUS scores for each condition

(χ2(2) = 9.658, p = 0.008). Post-hoc analysis showed significant differences between

L and AR (Z = −2.638, p = 0.008) and between L and L+AR (Z = −2.559, p =

0.010). However, there was no statistically significant difference between AR and

L+AR (Z = −0.197, p = 0.844). This shows that the list condition on its own was

considered considerably less usable than the other two conditions.

As for the social presence questions (see Figure 6.8), the responses were inverted

on the negative questions, Q3 and Q5, to allow all questions to be aggregated, com-

bining the answers for both "perceived message understanding" and "affective un-

derstanding" into social presence score. There was a statistically significant differ-

ence in the perceived social presence (χ2(2) = 16.892, p < 0.001). Post-hoc analysis

found there were significant differences between L and AR (Z = −3.459, p = 0.001)

and between L and L+AR (Z = −3.311, p = 0.001) while there was no statistically

significant difference between AR and L+AR (Z = −0.427, p = 0.670).
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FIGURE 6.7: SUS scores for each condition
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FIGURE 6.8: Results for the social presence questions "perceived mes-
sage understanding" and "perceived affective understanding" com-
bined. Whiskers indicate standard error. *=statistically significant

difference

As for the ranking results (see Figure 6.9), the average of the answers (where

3=best, 1=worst) was calculated. The results show a statistically significant differ-

ence between conditions (χ2(2) = 9.100, p = 0.011). Post-hoc analysis showed a

significance level set at alpha=0.017. There were significant differences between L

and AR (Z = −2.766, p = 0.006) and between L and L+AR (Z = −2.502, p = 0.012).

However, there was no statistically significant difference between AR and L+AR

(Z = −0.039, p = 0.969). This shows that the list condition (L) was ranked the worst

out of the three conditions, and the two AR conditions were ranked the same.

For the task of matching the position and colour of the comments (see Figure 6.10)

participants were asked to remember who wrote which comment (indicated by the

colour of the comment) and the position of the comment (indicating which part of
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FIGURE 6.9: Results for condition ranking questions (3=best,
1=worst). Whiskers indicate standard error.

the scene the comment was about). The results show that there was a statistically sig-

nificant difference (χ2(2) = 22.030, p < 0.001). Post-hoc analysis showed that there

was no significant difference between the AR and L+AR conditions (Z = −1.016, p =

0.310). However, there was a statistically significant difference between L and L+AR

(Z = −3.628, p < 0.001) and between L and AR conditions (Z = −3.447, p = 0.001).

0

2

4

6

8

10

12

List AR List+AR

N
u

m
b

e
r 

o
f 

m
a

tc
h

e
s

 

Matching posi!on and colour of comments

* 

p=.001

* 

p<.001

FIGURE 6.10: Results for correctly matching comments with back-
ground and colour. Whiskers indicate standard error. *=statistically

significant difference.

Participants were asked open-ended questions to comment on their experience

in terms of the strengths and the weaknesses of each condition. Approximately 80%

of feedback from the participants noted that in the list condition (L) it was more

difficult to identify the area of the comments compared to the AR conditions. Eight

participants (40%) found it more challenging to remember the comment colours as a

means to identify the person who sent the comment.

In the AR and L+AR conditions, participants felt that the comments were contex-

tual and relevant to the background. For example, "It is easier to remember comments

on the video (AR) because the comments act as cues on the video you can directly see what

the people are commenting on which I think makes me feel more connected to them". One of
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the strengths of the L+AR condition commented on included having an overview of

the list of comments even if they are outside the current viewpoint of the user.

However, users felt that comments in the L+AR condition could clutter the UI

and partially block the background. One participant said "The screen just became

too busy with comments that I do not have the time to actually sort out the comments and

associate them on the video". Some suggested this could be resolved by making the

comments not in the centre of view more transparent.

Participants were asked what they would like to improve. Most reported that

they would like to use a head-mounted display to view comments in the AR mode.

It was also suggested to use a profile image instead of colours on comments to dis-

tinguish remote users.

Overall users felt that the AR and L+AR conditions were fun and cool to use,

providing comments such as "It is pretty awesome. I love the experience, and I would

really like to use this app with my social network.".

6.1.5 Discussion

The user study results found that subjects preferred the conditions that contained

an AR view, compared to showing comments only displayed in a list format. They

thought these AR conditions were more usable than non-AR, provided a higher de-

gree of social presence, and enabled them to remember the comment layout better.

This is probably because the spatial association of comments increases the likelihood

of the message being understood.

It was expected that one of the AR conditions (AR or L+AR) would have been

more popular than the other; however, this was not the case. Some users preferred

L+AR over the AR as the former provided an overall list of comments even if they

were not visible in the current user viewpoint, making the user more aware of new

comments without needing to look around to find them. Other users preferred the

AR only condition, as the screen was less crowded. One solution to this might be

hiding the comments on the list that are visible on the AR view, removing any du-

plication. Alternatively, a radar view could be used to show dots to represent com-

ments.

Some users found the one-minute timeout for the comments fading away to be

too fast. Associating the comments with colour to represent different users may not
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be the best option. An alternative approach would be to use an avatar or name of

the person to identify the comment source.

The study has a number of limitations that have to be addressed in the future.

The experiment was conducted in a simulated environment rather than outdoors.

A static background image was used to simplify the conditions. However, in real

life, things will be moving in the background (e.g., people walking, cars passing by).

In such scenarios, the comments in the AR condition may not stick to the moving

objects. However, this could be solved by using image processing techniques to

track objects that will allow the comment to be moved with them. Finally, all of the

comments were generated by an experimenter and were fixed, rather than coming

from real people who could write whatever they liked.

6.1.6 Conclusions

This section investigated AR annotations for social live video streaming. The work

included conducting a user study testing three variations of the interface for show-

ing comments: 1) a List view, 2) an AR view and 3) a combined List + AR view.

Participants felt that the AR and the List + AR conditions were significantly better

than the List condition in terms of system usability and social presence. The fol-

lowing sections investigate the higher level of fidelity in AR annotations using 3D

sensors and on panoramic images.
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6.2 AR Annotation using 3D sensors

A second example of the interaction dimension of the Social AR Continuum is in

interaction with 3D depth data. The AR annotation can be placed in a 2D plane

(lower fidelity) or on a 3D depth registration (higher fidelity), which then can be

mapped into social proximity.

This section describes a wearable system that allows people to place and inter-

act with 3D AR annotations placed around them ([63, 64], Figure 6.11). It uses two

wearable technologies: a head-worn wearable computer (Google Glass7) and a chest-

worn depth sensor (Google Tango 8). Google Glass is used to generate and display

virtual information to the user, while the Tango is used to provide robust indoor posi-

tion tracking for the Glass. The Tango enables spatial awareness of the surrounding

world using various motion sensors including 3D depth sensing, an accelerometer

and a motion-tracking camera. Using these systems together allows users to create

an AR annotation via voice input and then register this annotation to a physical ob-

ject or position in 3D space as an augmented annotation. This work describes the

design and implementation of the system, user feedback, research implications, and

directions for future work.

FIGURE 6.11: AR annotation application scenario. (a) The setup; (b)
A sample indoor environment; (c) The depth data from the Tango

sensors; (d) The AR view through the Glass display.

This system combines multiple wearable technologies through a wireless net-

work. The system is small and light enough to be comfortably worn, allowing for

mobility in the physical world, and being available for annotation not only on 2D

surfaces also in 3D space. For example, if the user walks closer to or away from the

AR annotation (e.g., 3D text or models), it will appear larger or smaller according to

7https://en.wikipedia.org/wiki/Google_Glass
8https://en.wikipedia.org/wiki/Tango_(platform)
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the changes in the perspective view. The system combines Google Glass and Google

Tango together to provide a compelling wearable AR experience. Google Tango is a

self-contained hand-held device that uses a motion-tracking camera, 3D depth sens-

ing, a nine-axis accelerometer, gyroscope and compass sensors. It has a rear-facing

4MP RGB/infrared camera, a 180-degree field-of-view fisheye rear-facing camera, a

120-degree field-of-view front-facing camera, and a 320 x 180 depth sensor. In con-

trast, Google Glass has no depth-sensing capability but combines computing and

display in a highly compact form factor.

6.2.1 System Design

The main application scenario for our prototype system is around sharing messages

through creating and viewing location-based AR annotations registered in a small

scale physical environment. The user wearing the system walks into a room and

then places AR annotations at various places or on objects offline (asynchronously)

so that the AR annotation can be viewed later by the same user or by a different

user. The AR annotation content is created by using voice input and placed where

the user is looking. The distance between the AR annotation and the user is between

0.5 to 4 meters (according to Google Tango depth camera specifications) The AR

annotations can be meaningful for users, for example, reminding them of something

interesting in this space, or sharing the message with other users as a collaborative

tool. The system should work in an arbitrary unprepared indoor environment where

no previous knowledge about the space is required.

Traditionally AR annotation tracking uses two different approaches at different

ends of the technology spectrum (see Figure 6.12) based on the level of detailed

information required. At one end, there is GPS location-based tracking that can be

implemented in a light-weight HMD such as Glass. On the other end, 3D depth-

sensing cameras incorporated into a hand-held device (HHD) are capable of indoor

tracking and localisation. The aim of this system is to combine the benefits of a light-

weight HMD with self-contained mobile 3D depth tracking, offering not only the

outdoor GPS based tracking but also vision-based indoor tracking for AR annotation

applications.
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FIGURE 6.12: The spectrum of AR annotation tracking. A head-
mounted display with GPS is ideal for outdoor tracking. Hand-held
devices (3D camera) can be used for indoor tracking. Glass+Tango

enables indoor AR annotation tracking on a light HMD.

6.2.2 Implementation

The system consists of two wearable devices, a Google Glass HMD and a Google

Tango chest-mounted 3D depth and sensor (see Figure 6.13). The two devices com-

municate with each other wirelessly. The Tango extends Glass’ sensing ability by

sharing the location and pose of the user as well as the annotated target position

in the real world. The Glass dynamically overlays an AR annotation based on the

spatial information received from the Tango, and the background of the Glass dis-

play is set to black to act as an optical see-through display (see Figure 6.14). A white

square is displayed on the Glass screen to indicate the centre point at which the

tango depth camera is facing. The user can initiate the wireless connection by using

a three-finger touch gesture on the Glass touchpad, and the AllJoyn9 library is used

for networking.

FIGURE 6.13: System workflow of AR Annotation using 3D sensors.
Google Glass detects user voice input for the annotation text con-
tent. The AR viewpoint is calculated based on the head rotation from
Google Glass, body rotation and position from Google Tango. Google
Tango also provides the depth (z-axis) for where to place the annota-

tion on top of the real world.

Once the system starts on the Tango, it creates a reference coordinate of the sur-

rounding environment. When the user moves, the motion sensor on the Tango will
9https://en.wikipedia.org/wiki/AllJoyn
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FIGURE 6.14: View through Glass display of a cup overlaid with an
AR annotation.

detect the body position and rotation from the reference origin, both of which are

then wirelessly transmitted to the Glass. Combing the head rotation detected by the

sensors on the Glass, the AR Viewpoint position can be calculated. The position

of the AR viewpoint is calculated by adding a measured distance in height from

Tango’s position to adjust for the height difference between the Glass and Tango.

The orientation of the AR viewpoint mainly depends on the body’s rotation but will

be adjusted with the head and body pose difference, if the user turns their head

towards a different direction from their chest.

A speech recognition service is running in the background on the Glass to detect

the users’ voice input and convert it into a short-word text. The text will appear on

the upper-left corner of the display for the user’s confirmation (see Figure 6.14). The

upper-left corner shows the last words captured via the voice recognition service,

and a white square indicates the centre position of Tango’s RGB depth frame. The

text in the middle of the display "Cup" is an AR annotation overlaid on top of a

physical cup. This function is implemented as an Android service that utilises the

Google API for speech recognition10, and so requires an internet connection. Once

the user is satisfied with the recognised text, they can tap on the Glass touchpad

while looking where they wish to add the AR annotation by using the white square

in the display. The Glass sends a request to Tango to identify the location of the AR

annotation in 3D space.

Combining the AR viewpoint and the recognised text, the target position could

10https://developers.google.com/glass/develop/gdk/voice
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FIGURE 6.15: User study scenario

be converted (the centre point of the depth image indicated by the white square) to

the global position relative to the origin. The Tango returns the global position of the

AR annotation to the Glass. This information is used to construct an AR annotation

with the speech recognised text that is overlaid on the top of the Glass camera view.

6.2.3 User Study

A user study was conducted (see Figure 6.15) with ten participants, four female, six

male, ranging in age between 23 to 33 years old (SD = 4.35). The main focus of

the study was to measure the usefulness of the proposed system. Participants were

asked to create three different AR annotations for three different objects inside the

room, with voice input, and then to walk around to observe how well the AR annota-

tion was placed at the selected location. Participants had the freedom to assign a text

using voice input to an object they wished in the test. The experimenter explained

the task before the experiment and gave examples of target objects and names to use

for voice input. All participants completed the task within five minutes.

Qualitative feedback about the system was collected from participants, including

how they would describe their experience using our system, what they liked and

disliked. The same set of questions (Table 6.3) were asked in four categories: (C1)

Using the voice commands to create an AR annotation, (C2) Tap on glass touch panel

to attach the AR annotation, (C3) Walk around to find an AR annotation stuck to the

original position, (C4) Overall AR annotation experience.
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TABLE 6.3: Survey questions

Q1 I found it easy to use
Q2 I found it natural to use
Q3 I found it physically challenging
Q4 I found it mentally challenging
Q5 I found it useful

6.2.4 Results

The answers were captured on a Likert scale of 1 to 7 in which 1 = "strongly disagree",

and 7 = "strongly agree". The One-sample Wilcoxon Signed-Rank test was used on

the results to measure significance. Based on the results, the results found that partic-

ipants rated significantly higher than neutral (4) on Q3 (p = 0.01, 0.009, 0.007, 0.041)

and Q4 (p = 0.014, 0.009, 0.007, 0.01) for all categories (C1, C2, C3, C4). Q2 (p =

0.033) and Q5 (p = 0.015) were rated significantly higher for category (C3). Q1 for

C4 was rated significantly higher (p = 0.014) (see Figure 6.16). The results for other

tasks were rated less significant than neutral level (4). Participants rated the task

of walking around the environment as useful with an average score of 5.2 out of 7,

as well as being not mentally challenging with an average score of 2 out of 7. This

highlights the usefulness of the system in assigning AR annotations and recognising

them when they appear on their display while walking around the environment.

In addition to the survey, participants were asked open-ended questions to com-

ment on the system usability. A total of 3 out of 10 participants mentioned that they

would use this system for virtual sticky notes, and they also provided some positive

feedback such as "the system could be useful for finding a meeting room or a colleague’s

desk in an open plan area". There were also a few suggestions for improving the sys-

tem, such as "allow the user to manually adjust the location of the AR annotation" or

"integrate with eye-tracking to assist placing the AR annotation within the field of

view". Participants appreciated the concept of wirelessly connecting depth camera

to a wearable HMD to enable the 3D spatial tracking.

6.2.5 Discussion

While our prototype system demonstrates the concept of harmonising the use of mul-

tiple wearable devices for AR visualisation, there are a few limitations in the current

implementation of the system. It was observed that some users had difficulties with
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dard error. *=statistically significant

voice input as they were not native English speakers, which made the participants

use several attempts before the intended word was correctly recognised.

The current system tracks the 3D environment relative to the starting position,

which requires users to start the system at the same position and orientation in each

test trail to keep the annotation in place between uses for sharing. This could be

overcome in the future by storing the reconstructed 3D map of the environment and

reusing it instead of generating it from scratch every time.

Many implementation scenarios could benefit from combining a light-weight

HMD with a chest-worn 3D depth camera, such as 1) navigation, 2) Remote col-

laboration and 3) Social sharing. This section describes each of these in more detail.
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Navigation is a scenario where this system can be useful. The user could nav-

igate in an outdoor environment using GPS on Glass or similar smart glass dis-

play. Google Glass, being an unobtrusive HMD, allows for hands-free navigation.

However, when the user enters a building, the GPS stops working, and the system

switches to indoor navigation using the 3D depth camera of the Google Tango de-

vice. Combining two devices enables a seamless transition during a navigation ex-

perience. For example, a person could be shopping to find a particular item and use

outdoor GPS tracking to guide them to the store. Once inside the store, the Tango

depth-sensing hardware can help with navigating to find a particular product on the

shelf.

Remote collaboration is another scenario where this application could be useful.

A local user could transmit reconstructed 3D geometry of the environment using the

Tango device to the remote user. The remote user will then have a more detailed view

of the environment compared to 2D sharing such as with a video stream. With the

3D geometry of the environment, the remote user can view the scene from different

angles, which helps provide a better understanding of the surroundings of the local

user. Placing AR annotations in a 3D environment helps maintain the location of the

AR annotation especially when the viewing perspective is changed to the point from

when it was originally recorded.

Additional use of the system could be in a social sharing experience where mul-

tiple users of the system could collaborate to add, edit and manipulate AR annota-

tions in the shared environment. Multiple users wearing depth sensors could see the

same annotation while they are face-to-face or if they are remote, they can see a live

stream from the local user with the AR annotation. Also for asynchronous collabo-

ration, user A can add an annotation to a physical object/location, then user B can

come in later (when user A has left) and view and interact with the AR annotation.

The system described in this section was designed and implemented in 2014.

In 2019, similar capabilities can be found in a self-contained HMD unit such as

HoloLens or Magic Leap. If a similar project to be implemented today, the Magic

Leap HMD can be used with no additional hardware.

Since the development of this system, there have been newer devices available.

If this work was implemented with a HoloLens11 or Magic Leap12, there would be

11https://en.wikipedia.org/wiki/Microsoft_HoloLens
12https://en.wikipedia.org/wiki/Magic_Leap

https://en.wikipedia.org/wiki/Microsoft_HoloLens
https://en.wikipedia.org/wiki/Magic_Leap
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no need for Google Tango as current AR headset devices integrate a 3D depth sensor

in the AR display. The focus of the study will shift to different levels of interactions

based on the Social AR Continuum. For instance, a close friend may be able to

manipulate the 3D AR Annotation, while an acquaintance or friend may only be

able to read or comment on the existing annotations.

6.2.6 Conclusions

This section presented a wearable AR system combining tracking technologies to

provide a compelling indoor AR experience for spatial annotation applications, es-

pecially in asynchronous collaboration scenarios where the users of the system are

not required to be online at the same time. By wearing the system, users can create

AR annotations with text content generated by voice input, and place them where

they are looking. The AR annotation can be visualised in place as a reminder for the

users.



114 Chapter 6. Social Interactions in AR

6.3 Social Panoramas Using Wearable Computers

A third example of annotation as interaction dimension on the Social AR Contin-

uum is an annotation on 360-degree panoramic images. The level of annotation can

be described as drawing or adding text, which then can be mapped into social prox-

imity. This section discusses using panorama images to share social experiences. In

particular, it explores awareness and annotation cues between users sharing a social

experience through a shared panoramic image.

This work describes the concept of Social Panoramas that combine panorama

images, Mixed Reality, and wearable computers to support remote collaboration [9,

81] (Figure 6.17). A prototype was developed that allows panoramic images to be

explored in real-time between a Google Glass user and a remote tablet user. This

uses a variety of cues for supporting awareness and enabling pointing and drawing.

A user study was conducted to explore if these cues can increase Social Presence.

The results suggest that increased interaction does not increase Social Presence, but

tools with higher perceived usability show an improved sense of Presence.

FIGURE 6.17: Social Panoramas using Google Glass

Camera-equipped mobile devices provide a quick way of capturing and sharing

experiences and spaces. Wearable computers that combine head-mounted displays

(HMDs) and cameras provide new opportunities for collaboration. For example,

Google Glass13 has a camera, microphone, and head-worn display.

This work assumes that the panoramic 360-degree image was captured and stitched

beforehand (offline). The Google Glass and Android tablet are used to view and in-

teract with the panoramic 360-degree image.

13http://www.google.com/glass/
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6.3.1 Prototype Development

In order to explore the concept of social panoramas, a prototype was developed that

allowed a user with Google Glass to collaborate with a user on a tablet, both viewing

and interacting with the same 360-degree panoramic image via a WiFi network. As

the main focus of this study is on the social interactions, the 360-degree panoramic

image is assumed to be previously captured by a separate camera system. A Con-

text Compass interface [86] was implemented to provide awareness of the remote

user’s viewpoint. The prototype was developed using Processing 14 with the Ketai

library for sensor support 15 and the oscP5 networking library 16. The panorama

was mapped onto a cylinder, viewed by the user rotating the tablet or their head

with Glass. A within-subject experiment was conducted to compare if interaction

possibilities such as drawing and pointing within a panorama can increase Social

Presence, or "the sense of togetherness" [6].

The user interface (Figure 6.18) of the Glass and the tablet, shows the shared

panoramic image in the background. To allow independent viewpoints between the

two users, a Context Compass appears as a box on a line on top of the screen. It was

designed to give overview information of the real world through head-mounted

displays. The box moves accordingly to the head orientation on the line, which

represents 360 degrees. The remote user is being displayed with a red box - once the

rectangles are aligned, the users are looking at the same direction. The box moves

only linearly.

The two users can interact with each other either using drawing or pointing. For

the drawing interaction, the Glass users and tablet users alike could make use of

drawing any shapes they like by utilising the touch surface of the tablet or the touch-

pad on the Glass device. Drawing would be done with one finger. Lifting a finger

and touching again would result in a new shape being drawn. The pointing interac-

tion is similar to the drawing interaction, but instead of drawing a continuous line

only a pointer in the shape of an arrow would be visible and be used in the sense of

pointing to objects or locations. The arrow would always be visible on-screen even

if not in use.
14http://www.processing.org/
15https://code.google.com/p/ketai/
16http://www.sojamo.de/libraries/oscP5/
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FIGURE 6.18: Triangular pointing cursor on the left, and drawing on
the right. An icon indicates in which mode the user is.

6.3.2 Experiment

The experiment involved a collaborative task between two subjects in different rooms

using Glass and Tablet devices, viewing the same panorama of the Glass user’s envi-

ronment. All subjects used four interaction conditions (Figure 6.18) that were coun-

terbalanced with the technique of Latin square. The four conditions are:

• C1-Audio: both participants used audio to communicate with each other and

were able to see the panorama and the Context Compass, but they received no

additional virtual cues.

• C2-Pointing: a virtual pointer for each user was added that could be used as a

cursor on the panorama.

• C3-Drawing: users could make use of the Glass touchpad or the touch surface

on the tablet to draw on the panorama.

• C4-Dual: this condition combined the Pointing and Drawing conditions; users

were allowed to switch between them.

C2-Pointing and C3-Drawing were performed by using touchpad input on the

side of Google Glass or touching the Tablet screen. After each trial, subjects filled

out a Social Presence questionnaire consisting of eight questions on a seven-point

Likert scale taken from Basdogan et al. [6]. Usability was also measured with the

System Usability Scale (SUS) [11].

The subjects were given a list of furniture objects printed on a paper to describe

to the other user the shape and discuss where to place this furniture item. Both of

them could see the name of the object (e.g., "Mirror"), but only one could see the

picture attached to it. The subject without the accompanying picture was asked to



6.3. Social Panoramas Using Wearable Computers 117

FIGURE 6.19: Panorama used for the study. The room represents the
room of the Glass user.

find a suitable place inside the panorama room (Figure 6.19), while the other would

give a description and confirm or deny if the location was deemed realistic. Once

both participants had agreed on a location, they would move on to the next object.

They were given a maximum of three minutes. The Glass user was tasked to place

objects in the room that they are in under guidance from the tablet person.

6.3.3 Results

There were 24 subjects aged between 18 and 45, divided into groups of two. Sub-

jects did not know each other prior to the experiment and collaborated in pairs of

their own gender to avoid any biases based on gender. Gender was equally dis-

tributed. Social Presence was measured as one single dimension. Figure 6.20 shows

the overall Median values for each condition. The Drawing condition on Glass had a

significantly lower Social Presence due to limited touch space on the Glass touchpad.

The results of all eight questions of the Social Presence questionnaire were anal-

ysed with a Friedman test, which revealed a significant difference between the con-

ditions for Glass users. (χ2(3) = 18.130, p < 0.0005). The significance level was set

to p=0.0083 when a Bonferroni correction was applied. The following conditions

were significantly different: Drawing-Audio (Z = −3.794, p < 0.0005) and Drawing-

Dual (Z = −3.103, p = 0.002), resulting in Audio scoring the highest. There was no

significant difference for tablet users.

The SUS survey (Figure 6.21) was used to measure the usability of the interfaces,

and both the Glass and tablet conditions were found to have good usability. The

tablet Audio scored the highest with an average of 77.1 ± 18.9, which indicates

a "good" usability [5]. Furthermore, the Drawing and Pointing conditions scored

70.4 ± 21.4 and 74.2 ± 21.5 respectively, also rated "good". However, the Dual con-

dition scored merely 62.9± 24, reflecting the observation that users preferred to stay

on one interaction tool during the Dual condition.



118 Chapter 6. Social Interactions in AR

0

1

2

3

4

5

6

7

Audio Drawing Poin ng Dual

Social Presence

Glass Tablet

FIGURE 6.20: Average results of social presence between glass and
tablet

0

20

40

60

80

100

120

Audio Drawing Poin ng Dual

Average SUS Score

Glass Tablet

FIGURE 6.21: Average results of SUS between glass and tablet

On Glass, the Audio usability was highest (75.6 ± 10.8) followed by Pointing

(72.1± 17.1). The Dual mode was ranked as unacceptable (58.1± 18.6) together with

Drawing (53.8±19.2), showing the Glass touchpad was perceived as too difficult for

drawing. A repeated-measures ANOVA determined that mean SUS scores differed

statistically significantly between the conditions (F (3, 33) = 5, 625025, P = 0.003) for

Glass. There was a significant difference between Audio and the Drawing (p < 0.05).

A number of observations of user behaviour can be made.

Tablet users generally preferred drawing to pointing and tried to draw the object

shape (Figure 6.22). Due to difficulties with the touchpad, Glass users ended up

using more abstract representations, such as rectangles or circles.
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FIGURE 6.22: Tablet user attempting to draw an orange juicer

6.3.4 Discussion

Drawings were more commonly made to explain object shape and dimensions, and

pointing gestures were usually used to reference a location or an exact object. Due

to the limited space of touchpad on Glass, adding drawing and pointing options did

not increase social presence.

Local (Glass) users seemed to be engaged with the remote (Tablet) user by 1)

following the orientation cues and being aware of their orientation comparing to

the remote user’s orientation, 2) being able to annotate (draw and point) on the

image to improve their communication. The benefit of sharing panorama is to see

the surrounding environment of the remote user, and have mirrored experiences.

This experiment found that adding interaction tools did not increase the Social

Presence, compared to the Audio only interface. Users found drawing on the Glass

touchpad difficult to use and ranked this as the worst condition for Social Presence,

suggesting if a Social Panorama interface is not easy to use it will have a negative

impact on Social Presence.

There have been technological advancements in AR headsets since this work was

completed. For instance, if HoloLens17 was used, there will be an additional level

of interaction involving 3D depth data (how far or close the annotations are from

the user). Instead, a light AR device (Google Glass) was used without a 3D depth

sensor which meant the user had to be stationary (not moving forward or backward).

Having the ability to get closer or further away from the annotation and panoramic

seen may increase social presence because of more involvement from the users.

17https://en.wikipedia.org/wiki/Microsoft_HoloLens

https://en.wikipedia.org/wiki/Microsoft_HoloLens
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6.3.5 Conclusions

This section described the concept of Social Panoramas, using wearable computers,

cameras and displays to share spaces in real-time. A prototype was developed on

Google Glass and then used to explore the impact of interaction on Social Presence

in a user study.

Results found a difference in Social Presence between the Audio only condition

and those that involved drawing interaction on Glass. Similarly, Audio scored the

highest on Glass for usability compared to the Drawing and Dual condition. There

was a clear preference from users for pointing tools. However, drawing on the Glass

touchpad was perceived as difficult. These results show that effective, shared social

experiences can be developed with panorama imagery, but more work still needs to

be done. Despite adding higher fidelity of annotation (drawing or pointing), in this

specific platform (Glass), it did not lead to higher social presence. This indicates that

the platform capability can play a factor in social presence in addition to the level of

fidelity of the interaction method.
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6.4 Social Interactions Summary

The research question of this chapter was RQ3: "How can wearable AR displays be

used best for interacting with social contacts and shared social data?". This chapter

explored different options of representing social interactions in AR including sam-

ples of 1) sharing annotations on a panoramic video, 2) sharing 3D annotation using

depth cameras, and 3) sharing 360 panoramic images with annotation and aware-

ness cues. These explorations include user studies that measure the social presence,

usability and users’ feedback/preference. These interactions can be used on the So-

cial AR Continuum to control the interactions between social contacts and shared

data based on social proximity. For instance, for a closer relationship, higher fidelity

of social interactions (e.g., 3D annotations and drawing) can be enabled, while lower

fidelity (e.g., text list annotations and pointing) is for further away from social prox-

imity relationships.

The user study of annotation on live stream video showed that there is a statis-

tically significant difference in the social presence (in particular perceived message

understanding and perceived effective understanding) and usability score when a

higher level of detail of interaction and annotation is available for participants. The

user study of annotation on 3D depth data showed that there is a statistically signif-

icant difference in social presence when using 3D annotation.

The last user study explored different interaction methods, including drawing

and pointing as a higher fidelity interaction method aiming to increase social pres-

ence. However, the social presence was not increased due to a limitation of the

interaction method on the device chosen (Glass) for this experiment.

The systems in this chapter were developed as early explorations of interaction

issues in social AR. The user studies identified few levels of interactions on the So-

cial AR Continuum which will help future studies address the limitations of earlier

systems. There is more work to be done in the future for exploring more unique

interaction issues for social AR rather than general AR.

The following chapter will summarise the conclusions of the entire thesis and

highlight a few future directions from this research.
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Chapter 7

Conclusions

This thesis introduced the concept of the Social AR Continuum in Chapter 3 to an-

swer important research questions about representing and interacting with social

networks through wearable AR devices. This work explored the main dimensions

of representing self and others in Chapter 4, sharing data in Chapter 5 and annota-

tion and interactions in Chapter 6.

The research focused on exploring how social proximity can be used to filter (i.e.,

show more/fewer details of) the representation of social contacts, shared virtual ob-

jects and the surrounding environments through wearable AR devices. In particular,

this thesis addressed four research questions about 1) the dimension and variables of

the Social AR Continuum, 2) the representation of self and others as virtual avatars

on the social continuum, 3) the representation of data and shared environments, and

4) the interaction and annotation techniques used between social contacts.

This work included building software prototypes to explore and validate differ-

ent dimensions on the Social AR Continuum. User studies were conducted to eval-

uate the user interactions with these prototypes, the data collected were statistically

analysed, and quantitative and qualitative results presented.

This chapter discusses the lessons learned from the user studies and summarises

the general directions for future uses and developments of the Social AR Continuum.
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7.1 Lesson Learned

To answer RQ1: What are the dimensions/factors/parameters in sharing social experiences

on wearable AR devices?, the concept and dimensions of the Social AR Continuum

(Chapter 3) was established.

• The dimensions of the Social AR Continuum can be used to vary shared social

experiences based on social proximity. These dimensions include 1) self and

others, 2) shared data and the surrounding environments, and 3) interaction

and annotation.

• Future scenarios have been described by using the Social AR Continuum, which

could help enhance the shared social AR experience. These include: 1) collab-

orative home decoration, 2) sharing a home office, 3) face-2-face social drinks,

and 4) social connections at a conference.

To answer RQ2: What dimensions work best for visualising and interacting with social

contacts through wearable AR displays?, this thesis explored two dimensions on the

Social AR Continuum; 1) visualising social contacts (Section 4.1) and placement of

social contacts (Section 4.2).

• A Microsoft HoloLens prototype was built for visualising different levels of

detail for social contacts based on proximity. The prototype allows users to

change their social relationship with others by selecting and moving them

closer or further away.

• A user focus group showed that people overwhelmingly wanted to use prox-

imity for the social relationship when representing social contacts on wearable

AR.

• Statistically significant results were found in comparing visual fidelity with

only proximity and no filter in terms of natural interaction, ease of use, and

the ability to distinguish between social contacts.

• The preferred option was to combine both visual fidelity and proximity as fil-

ters for representing social contacts

• For placing social contacts, there was no significant difference between view-

ing them as life-sized avatars versus miniatures. However, both options scored
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above average on a subjective questionnaire in terms of usefulness, natural in-

teraction and ease of use.

To answer RQ3: How does social proximity affect visualising and interaction with shared

social data on wearable AR displays?, this thesis explored filtering shared social 360-

degree videos (Section 5.1), sharing 3D captured room surroundings (Section 5.2),

and the privacy concerns of hiding and showing parts of the shared room (Section

5.3).

• System prototypes were developed on the Microsoft HoloLens for sharing and

filtering social data such as 360-degree panorama video and 3D scanned room

surroundings. The filtering was based on social proximity between social con-

tacts.

• Results showed statistical significance confirming that filtering the shared so-

cial data was more preferred in terms of Social Presence.

• Perceived comfort in terms of privacy was statistically significant when a prox-

imity filter was applied compared to no filter.

• There was a statistically significant difference in co-presence and comfort be-

tween using a proximity filter and no filter

• The privacy of shared spaces was more important for the sharer than for the

viewer.

• The hiding mechanism had no significant difference in measuring ranking

(user preference) between 1) removing, 2) blurring and 3) overlaying.

To answer RQ4: How wearable AR displays can be used best for interacting with social

contacts and shared social data?, This thesis explored three concepts in sharing annota-

tion and interaction for sharing social experiences. A user study was conducted on

sharing social videos (Section 6.1) and compared three conditions: List, AR, List+AR.

This thesis looked into 1) creating and finding 3D annotations for social AR (Section

6.2) and into 2) sharing 360-degree panoramas for sharing social experiences (Section

6.3).

• There was no statistically significant difference in usability between the List,

AR and List+AR conditions for visualising comments on shared social videos.
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This indicates that all three conditions showed equally good usability for the

user.

• There was a statistically significant difference in Social Presence of perceived

message understanding and affective understanding between the List and AR

conditions. This indicates that there was higher perceived message under-

standing and affective understanding in the AR and List+AR conditions com-

pared to the List condition.

• There was a statistically significant difference in terms of ranking between the

List and AR conditions, indicating that users preferred AR conditions over

non-AR conditions.

• A prototype was developed to extend a normal 2D wearable (Google Glass)

interface with a 3D sensor (Google Tango) to enable placing AR social annota-

tions in real 3D spaces.

• Results found statistically significant differences indicating that using our 3D

tagging system was easy and natural to use and was not found to be physically

or mentally challenging. It was also found a previously created AR annotation

was statistically significant in being useful.

• A prototype was developed connecting a wearable headset with a hand-held

interface through a networking protocol to share a 360-degree panoramic im-

age for sharing social experiences.

• A prototype for sharing social 360-degree panoramic images was developed on

Google Glass and Android tablet users. The prototype was comparing three in-

teraction techniques (audio, pointing and drawing) in terms of social presence,

usability and ranking.

• Results found that the social presence was statistical significant difference in

audio condition comparing to the drawing one for Google Glass users, but

there was no difference for tablet users.
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7.2 Future Research Directions

This work presented the concept of the Social AR Continuum and implemented sev-

eral prototypes to explore the main dimensions on the continuum. User studies

tested these dimensions. However, there are still many directions for future research.

The following summarises some key opportunities for research in social AR.

AR offers a specific advantage for social experiences in a way that is contextu-

ally adaptable to the current physical surrounding space (here) and the current time

(now). This unique feature of the here and now of AR has the potential to enable

meaningful sharing of social experiences between people by focusing on the current

surroundings and reducing unnecessary distractions.

The user studies in this thesis can be extended to include a larger number of

participants. Large numbers of participants are important for social-related research,

as most of our social interaction is driven and motivated by our social circles which

have been established over years of connection and trust. In addition, it would be

good to run user studies in real social scenarios with actual groups of friends.

This research used a limited number of participants to reduce the complexity

of running the studies, and in some cases, participants were not exactly representa-

tive of the subjects’ own circles of friends. User studies in this thesis were strictly

controlled where the scenario or situation was dictated to the participants with a

predetermined task that simulated a social situation. Finally, in some cases, the re-

mote participants were simulated, rather than having real people, which would be

expected to have very different behaviours than actual users.

This research was limited to measuring the social presence, and other subjec-

tive standard questionnaires defined by previous literature. Future studies could

be extended to capture more data by including qualitative measures (e.g., analysis

of recorded conversations) or recording bio-physiological data (e.g., heart rate mea-

sures), and how would those be affected by sharing social AR experiences.

In the future, it would be good to explore other dimensions of the Social AR

Continuum that were not covered in this thesis, nor discovered due to advances in

technology or the way people interact with each other. Ideas for new dimensions

can be inspired by new interaction methods or based on imagination or works of

fiction. It is important, however, to identify and validate any new potential contin-

uum dimension with a validation method. A guideline process could be established
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for implementing a new dimension on the continuum and help with designing and

developing applications for exploring new dimensions.

There is also an opportunity to explore the interactions between this Social AR

Continuum and other design paradigms, including other devices or platforms (e.g.,

hand-held, projected) and for different objectives other than social sharing (e.g., col-

laboration, business, play).

Finally, an interesting future direction would be to explore how the Social AR

Continuum would be affected in extreme environments (e.g., Antarctica, outer space)

with the limitations of connection bandwidth/speed and limited device availability.

The exploration would need to include adaptability to various limitations of envi-

ronments and interactions.

Future directions also include avatar representation on a spectrum between hu-

manoid or any shape representation for privacy or fun purposes. Another future di-

rection is exploring the audio representation of social contact, especially when they

are further away in terms of social proximity. Also, it will be interesting to explore

other dimensions that were not covered here in this thesis. For instance, exploring

different/same time and location for social sharing in AR and representing ageing

in old relationships to remind us to stay in touch.

Additionally, in the future, there will be always on devices attached to ourselves

such as eye lens. We have a responsibility for how we want to use wearable AR

technology for social sharing. We can use it to connect us to each other more or

we can isolate ourselves away from each other. Rapid 360-3D scanning might be a

game-changer in sharing the social surrounding environment and light AR display.

Inspirations of the future of social AR can be drawn from science fiction seen in pop-

ular media such as Black Mirror1 or Memories of the Alhambra2 where AR games

are played through a brain chip or contact lens. The future of augmentation can be

either overwhelming and distracting or can be enriching and helpful.

1https://en.wikipedia.org/wiki/Black_Mirror
2https://en.wikipedia.org/wiki/Memories_of_the_Alhambra

https://en.wikipedia.org/wiki/Black_Mirror
https://en.wikipedia.org/wiki/Memories_of_the_Alhambra


129

Bibliography

[1] Igor de Souza Almeida, Marina Atsumi Oikawa, Jordi Polo Carres, Jun Miyazaki,
Hirokazu Kato, and Mark Billinghurst. “AR-based Video-Mediated Commu-
nication: A Social Presence Enhancing Experience”. In: 2012 14th Symposium
on Virtual and Augmented Reality. IEEE, May 2012, pp. 125–130. URL: http:
//ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=
6297568http://ieeexplore.ieee.org/document/6297568/.

[2] Judith Amores, Xavier Benavides, and Pattie Maes. “ShowMe: A Remote Col-
laboration System that Supports Immersive Gestural Communication”. In: Pro-
ceedings of the 33rd Annual ACM Conference Extended Abstracts on Human Fac-
tors in Computing Systems - CHI EA ’15. New York, New York, USA: ACM
Press, 2015, pp. 1343–1348. URL: http://dl.acm.org/citation.cfm?
doid=2702613.2732506http://dl.acm.org/citation.cfm?doid=
2702613.2732927.

[3] Craig Anslow, Pedro Campos, and Joaquim Jorge. Collaboration Meets Interac-
tive Spaces. Ed. by Craig Anslow, Pedro Campos, and Joaquim Jorge. Cham:
Springer International Publishing, 2016. URL: http://link.springer.
com/10.1007/978-3-319-45853-3.

[4] Ronald T Azuma. “A Survey of Augmented Reality”. In: Presence: Teleoperators
and Virtual Environments 6.4 (Aug. 1997), pp. 355–385. URL: http://www.
mitpressjournals.org/doi/10.1162/pres.1997.6.4.355.

[5] Aaron Bangor, Philip T. Kortum, and James T. Miller. “An Empirical Evalua-
tion of the System Usability Scale”. In: International Journal of Human-Computer
Interaction 24.6 (July 2008), pp. 574–594. URL: http://www.tandfonline.
com/doi/abs/10.1080/10447310802205776.

[6] Cagatay Basdogan, Chih-hao Ho, Mandayam A Srinivasan, and Mel E L Slater.
“An experimental study on the role of touch in shared virtual environments”.
In: ACM Transactions on Computer-Human Interaction 7.4 (Dec. 2000), pp. 443–
460. URL: http://portal.acm.org/citation.cfm?doid=365058.
365082.

[7] M. Billinghurst, J. Bowskill, Nick Dyer, and Jason Morphett. “An evaluation
of wearable information spaces”. In: Proceedings. IEEE 1998 Virtual Reality An-
nual International Symposium (Cat. No.98CB36180) (Mar. 1998), pp. 20–27. URL:
http://dx.doi.org/10.1109/VRAIS.1998.658418%5Cnhttp:
//ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=
658418.

[8] Mark Billinghurst and Hirokazu Kato. “Collaborative augmented reality”. In:
Communications of the ACM 45.7 (July 2002). URL: http://portal.acm.
org/citation.cfm?doid=514236.514265.

http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6297568 http://ieeexplore.ieee.org/document/6297568/
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6297568 http://ieeexplore.ieee.org/document/6297568/
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6297568 http://ieeexplore.ieee.org/document/6297568/
http://dl.acm.org/citation.cfm?doid=2702613.2732506 http://dl.acm.org/citation.cfm?doid=2702613.2732927
http://dl.acm.org/citation.cfm?doid=2702613.2732506 http://dl.acm.org/citation.cfm?doid=2702613.2732927
http://dl.acm.org/citation.cfm?doid=2702613.2732506 http://dl.acm.org/citation.cfm?doid=2702613.2732927
http://link.springer.com/10.1007/978-3-319-45853-3
http://link.springer.com/10.1007/978-3-319-45853-3
http://www.mitpressjournals.org/doi/10.1162/pres.1997.6.4.355
http://www.mitpressjournals.org/doi/10.1162/pres.1997.6.4.355
http://www.tandfonline.com/doi/abs/10.1080/10447310802205776
http://www.tandfonline.com/doi/abs/10.1080/10447310802205776
http://portal.acm.org/citation.cfm?doid=365058.365082
http://portal.acm.org/citation.cfm?doid=365058.365082
http://dx.doi.org/10.1109/VRAIS.1998.658418%5Cnhttp://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=658418
http://dx.doi.org/10.1109/VRAIS.1998.658418%5Cnhttp://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=658418
http://dx.doi.org/10.1109/VRAIS.1998.658418%5Cnhttp://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=658418
http://portal.acm.org/citation.cfm?doid=514236.514265
http://portal.acm.org/citation.cfm?doid=514236.514265


130 BIBLIOGRAPHY

[9] Mark Billinghurst, Alaeddin Nassani, and Carolin Reichherzer. “Social Panora-
mas: Using Wearable Computers to Share Experiences”. In: SIGGRAPH Asia
2014 Mobile Graphics and Interactive Applications on - SA ’14. New York, New
York, USA: ACM Press, 2014, pp. 1–1. URL: http://dl.acm.org/citation.
cfm?doid=2669062.2669084.

[10] Nicholas Bloom, James Liang, John Roberts, and Zhichun Jenny Ying. “Does
Working from Home Work? Evidence from a Chinese Experiment *”. In: The
Quarterly Journal of Economics 130.1 (Feb. 2015), pp. 165–218. URL: https://
academic.oup.com/qje/article- lookup/doi/10.1093/qje/
qju032.

[11] John Brooke. “SUS-A quick and dirty usability scale”. In: Usability evaluation
in industry 189 (1996), p. 194.

[12] David Cearley. “Top 10 Strategic Technology Trends for 2019”. In: Gartner Oc-
tober 2018 (2013), pp. 1–43. URL: https : / / www . gartner . com / doc /
3891569?refval=&pcp=mpe.

[13] Adrian David Cheok, Fong Siew Wan, Xubo Yang, Wang Weihua, Lee Men
Huang, Mark Billinghurst, and Hirokazu Kato. “Game-City: A ubiquitous large
area multi-interface mixed reality game space for wearable computers”. In:
Proceedings - International Symposium on Wearable Computers, ISWC 2002-Janua.Figure
3 (2002), pp. 156–157.

[14] Tracey Crosbie and Jeanne Moore. “Worklife Balance and Working from Home”.
In: Social Policy and Society 3.3 (July 2004), pp. 223–233. URL: https://www.
cambridge.org/core/product/identifier/S1474746404001733/
type/journal_article.

[15] Daantje Derks, Arjan E.R. Bos, and Jasper von Grumbkow. “Emoticons and so-
cial interaction on the Internet: the importance of social context”. In: Computers
in Human Behavior 23.1 (2007), pp. 842–849.

[16] Arindam Dey, Mark Billinghurst, Robert W. Lindeman, and J. Edward Swan.
“A Systematic Review of 10 Years of Augmented Reality Usability Studies:
2005 to 2014”. In: Frontiers in Robotics and AI 5.April (Apr. 2018). URL: http://
journal.frontiersin.org/article/10.3389/frobt.2018.00037/
full.

[17] Nicolas Ducheneaut, Nicholas Yee, Eric Nickell, and Robert J Moore. “Alone
Together? Exploring the Social Dynamics of Massively Multiplayer Online
Games”. In: Proceedings of the SIGCHI conference on Human Factors in comput-
ing systems - CHI ’06. March. New York, New York, USA: ACM Press, 2006,
p. 407. URL: http://portal.acm.org/citation.cfm?doid=1124772.
1124834.

[18] Travis B. Faas. “An examination of social presence in video conferencing vs.
an augmented reality conferencing application”. In: (2010), p. 70. URL: http:
//docs.lib.purdue.edu/cgi/viewcontent.cgi?article=1015&
context=techmasters.

[19] Facebook. Facebook Spaces. 2018. URL: https://newsroom.fb.com/news/
2017/04/facebook-spaces/.

http://dl.acm.org/citation.cfm?doid=2669062.2669084
http://dl.acm.org/citation.cfm?doid=2669062.2669084
https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qju032
https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qju032
https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qju032
https://www.gartner.com/doc/3891569?refval=&pcp=mpe
https://www.gartner.com/doc/3891569?refval=&pcp=mpe
https://www.cambridge.org/core/product/identifier/S1474746404001733/type/journal_article
https://www.cambridge.org/core/product/identifier/S1474746404001733/type/journal_article
https://www.cambridge.org/core/product/identifier/S1474746404001733/type/journal_article
http://journal.frontiersin.org/article/10.3389/frobt.2018.00037/full
http://journal.frontiersin.org/article/10.3389/frobt.2018.00037/full
http://journal.frontiersin.org/article/10.3389/frobt.2018.00037/full
http://portal.acm.org/citation.cfm?doid=1124772.1124834
http://portal.acm.org/citation.cfm?doid=1124772.1124834
http://docs.lib.purdue.edu/cgi/viewcontent.cgi?article=1015&context=techmasters
http://docs.lib.purdue.edu/cgi/viewcontent.cgi?article=1015&context=techmasters
http://docs.lib.purdue.edu/cgi/viewcontent.cgi?article=1015&context=techmasters
https://newsroom.fb.com/news/2017/04/facebook-spaces/
https://newsroom.fb.com/news/2017/04/facebook-spaces/


BIBLIOGRAPHY 131

[20] S.K. Feiner. “The importance of being mobile: some social consequences of
wearable augmented reality systems”. In: Proceedings 2nd IEEE and ACM In-
ternational Workshop on Augmented Reality (IWAR’99). IEEE Comput. Soc, 1999,
pp. 145–148. URL: http://ieeexplore.ieee.org/lpdocs/epic03/
wrapper.htm?arnumber=803815.

[21] Steven Feiner, Blair MacIntyre, Tobias Höllerer, and Anthony Webster. “A tour-
ing machine: Prototyping 3D mobile augmented reality systems for exploring
the urban environment”. In: Personal Technologies 1.4 (Dec. 1997), pp. 208–217.
URL: http://link.springer.com/10.1007/BF01682023http://
link.springer.com/article/10.1007/BF01682023.

[22] Henry Fuchs, Andrei State, and Jean-Charles Bazin. “Immersive 3D Telepres-
ence”. In: Computer 47.7 (July 2014), pp. 46–52. URL: http://ieeexplore.
ieee.org/document/6861875/.

[23] Susan R. Fussell, Leslie D. Setlock, and Robert E. Kraut. “Effects of head-mounted
and scene-oriented video systems on remote collaboration on physical tasks”.
In: Proceedings of the conference on Human factors in computing systems - CHI ’03.
5. New York, New York, USA: ACM Press, 2003, p. 513. URL: http://portal.
acm.org/citation.cfm?doid=642611.642701.

[24] Steffen Gauglitz, Benjamin Nuernberger, Matthew Turk, and Tobias Höllerer.
“World-stabilized annotations and virtual scene navigation for remote collab-
oration”. In: Proceedings of the 27th annual ACM symposium on User interface
software and technology - UIST ’14. New York, New York, USA: ACM Press,
Oct. 2014, pp. 449–459. URL: http://dl.acm.org/citation.cfm?id=
2642918.2647372.

[25] Raphael Grasset et al. “Image-driven view management for augmented real-
ity browsers”. In: 2012 IEEE International Symposium on Mixed and Augmented
Reality (ISMAR). Atlanta GA, USA: IEEE, Nov. 2012, pp. 177–186. URL: http:
//ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=
6402555http://data.icg.tugraz.at/~dieter/publications/
Schmalstieg_244.pdf.

[26] Scott W. Greenwald, Zhangyuan Wang, Markus Funk, and Pattie Maes. “In-
vestigating Social Presence and Communication with Embodied Avatars in
Room-Scale Virtual Reality”. In: ed. by Dennis Beck, Colin Allison, Leonel
Morgado, Johanna Pirker, Foaad Khosmood, Jonathon Richter, and Christian
Gütl. Vol. 725. Communications in Computer and Information Science. Cham:
Springer International Publishing, 2017, pp. 75–90. URL: http://link.springer.
com/10.1007/978-3-319-93596-6http://link.springer.com/10.
1007/978-3-319-60633-0http://link.springer.com/10.1007/
978-3-319-60633-0_7.

[27] Kunal Gupta, Gun A. Lee, and Mark Billinghurst. “Do You See What I See?
The Effect of Gaze Tracking on Task Space Remote Collaboration”. In: IEEE
Transactions on Visualization and Computer Graphics 22.11 (Nov. 2016), pp. 2413–
2422. URL: http://ieeexplore.ieee.org/document/7523400/.

[28] Frank Allan Hansen. “Ubiquitous annotation systems: technologies and chal-
lenges”. In: Proceedings of the seventeenth conference on Hypertext and hypermedia
- HYPERTEXT ’06. New York, New York, USA: ACM Press, 2006, p. 121. URL:
http://portal.acm.org/citation.cfm?doid=1149941.1149967.

http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=803815
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=803815
http://link.springer.com/10.1007/BF01682023 http://link.springer.com/article/10.1007/BF01682023
http://link.springer.com/10.1007/BF01682023 http://link.springer.com/article/10.1007/BF01682023
http://ieeexplore.ieee.org/document/6861875/
http://ieeexplore.ieee.org/document/6861875/
http://portal.acm.org/citation.cfm?doid=642611.642701
http://portal.acm.org/citation.cfm?doid=642611.642701
http://dl.acm.org/citation.cfm?id=2642918.2647372
http://dl.acm.org/citation.cfm?id=2642918.2647372
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6402555 http://data.icg.tugraz.at/~dieter/publications/Schmalstieg_244.pdf
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6402555 http://data.icg.tugraz.at/~dieter/publications/Schmalstieg_244.pdf
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6402555 http://data.icg.tugraz.at/~dieter/publications/Schmalstieg_244.pdf
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6402555 http://data.icg.tugraz.at/~dieter/publications/Schmalstieg_244.pdf
http://link.springer.com/10.1007/978-3-319-93596-6 http://link.springer.com/10.1007/978-3-319-60633-0 http://link.springer.com/10.1007/978-3-319-60633-0_7
http://link.springer.com/10.1007/978-3-319-93596-6 http://link.springer.com/10.1007/978-3-319-60633-0 http://link.springer.com/10.1007/978-3-319-60633-0_7
http://link.springer.com/10.1007/978-3-319-93596-6 http://link.springer.com/10.1007/978-3-319-60633-0 http://link.springer.com/10.1007/978-3-319-60633-0_7
http://link.springer.com/10.1007/978-3-319-93596-6 http://link.springer.com/10.1007/978-3-319-60633-0 http://link.springer.com/10.1007/978-3-319-60633-0_7
http://ieeexplore.ieee.org/document/7523400/
http://portal.acm.org/citation.cfm?doid=1149941.1149967


132 BIBLIOGRAPHY

[29] Chad Harms and Frank Biocca. “Internal Consistency and Reliability of the
Networked Minds Measure of Social Presence”. In: Seventh Annual Interna-
tional Workshop: Presence 2004 (2004), pp. 246–251. URL: http://cogprints.
org/7026/.

[30] Helen Harris, Jeremy N Bailenson, Alexia Nielsen, and Nick Yee. “The Evo-
lution of Social Behavior over Time in Second Life”. In: Presence 18.6 (2009),
pp. 434–448.

[31] Jörg Hauber. “Understanding Remote Collaboration in Video Collaborative
Virtual Environments”. PhD thesis. University of Canterbury, 2008. URL: http:
//ir.canterbury.ac.nz/handle/10092/1247.

[32] A. Henrysson, M. Billinghurst, and M. Ollila. “Face to face collaborative AR
on mobile phones”. In: Fourth IEEE and ACM International Symposium on Mixed
and Augmented Reality (ISMAR’05). IEEE, 2005, pp. 80–89. URL: http://ieeexplore.
ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1544667.

[33] Tobias Höllerer, Steven Feiner, Tachio Terauchi, Gus Rashid, and Drexel Hall-
away. “Exploring MARS: developing indoor and outdoor user interfaces to a
mobile augmented reality system”. In: Computers & Graphics 23.6 (Dec. 1999),
pp. 779–785. URL: http://dx.doi.org/10.1016/S0097-8493(99)
00103-X.

[34] Tobias Höllerer, Steven Feiner, Drexel Hallaway, Blaine Bell, Marco Lanzagorta,
Dennis Brown, Simon Julier, Yohan Baillot, and Lawrence Rosenblum. “User
interface management techniques for collaborative mobile augmented reality”.
In: Computers & Graphics 25.5 (Oct. 2001), pp. 799–810. URL: http://www.
sciencedirect.com/science/article/pii/S0097849301001224http:
//linkinghub.elsevier.com/retrieve/pii/S0097849301001224.

[35] Weidong Huang and Leila Alem. “HandsinAir: a wearable system for remote
collaboration on physical tasks”. In: Proceedings of the 2013 conference on Com-
puter supported cooperative work companion - CSCW ’13. New York, New York,
USA: ACM Press, 2013, p. 153. URL: http://dl.acm.org/citation.cfm?
doid=2441955.2441994https://arxiv.org/abs/1112.1742v1.

[36] Huang Weidong, Leila Alem, and Mark A. Livingston. Human Factors in Aug-
mented Reality Environments. Ed. by Weidong Huang, Leila Alem, and Mark
A. Livingston. New York, NY: Springer New York, 2013, p. 302. URL: http:
//link.springer.com/10.1007/978-1-4614-4205-9.

[37] Hans IJzerman and Gün R. Semin. “The Thermometer of Social Relations”. In:
Psychological Science 20.10 (Oct. 2009), pp. 1214–1220. URL: http://journals.
sagepub.com/doi/10.1111/j.1467-9280.2009.02434.x.

[38] Andrew Irlitti, Ross T. Smith, Stewart Von Itzstein, Mark Billinghurst, and
Bruce H. Thomas. “Challenges for Asynchronous Collaboration in Augmented
Reality”. In: 2016 IEEE International Symposium on Mixed and Augmented Reality
(ISMAR-Adjunct). IEEE, Sept. 2016, pp. 31–35. URL: http://ieeexplore.
ieee.org/document/7836453/.

[39] Dongsik Jo, Ki-hong Kim, and Gerard Jounghyun Kim. “Effects of avatar and
background representation forms to co-presence in mixed reality (MR) tele-
conference systems”. In: SIGGRAPH ASIA 2016 Virtual Reality meets Physical
Reality: Modelling and Simulating Virtual Humans and Environments on - SA ’16.
New York, New York, USA: ACM Press, 2016, pp. 1–4. URL: http://dl.acm.
org/citation.cfm?doid=2992138.2992146.

http://cogprints.org/7026/
http://cogprints.org/7026/
http://ir.canterbury.ac.nz/handle/10092/1247
http://ir.canterbury.ac.nz/handle/10092/1247
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1544667
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1544667
http://dx.doi.org/10.1016/S0097-8493(99)00103-X
http://dx.doi.org/10.1016/S0097-8493(99)00103-X
http://www.sciencedirect.com/science/article/pii/S0097849301001224 http://linkinghub.elsevier.com/retrieve/pii/S0097849301001224
http://www.sciencedirect.com/science/article/pii/S0097849301001224 http://linkinghub.elsevier.com/retrieve/pii/S0097849301001224
http://www.sciencedirect.com/science/article/pii/S0097849301001224 http://linkinghub.elsevier.com/retrieve/pii/S0097849301001224
http://dl.acm.org/citation.cfm?doid=2441955.2441994 https://arxiv.org/abs/1112.1742v1
http://dl.acm.org/citation.cfm?doid=2441955.2441994 https://arxiv.org/abs/1112.1742v1
http://link.springer.com/10.1007/978-1-4614-4205-9
http://link.springer.com/10.1007/978-1-4614-4205-9
http://journals.sagepub.com/doi/10.1111/j.1467-9280.2009.02434.x
http://journals.sagepub.com/doi/10.1111/j.1467-9280.2009.02434.x
http://ieeexplore.ieee.org/document/7836453/
http://ieeexplore.ieee.org/document/7836453/
http://dl.acm.org/citation.cfm?doid=2992138.2992146
http://dl.acm.org/citation.cfm?doid=2992138.2992146


BIBLIOGRAPHY 133

[40] Simon Julier, Marco Lanzagorta, Yohan Baillot, L. Rosenblum, S. Feiner, T.
Hollerer, and S. Sestito. “Information filtering for mobile augmented reality”.
In: Proceedings IEEE and ACM International Symposium on Augmented Reality
(ISAR 2000). Vol. 22. 5. IEEE, 2002, pp. 3–11. URL: http://ieeexplore.
ieee.org/document/880917/.

[41] Hyejin Kim, Gerhard Reitmayr, and Woontack Woo. “Interactive annotation
on mobile phones for real and virtual space registration”. In: 2011 10th IEEE
International Symposium on Mixed and Augmented Reality 2.3 (Oct. 2011), pp. 265–
266. URL: http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.
htm?arnumber=6162909.

[42] Kangsoo Kim, Mark Billinghurst, Gerd Bruder, Henry Been-Lirn Duh, and
Gregory F. Welch. “Revisiting Trends in Augmented Reality Research: A Re-
view of the 2nd Decade of ISMAR (20082017)”. In: IEEE Transactions on Visu-
alization and Computer Graphics 24.11 (Nov. 2018), pp. 2947–2962. URL: https:
//ieeexplore.ieee.org/document/8456568/.

[43] Seungwon Kim, Gun Lee, Nobuchika Sakata, and Mark Billinghurst. “Improv-
ing co-presence with augmented visual communication cues for sharing ex-
perience through video conference”. In: 2014 IEEE International Symposium on
Mixed and Augmented Reality (ISMAR). IEEE, Sept. 2014, pp. 83–92. URL: http:
//ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=
6948412http://ieeexplore.ieee.org/document/6948412/.

[44] Seungwon Kim, Gun A Lee, Sangtae Ha, Nobuchika Sakata, and Mark Billinghurst.
“Automatically Freezing Live Video for Annotation during Remote Collabora-
tion”. In: Proceedings of the 33rd Annual ACM Conference Extended Abstracts on
Human Factors in Computing Systems - CHI EA ’15. Vol. 18. New York, New
York, USA: ACM Press, 2015, pp. 1669–1674. URL: http://dl.acm.org/
citation.cfm?doid=2702613.2732838.

[45] Benjamin Koehne, Patrick C Shih, and Judith S Olson. “Remote and alone: cop-
ing with being the remote member on the team”. In: Proceedings of the ACM
2012 conference on Computer Supported Cooperative Work - CSCW ’12. New York,
New York, USA: ACM Press, 2012, p. 1257. URL: http://dl.acm.org/
citation.cfm?doid=2145204.2145393.

[46] Jan Kolkmeier, Dennis Reidsma, Emiel Harmsen, Mariët Theune, Sander Gies-
selink, and Dirk Heylen. “With a little help from a holographic friend: The
OpenIMPRESS mixed reality telepresence toolkit for remote collaboration sys-
tems”. In: Proceedings of the ACM Symposium on Virtual Reality Software and Tech-
nology, VRST (2018).

[47] East Lansing et al. “Toward a More Robust Theory and Measure of Social Pres-
ence : Abstract”. In: Presence: Teleoperators and Virtual Environments 12.5 (Oct.
2002), pp. 456–480. URL: http://www.mitpressjournals.org/doi/
abs/10.1162/105474603322761270.

[48] Slimane Larabi. “Augmented Reality for Mobile Devices: Textual Annotation
of Outdoor Locations”. In: Journal of the Korean Society of Radiology. Vol. 80. 2.
2018, pp. 353–362. URL: http://link.springer.com/10.1007/978-3-
319-64027-3_24.

http://ieeexplore.ieee.org/document/880917/
http://ieeexplore.ieee.org/document/880917/
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6162909
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6162909
https://ieeexplore.ieee.org/document/8456568/
https://ieeexplore.ieee.org/document/8456568/
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6948412 http://ieeexplore.ieee.org/document/6948412/
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6948412 http://ieeexplore.ieee.org/document/6948412/
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6948412 http://ieeexplore.ieee.org/document/6948412/
http://dl.acm.org/citation.cfm?doid=2702613.2732838
http://dl.acm.org/citation.cfm?doid=2702613.2732838
http://dl.acm.org/citation.cfm?doid=2145204.2145393
http://dl.acm.org/citation.cfm?doid=2145204.2145393
http://www.mitpressjournals.org/doi/abs/10.1162/105474603322761270
http://www.mitpressjournals.org/doi/abs/10.1162/105474603322761270
http://link.springer.com/10.1007/978-3-319-64027-3_24
http://link.springer.com/10.1007/978-3-319-64027-3_24


134 BIBLIOGRAPHY

[49] Gun A. Lee, Theophilus Teo, Seungwon Kim, and Mark Billinghurst. “Mixed
reality collaboration through sharing a live panorama”. In: SIGGRAPH Asia
2017 Mobile Graphics & Interactive Applications on - SA ’17. New York, New York,
USA: ACM Press, 2017, pp. 1–4. URL: http://dl.acm.org/citation.
cfm?doid=3132787.3139203.

[50] Gun A. Lee, Theophilus Teo, Seungwon Kim, and Mark Billinghurst. “Shared-
Sphere: MR Collaboration through Shared Live Panorama”. In: SIGGRAPH
Asia 2017 Emerging Technologies on - SA ’17. New York, New York, USA: ACM
Press, 2017, pp. 1–2. URL: http://dl.acm.org/citation.cfm?doid=
3132818.3132827.

[51] Gun A. Lee, Theophilus Teo, Seungwon Kim, and Mark Billinghurst. “A User
Study on MR Remote Collaboration Using Live 360 Video”. In: 2018 IEEE
International Symposium on Mixed and Augmented Reality (ISMAR). IEEE, Oct.
2018, pp. 153–164. URL: https://ieeexplore.ieee.org/document/
8613761/.

[52] Ben Lenzner. “The emergence of Occupy Wall Street and digital video prac-
tices: Tim Pool, live streaming and experimentations in citizen journalism”. In:
Studies in Documentary Film 8.3 (2014), pp. 251–266. URL: http://dx.doi.
org/10.1080/17503280.2014.961634.

[53] Gilly Leshed and Poppy Lauretta McLeod. “Metaphors for social relationships
in 3d virtual worlds”. In: Proceedings of the ACM 2012 conference on Computer
Supported Cooperative Work - CSCW ’12. New York, New York, USA: ACM Press,
2012, p. 593. URL: http://dl.acm.org/citation.cfm?doid=2145204.
2145295.

[54] Nai Li and Henry Been-lirn Duh. “Cognitive Issues in Mobile Augmented Re-
ality: An Embodied Perspective”. In: Human Factors in Augmented Reality Envi-
ronments. New York, NY: Springer New York, 2013, pp. 109–135. URL: http:
//link.springer.com/10.1007/978-1-4614-4205-9http://link.
springer.com/10.1007/978-1-4614-4205-9_5.

[55] Yong Liu, Yang Guo, and Chao Liang. “A survey on peer-to-peer video stream-
ing systems”. In: Peer-to-Peer Networking and Applications 1.1 (Mar. 2008), pp. 18–
28. URL: http://link.springer.com/10.1007/s12083-007-0006-y.

[56] Amy Lyndon, Jennifer Bonds-Raacke, and Alyssa D. Cratty. “College Students’
Facebook Stalking of Ex-Partners”. In: Cyberpsychology, Behavior, and Social Net-
working 14.12 (Dec. 2011), pp. 711–716. URL: http://www.liebertpub.
com/doi/10.1089/cyber.2010.0588.

[57] Saad Maarouf, Mhiri Radhi, Nerguizian Vahe, Dodo Amadou Moustapha, Saliah-
Hassane Hamadou, Sahli Sandra, Ouertani Saber, and Brady Gerald. “Collab-
orative activities in the remote laboratory work”. In: 2012 15th International
Conference on Interactive Collaborative Learning (ICL). IEEE, Sept. 2012, pp. 1–6.
URL: http://ieeexplore.ieee.org/document/6402175/.

[58] MagicLeap. Avatar Chat. URL: https://www.magicleap.com/experiences/
social.

[59] Paul Milgram, Haruo Takemura, Akira Utsumi, and Fumio Kishino. “Aug-
mented Reality: A class of displays on the reality-virtuality continuum”. In:
Systems Research. Ed. by Hari Das. Vol. 2351. Telemanipulator and Telepres-
ence Technologies. Dec. 1995, pp. 282–292. URL: http : / / proceedings .
spiedigitallibrary.org/proceeding.aspx?articleid=981543http:

http://dl.acm.org/citation.cfm?doid=3132787.3139203
http://dl.acm.org/citation.cfm?doid=3132787.3139203
http://dl.acm.org/citation.cfm?doid=3132818.3132827
http://dl.acm.org/citation.cfm?doid=3132818.3132827
https://ieeexplore.ieee.org/document/8613761/
https://ieeexplore.ieee.org/document/8613761/
http://dx.doi.org/10.1080/17503280.2014.961634
http://dx.doi.org/10.1080/17503280.2014.961634
http://dl.acm.org/citation.cfm?doid=2145204.2145295
http://dl.acm.org/citation.cfm?doid=2145204.2145295
http://link.springer.com/10.1007/978-1-4614-4205-9 http://link.springer.com/10.1007/978-1-4614-4205-9_5
http://link.springer.com/10.1007/978-1-4614-4205-9 http://link.springer.com/10.1007/978-1-4614-4205-9_5
http://link.springer.com/10.1007/978-1-4614-4205-9 http://link.springer.com/10.1007/978-1-4614-4205-9_5
http://link.springer.com/10.1007/s12083-007-0006-y
http://www.liebertpub.com/doi/10.1089/cyber.2010.0588
http://www.liebertpub.com/doi/10.1089/cyber.2010.0588
http://ieeexplore.ieee.org/document/6402175/
https://www.magicleap.com/experiences/social
https://www.magicleap.com/experiences/social
http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=981543 http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.83.6861&amp;rep=rep1&amp;type=pdf
http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=981543 http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.83.6861&amp;rep=rep1&amp;type=pdf


BIBLIOGRAPHY 135

//citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.83.
6861&amp;rep=rep1&amp;type=pdf.

[60] Pranax Mistry and Pattie Maes. “SixthSense: a wearable gestural interface”. In:
ACM SIGGRAPH ASIA 2009 Sketches December (2009), pp. 16–19. URL: http:
//dl.acm.org/citation.cfm?id=1667160.

[61] Jens Müller, Roman Rädle, and Harald Reiterer. “Remote Collaboration With
Mixed Reality Displays: How Shared Virtual Landmarks Facilitate Spatial Ref-
erencing”. In: (2017), pp. 6481–6486.

[62] Alessandro Mulloni, Daniel Wagner, and Dieter Schmalstieg. “Mobility and
Social Interaction as Core Gameplay Elements in Multi-Player Augmented
Reality”. In: Proc. 3rd International Conference on Digital Interactive Media in
Entertainment and Arts (DIMEA 2008). Athens, Greece, Sept. 2008, pp. 472–
478. URL: http://data.icg.tugraz.at/~dieter/publications/
Schmalstieg_144.pdf.

[63] Alaeddin Nassani, Huidong Bai, Gun Lee, and Mark Billinghurst. “Extending
HMD by chest-worn 3D camera for AR annotation”. In: SIGGRAPH ASIA 2015
Mobile Graphics and Interactive Applications on - SA ’15. Figure 2. New York,
New York, USA: ACM Press, 2015, pp. 1–2. URL: http://dl.acm.org/
citation.cfm?doid=2818427.2818462.

[64] Alaeddin Nassani, Huidong Bai, Gun Lee, and Mark Billinghurst. “Tag it!: AR
annotation using wearable sensors”. In: SIGGRAPH ASIA 2015 Mobile Graph-
ics and Interactive Applications on - SA ’15. New York, New York, USA: ACM
Press, 2015, pp. 1–4. URL: http://dl.acm.org/citation.cfm?id=
2818438http://dl.acm.org/citation.cfm?doid=2818427.2818438.

[65] Alaeddin Nassani, Hyungon Kim, Gun Lee, Mark Billinghurst, Tobias Lan-
glotz, and Robert W Lindeman. “Augmented reality annotation for social video
sharing”. In: SIGGRAPH ASIA 2016 Mobile Graphics and Interactive Applications
on - SA ’16. New York, New York, USA: ACM Press, 2016, pp. 1–5. URL: http:
//dl.acm.org/citation.cfm?doid=2999508.2999529.

[66] Alaeddin Nassani, Gun Lee, Mark Billinghurst, Tobias Langlotz, and Robert
W Lindeman. “AR social continuum: representing social contacts”. In: SIG-
GRAPH Asia 2017 Mobile Graphics & Interactive Applications on - SA ’17. New
York, New York, USA: ACM Press, 2017, pp. 1–2. URL: http://dl.acm.
org/citation.cfm?doid=3132787.3132812.

[67] Alaeddin Nassani, Gun Lee, Mark Billinghurst, Tobias Langlotz, Simon Hoer-
mann, and Robert W Lindeman. “[POSTER] The Social AR Continuum: Con-
cept and User Study”. In: 2017 IEEE International Symposium on Mixed and
Augmented Reality (ISMAR-Adjunct). IEEE, Oct. 2017, pp. 7–8. URL: http://
ieeexplore.ieee.org/document/8088437/.

[68] Alaeddin Nassani, Gun Lee, Mark Billinghurst, Tobias Langlotz, and Robert
W Lindeman. “Using visual and spatial cues to represent social contacts in
AR”. In: SIGGRAPH Asia 2017 Mobile Graphics & Interactive Applications on -
SA ’17. New York, New York, USA: ACM Press, 2017, pp. 1–6. URL: http:
//dl.acm.org/citation.cfm?doid=3132787.3139199.

http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=981543 http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.83.6861&amp;rep=rep1&amp;type=pdf
http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=981543 http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.83.6861&amp;rep=rep1&amp;type=pdf
http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=981543 http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.83.6861&amp;rep=rep1&amp;type=pdf
http://dl.acm.org/citation.cfm?id=1667160
http://dl.acm.org/citation.cfm?id=1667160
http://data.icg.tugraz.at/~dieter/publications/Schmalstieg_144.pdf
http://data.icg.tugraz.at/~dieter/publications/Schmalstieg_144.pdf
http://dl.acm.org/citation.cfm?doid=2818427.2818462
http://dl.acm.org/citation.cfm?doid=2818427.2818462
http://dl.acm.org/citation.cfm?id=2818438 http://dl.acm.org/citation.cfm?doid=2818427.2818438
http://dl.acm.org/citation.cfm?id=2818438 http://dl.acm.org/citation.cfm?doid=2818427.2818438
http://dl.acm.org/citation.cfm?doid=2999508.2999529
http://dl.acm.org/citation.cfm?doid=2999508.2999529
http://dl.acm.org/citation.cfm?doid=3132787.3132812
http://dl.acm.org/citation.cfm?doid=3132787.3132812
http://ieeexplore.ieee.org/document/8088437/
http://ieeexplore.ieee.org/document/8088437/
http://dl.acm.org/citation.cfm?doid=3132787.3139199
http://dl.acm.org/citation.cfm?doid=3132787.3139199


136 BIBLIOGRAPHY

[69] Alaeddin Nassani, Huidong Bai, Gun Lee, Tobias Langlotz, Mark Billinghurst,
and Robert W. Lindeman. “Filtering 3D Shared Surrounding Environments by
Social Proximity in AR”. In: 2018 IEEE International Symposium on Mixed and
Augmented Reality Adjunct (ISMAR-Adjunct). Vol. 1. IEEE, Oct. 2018, pp. 123–
124. URL: https://ieeexplore.ieee.org/document/8699336/.

[70] Alaeddin Nassani, Huidong Bai, Gun Lee, Mark Billinghurst, Tobias Langlotz,
and Robert W. Lindeman. “Filtering Shared Social Data in AR”. In: Extended
Abstracts of the 2018 CHI Conference on Human Factors in Computing Systems -
CHI ’18. New York, New York, USA: ACM Press, 2018, pp. 1–6. URL: http:
//dl.acm.org/citation.cfm?doid=3170427.3188609.

[71] Alaeddin Nassani, Gun Lee, Mark Billinghurst, and Robert W. Lindeman. “Fil-
tering Mechanisms of Shared Social Surrounding Environments in AR”. In:
ISMAR 2019. 2019.

[72] Ohan Oda, Carmine Elvezio, Mengu Sukan, Steven Feiner, and Barbara Tver-
sky. “Virtual Replicas for Remote Assistance in Virtual and Augmented Real-
ity”. In: Proceedings of the 28th Annual ACM Symposium on User Interface Soft-
ware & Technology - UIST ’15. New York, New York, USA: ACM Press, 2015,
pp. 405–415. URL: http://dl.acm.org/citation.cfm?doid=2807442.
2807497.

[73] Marie Caroline Oetzel and Tijana Gonja. “The Online Privacy Paradox : A
Social Representations Perspective”. In: Chi 2011 (2011), pp. 2107–2112. URL:
http://dx.doi.org/10.1145/1979742.1979887%5Cnhttp://dl.
acm.org/citation.cfm?id=1979742.1979887&coll=DL&dl=GUIDE&
CFID=720463337&CFTOKEN=52568337.

[74] Margrethe H. Olson and Sophia B. Primps. “Working at Home with Comput-
ers: Work and Nonwork Issues”. In: Journal of Social Issues 40.3 (Oct. 1984),
pp. 97–112. URL: http://doi.wiley.com/10.1111/j.1540-4560.
1984.tb00194.x.

[75] Thomas Olsson. “Concepts and Subjective Measures for Evaluating User Expe-
rience of Mobile Augmented Reality Services”. In: Human Factors in Augmented
Reality Environments. New York, NY: Springer New York, 2013, pp. 203–232.
URL: http://link.springer.com/10.1007/978-1-4614-4205-
9http://link.springer.com/10.1007/978-1-4614-4205-9_9.

[76] Sergio Orts-Escolano et al. “Holoportation: Virtual 3D Teleportation in Real-
time”. In: Proceedings of the 29th Annual Symposium on User Interface Software and
Technology - UIST ’16. New York, New York, USA: ACM Press, 2016, pp. 741–
754. URL: http : / / dl . acm . org / citation . cfm ? doid = 2984511 .
2984517.

[77] Umashanthi Pavalanathan and Jacob Eisenstein. “Emoticons vs. Emojis on
Twitter: A Causal Inference Approach”. In: AAAI Spring Symposium on Obser-
vational Studies through Social Media and Other Human-Generated Content (2016).
URL: http://arxiv.org/abs/1510.08480.

[78] Jon Peddie. Augmented Reality: Where we all live. Vol. October 20. 103. 2017,
p. 323. URL: https://link- springer- com.ezproxy.napier.ac.
uk/content/pdf/10.1007%2F978-3-319-54502-8.pdf%0Ahttp:
//www.springer.com/gb/book/9783319545011.

https://ieeexplore.ieee.org/document/8699336/
http://dl.acm.org/citation.cfm?doid=3170427.3188609
http://dl.acm.org/citation.cfm?doid=3170427.3188609
http://dl.acm.org/citation.cfm?doid=2807442.2807497
http://dl.acm.org/citation.cfm?doid=2807442.2807497
http://dx.doi.org/10.1145/1979742.1979887%5Cnhttp://dl.acm.org/citation.cfm?id=1979742.1979887&coll=DL&dl=GUIDE&CFID=720463337&CFTOKEN=52568337
http://dx.doi.org/10.1145/1979742.1979887%5Cnhttp://dl.acm.org/citation.cfm?id=1979742.1979887&coll=DL&dl=GUIDE&CFID=720463337&CFTOKEN=52568337
http://dx.doi.org/10.1145/1979742.1979887%5Cnhttp://dl.acm.org/citation.cfm?id=1979742.1979887&coll=DL&dl=GUIDE&CFID=720463337&CFTOKEN=52568337
http://doi.wiley.com/10.1111/j.1540-4560.1984.tb00194.x
http://doi.wiley.com/10.1111/j.1540-4560.1984.tb00194.x
http://link.springer.com/10.1007/978-1-4614-4205-9 http://link.springer.com/10.1007/978-1-4614-4205-9_9
http://link.springer.com/10.1007/978-1-4614-4205-9 http://link.springer.com/10.1007/978-1-4614-4205-9_9
http://dl.acm.org/citation.cfm?doid=2984511.2984517
http://dl.acm.org/citation.cfm?doid=2984511.2984517
http://arxiv.org/abs/1510.08480
https://link-springer-com.ezproxy.napier.ac.uk/content/pdf/10.1007%2F978-3-319-54502-8.pdf%0Ahttp://www.springer.com/gb/book/9783319545011
https://link-springer-com.ezproxy.napier.ac.uk/content/pdf/10.1007%2F978-3-319-54502-8.pdf%0Ahttp://www.springer.com/gb/book/9783319545011
https://link-springer-com.ezproxy.napier.ac.uk/content/pdf/10.1007%2F978-3-319-54502-8.pdf%0Ahttp://www.springer.com/gb/book/9783319545011


BIBLIOGRAPHY 137

[79] Thammathip Piumsomboon, Gun A. Lee, Andrew Irlitti, Barrett Ens, Bruce H.
Thomas, and Mark Billinghurst. “On the shoulder of the giant: A multi-scale
mixed reality collaboration with 360 video sharing and tangible interaction”.
In: Conference on Human Factors in Computing Systems - Proceedings (2019), pp. 1–
17.

[80] Holger Regenbrecht, Katrin Meng, Arne Reepen, Stephan Beck, and Tobias
Langlotz. “Mixed Voxel Reality: Presence and Embodiment in Low Fidelity,
Visually Coherent, Mixed Reality Environments”. In: 2017 IEEE International
Symposium on Mixed and Augmented Reality (ISMAR). IEEE, Oct. 2017, pp. 90–
99. URL: http://ieeexplore.ieee.org/document/8115408/.

[81] Carolin Reichherzer, Alaeddin Nassani, and Mark Billinghurst. “[Poster] So-
cial panoramas using wearable computers”. In: 2014 IEEE International Sympo-
sium on Mixed and Augmented Reality (ISMAR). September. New York, New
York, USA: IEEE, Sept. 2014, pp. 303–304. URL: http://dl.acm.org/
citation.cfm?doid=2669062.2669084http://ieeexplore.ieee.
org/document/6948461/.

[82] Jeff Sauro and Joe Dumas. “Comparison of Three One-Question, Post-Task Us-
ability Questionnaires”. In: Proceedings of the SIGCHI Conference on Human Fac-
tors in Computing Systems (2009), pp. 1599–1608. URL: http://dl.acm.org/
citation.cfm?id=1518946.

[83] Jiayu Shu, Sokol Kosta, Rui Zheng, and Pan Hui. “Talk2Me: A Framework for
Device-to-Device Augmented Reality Social Network”. In: 2018 IEEE Interna-
tional Conference on Pervasive Computing and Communications (PerCom). IEEE,
Mar. 2018, pp. 1–10. URL: https://ieeexplore.ieee.org/document/
8444578/.

[84] Harrison Jesse Smith and Michael Neff. “Communication Behavior in Embod-
ied Virtual Reality”. In: Proceedings of the International Conference on Human Fac-
tors in Computing Systems (2018), pp. 1–12. URL: https://research.fb.
com/wp-content/uploads/2018/01/vrcommunication_finalchi_
v2.pdf.

[85] Maurício Sousa, Daniel Mendes, Daniel Medeiros, Alfredo Ferreira, João Madeiras
Pereira, and Joaquim Jorge. “Remote Proxemics”. In: Collaboration Meets Inter-
active Spaces. Ed. by Craig Anslow, Pedro Campos, and Joaquim Jorge. Cham:
Springer International Publishing, 2016, pp. 47–73. URL: http://link.springer.
com/10.1007/978-3-319-45853-3_4http://link.springer.com/
10.1007/978-3-319-45853-3.

[86] R. Suomela and J. Lehikoinen. “Context compass”. In: Digest of Papers. Fourth
International Symposium on Wearable Computers. IEEE Comput. Soc, 2000, pp. 147–
154. URL: http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.
htm?arnumber=888481.

[87] Anthony Tang, Omid Fakourfar, Carman Neustaedter, and Scott Bateman. “Col-
laboration with 360◦ Videochat: Challenges and opportunities”. In: Proceedings
of the 2017 Conference on Designing Interactive Systems - DIS ’17. New York, New
York, USA: ACM Press, 2017, pp. 1327–1339. URL: http://doi.acm.org/
10.1145/3064663.3064707http://dl.acm.org/citation.cfm?
doid=3064663.3064707.

http://ieeexplore.ieee.org/document/8115408/
http://dl.acm.org/citation.cfm?doid=2669062.2669084 http://ieeexplore.ieee.org/document/6948461/
http://dl.acm.org/citation.cfm?doid=2669062.2669084 http://ieeexplore.ieee.org/document/6948461/
http://dl.acm.org/citation.cfm?doid=2669062.2669084 http://ieeexplore.ieee.org/document/6948461/
http://dl.acm.org/citation.cfm?id=1518946
http://dl.acm.org/citation.cfm?id=1518946
https://ieeexplore.ieee.org/document/8444578/
https://ieeexplore.ieee.org/document/8444578/
https://research.fb.com/wp-content/uploads/2018/01/vrcommunication_finalchi_v2.pdf
https://research.fb.com/wp-content/uploads/2018/01/vrcommunication_finalchi_v2.pdf
https://research.fb.com/wp-content/uploads/2018/01/vrcommunication_finalchi_v2.pdf
http://link.springer.com/10.1007/978-3-319-45853-3_4 http://link.springer.com/10.1007/978-3-319-45853-3
http://link.springer.com/10.1007/978-3-319-45853-3_4 http://link.springer.com/10.1007/978-3-319-45853-3
http://link.springer.com/10.1007/978-3-319-45853-3_4 http://link.springer.com/10.1007/978-3-319-45853-3
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=888481
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=888481
http://doi.acm.org/10.1145/3064663.3064707 http://dl.acm.org/citation.cfm?doid=3064663.3064707
http://doi.acm.org/10.1145/3064663.3064707 http://dl.acm.org/citation.cfm?doid=3064663.3064707
http://doi.acm.org/10.1145/3064663.3064707 http://dl.acm.org/citation.cfm?doid=3064663.3064707


138 BIBLIOGRAPHY

[88] Theophilus Teo, Louise Lawrence, Gun A. Lee, Mark Billinghurst, and Matt
Adcock. “Mixed Reality Remote Collaboration Combining 360 Video and 3D
Reconstruction”. In: Proceedings of the 2019 CHI Conference on Human Factors in
Computing Systems - CHI ’19. New York, New York, USA: ACM Press, 2019,
pp. 1–14. URL: http://dl.acm.org/citation.cfm?doid=3290605.
3300431.

[89] The Noun Project Inc. The Noun Project. URL: http://thenounproject.
com.

[90] Stephanie Tom Tong. “Facebook Use During Relationship Termination: Un-
certainty Reduction and Surveillance”. In: Cyberpsychology, Behavior, and Social
Networking 16.11 (Nov. 2013), pp. 788–793. URL: http://www.liebertpub.
com/doi/10.1089/cyber.2012.0549.

[91] Matias Volante, Sabarish V. Babu, Himanshu Chaturvedi, Nathan Newsome,
Elham Ebrahimi, Tania Roy, Shaundra B. Daily, and Tracy Fasolino. “Effects
of Virtual Human Appearance Fidelity on Emotion Contagion in Affective
Inter-Personal Simulations”. In: IEEE Transactions on Visualization and Computer
Graphics 22.4 (Apr. 2016), pp. 1326–1335. URL: http://ieeexplore.ieee.
org/document/7383334/.

[92] Jason Wither, Stephen DiVerdi, and Tobias Höllerer. “Annotation in outdoor
augmented reality”. In: Computers & Graphics 33.6 (Dec. 2009), pp. 679–689.
URL: https://linkinghub.elsevier.com/retrieve/pii/S0097849309000867.

[93] Yan Xu et al. “BragFish: Exploring Physical and Social Interaction in Co-located
Handheld Augmented Reality Games”. In: Proceedings of the 2008 International
Conference in Advances on Computer Entertainment Technology - ACE ’08. New
York, New York, USA: ACM Press, 2008, p. 276. URL: http://portal.acm.
org/citation.cfm?doid=1501750.1501816.

[94] Yan Xu, Evan Barba, Iulian Radu, Maribeth Gandy, and Blair Macintyre. “Chores
Are Fun : Understanding Social Play in Board Games for Digital Tabletop
Game Design”. In: Proceedings of DiGRA 2011 Conference: Think Design Play.
(2011), pp. 1–16.

[95] Feng Zhou, Henry Been-lirn Duh, Mark Billinghurst, Feng Zhou, Henry Been-
lirn Duh, and Mark Billinghurst. “Trends in Augmented Reality Tracking , In-
teraction and Display : A Review of Ten Years of ISMAR”. In: 2008 7th IEEE/ACM
International Symposium on Mixed and Augmented Reality 2 (Sept. 2008), pp. 193–
202. URL: http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.
htm?arnumber=4637362.

http://dl.acm.org/citation.cfm?doid=3290605.3300431
http://dl.acm.org/citation.cfm?doid=3290605.3300431
http://thenounproject.com
http://thenounproject.com
http://www.liebertpub.com/doi/10.1089/cyber.2012.0549
http://www.liebertpub.com/doi/10.1089/cyber.2012.0549
http://ieeexplore.ieee.org/document/7383334/
http://ieeexplore.ieee.org/document/7383334/
https://linkinghub.elsevier.com/retrieve/pii/S0097849309000867
http://portal.acm.org/citation.cfm?doid=1501750.1501816
http://portal.acm.org/citation.cfm?doid=1501750.1501816
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4637362
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4637362


139

Appendix A

Questionnaires

Here are snapshots of the questionnaires used in user studies during this thesis.



1 
 

 
HIT Lab NZ 
Telephone: +64 3 364 2349 

Email: alaeddin.nassani@pg.canterbury.ac.nz 
 

Social AR Continuum 

Information Sheet for Study Participants  

My name is Alaeddin Nassani. I am a PhD student at the HIT Lab NZ, and the principle researcher looking at how we 

can use augmented reality (AR) wearable headsets for sharing social experiences. In the future, many people will have 

access to AR devices, but it is unknown how these devices can be used for social sharing experiences. An example 

would be how to see your friends in AR space. How can you interact with your friends or see what they have shared 

using AR? This study is aiming to explore how friend circles can be represented in AR environments. 

 

If you choose to take part in this study, your involvement will be to take part in a focus group study to discuss 

different ideas on how to visualize friends in AR space, and give feedback on a few prototype implementations. You 

will be asked to answer few questionnaires during the study. 

 

The session will be video recorded for post-analysis of the results and to prepare for a publication in a scientific 

conference. The time of the session is approximately 1 hour.  

 

Participation is voluntary and you have the right to withdraw at any stage without penalty. You may ask for your raw 

data to be returned to you or destroyed at any point. If you withdraw, I will remove information relating to you. 

However, once the study is completed, it will be impossible to remove your data. 
 

The results of the project may be published, but you may be assured of the complete confidentiality of data gathered in 

this investigation: your identity will not be made public without your prior consent. To ensure anonymity and 

confidentiality, all the data will be stored securely and only the researchers mentioned above will have access to it. 

However, I might also share parts of the raw anonymized data with other researchers if there is a need to do so. The 

outcomes of this research will be part of my PhD thesis. A thesis is a public document and will be available through 

the UC Library, among other places. 

 

Please indicate to the researcher on the consent form if you would like to receive a copy of the summary results of the 

project. 
 

The project is being carried out as a requirement for doctoral degree by Alaeddin Nassani under the supervision of 

Robert W. Lindeman, Mark Billinghurst, Gun Lee, and Tobias Langlotz. Prof. Lindeman can be contacted at 

rob.lindeman@canterbury.ac.nz. He will be pleased to discuss any concerns you may have about participation in the 

project. 

 

This project has been reviewed and approved by the University of Canterbury Human Ethics Committee, and 

participants should address any complaints to The Chair, Human Ethics Committee, University of Canterbury, Private 

Bag 4800, Christchurch (human-ethics@canterbury.ac.nz). 
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2 
 

 

HIT Lab NZ 
Telephone: +64 3 364 2349 

Email: alaeddin.nassani@pg.canterbury.ac.nz 
 

Social AR Continuum 

Consent Form for Study Participants 

To participate in this study, please read and agree to the following statements: 

 

□ I have been given a full explanation of this project and have had the opportunity to ask questions. 

□ I understand what is required of me if I agree to take part in the research. 

□ I understand that participation is voluntary and I may withdraw at any time without penalty. Withdrawal of 
participation will also include the withdrawal of any information I have provided should this remain 
practically achievable. 

□ I understand that any information or opinions I provide will be kept confidential to the researcher Alaeddin 
Nassani and that any published or reported results will not identify the participants. I understand that a thesis is a 
public document and will be available through the UC Library. 

□ I understand that the session will be video recorded for post-analysis. 

□ I have been informed of and understand the risks associated with taking part in this research study. 

□ I understand that I can contact the researcher Alaeddin Nassani or supervisors listed in the information sheet for 
further information. If I have any complaints, I can contact the Chair of the University of Canterbury Human 
Ethics Committee, Private Bag 4800, Christchurch (human-ethics@canterbury.ac.nz) 

□ By signing below, I agree to participate in this research project. 

 

 

Name: Signed: Date:   
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3 
 

Participant number#__________ 

 

Pre-Study Questionnaire 
 

1. Age    ____ 

2. Gender (Male/Female/Do not wish to declare) 

3. How often have you used an Augmented/Virtual Reality (AR/VR) headset? 

 Daily 

 Few times a week 

 Few times a month 

 Few times a year 

 Not at all 

4. Which AR/VR headset(s) are you familiar with? 

 N/A 

 Oculus Rift 

 HTC Vive 

 Microsoft Hololens 

 Other, please specify ________________________ 

5. How often do you use social networking? 

 Daily 

 Few times a week 

 Few times a month 

 Few times a year 

 Once 

6. Which social networking sites/apps do you use? 

 N/A 

 Facebook  

 Instagram 

 Snapchat 

 Other(s), please specify ________________________ 
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4 
 

Exercise 1:  

Describe or draw how you would imagine seeing your social connections using AR in the future 
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5 
 

 

Exercise 2 

In each category below write one of the following: “Stranger”, “Friend”, “Acquaintance” or “Intimate” 

3D Avatar  

 

2D Image  

 

  

 

Portrait cartoon  

 

Emoji 
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6 
 

Exercise 2 – cont’d 

In each category below write one of the following: “Stranger”, “Friend”, “Acquaintance” or “Intimate” 

3D Avatar  

 

2D Image  

 
  

 

Portrait cartoon  

 

Emoji 
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7 
 

Exercise 3:  

In each box, write one of the followings: “Friend”, “Stranger”, “Intimate” or “Acquaintance" 

 

 

 

 

 

 

  

146 Appendix A. Questionnaires



8 
 

 

Participant number#__________                                     Condition- 

  

System usability questions 

 

 1 2 3 4 5 

I think that I would like to use this system frequently.      

I found the system unnecessarily complex.      

I thought the system was easy to use.      

I think that I would need the support of a technical person to be able to use this system.      

I found the various functions in this system were well integrated.      

I thought there was too much inconsistency in this system.      

I would imagine that most people would learn to use this system very quickly.      

I found the system very cumbersome to use.      

I felt very confident using the system.      

I needed to learn a lot of things before I could get going with this system.      
 

Subjective Questions 

 

How natural was the mapping of proximity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How natural was the mapping of visual fidelity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How easy was it to distinguish between the different avatars type? 

1  2  3  4  5  6                      7 

Not very easy                         Very easy 

  

Strongly 

agree 

Strongly 

disagree 
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9 
 

 

Participant number#__________                                     Condition- 

  

System usability questions 

 

 1 2 3 4 5 

I think that I would like to use this system frequently.      

I found the system unnecessarily complex.      

I thought the system was easy to use.      

I think that I would need the support of a technical person to be able to use this system.      

I found the various functions in this system were well integrated.      

I thought there was too much inconsistency in this system.      

I would imagine that most people would learn to use this system very quickly.      

I found the system very cumbersome to use.      

I felt very confident using the system.      

I needed to learn a lot of things before I could get going with this system.      
 

Subjective Questions 

 

How natural was the mapping of proximity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How natural was the mapping of visual fidelity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How easy was it to distinguish between the different avatars type? 

1  2  3  4  5  6                      7 

Not very easy                         Very easy 

 

  

Strongly 

agree 

Strongly 

disagree 
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Participant number#__________                                     Condition- 

  

System usability questions 

 

 1 2 3 4 5 

I think that I would like to use this system frequently.      

I found the system unnecessarily complex.      

I thought the system was easy to use.      

I think that I would need the support of a technical person to be able to use this system.      

I found the various functions in this system were well integrated.      

I thought there was too much inconsistency in this system.      

I would imagine that most people would learn to use this system very quickly.      

I found the system very cumbersome to use.      

I felt very confident using the system.      

I needed to learn a lot of things before I could get going with this system.      
 

Subjective Questions 

 

How natural was the mapping of proximity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How natural was the mapping of visual fidelity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How easy was it to distinguish between the different avatars type? 

1  2  3  4  5  6                      7 

Not very easy                         Very easy 

 

  

Strongly 

agree 

Strongly 

disagree 
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Participant number#__________                                     Condition- 

  

System usability questions 

 

 1 2 3 4 5 

I think that I would like to use this system frequently.      

I found the system unnecessarily complex.      

I thought the system was easy to use.      

I think that I would need the support of a technical person to be able to use this system.      

I found the various functions in this system were well integrated.      

I thought there was too much inconsistency in this system.      

I would imagine that most people would learn to use this system very quickly.      

I found the system very cumbersome to use.      

I felt very confident using the system.      

I needed to learn a lot of things before I could get going with this system.      
 

Subjective Questions 

 

How natural was the mapping of proximity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How natural was the mapping of visual fidelity to social relationship? 

1  2  3  4  5  6                      7 

Not very natural                    Very natural 

 

How easy was it to distinguish between the different avatars type? 

1  2  3  4  5  6                      7 

Not very easy                         Very easy 

 

  

Strongly 

agree 

Strongly 

disagree 
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Post Experiment Questionnaire 
 

What are the strengths of each condition? 

 

Base Condition 

 

 

 

Proxemic Filter 

 

 

 

Visual Fidelity Filter 

 

 

 

Combined Filter 

 

 

 

What are the weaknesses of each condition? 

 

Base Condition 

 

 

 

Proxemic Filter 

 

 

 

Visual Fidelity Filter 

 

 

 

Combined Filter 
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13 
 

 

Rank the following conditions from best (1) to worst (4) 

Condition Rank (i.e., 1, 2, 3 or 4) 

Base Condition  

Proxemic Filter  

Visual Fidelity Filter  

Combined Filter  
 

Briefly explain why you chose the best one as the best.  

 

 

 

 

 

Briefly explain why you chose the worst one as the worst.  

 

 

 

 

 

Any other comments or suggestions 

 

 

 

 

 

 

Thank you! 
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Study	of	AR	Annotation	for	Multi-user	Sharing	in	Video	Streaming		

CONSENT	FORM	

! I	have	been	given	a	full	explanation	of	this	project	and	have	had	opportunity	to	ask	questions.	
! I	understand	what	is	required	of	me	if	I	agree	to	take	part	in	the	research.	
! I	understand	that	participation	is	voluntary	and	I	may	withdraw	any	information	I	have	provided	

without	penalty.	
! I	understand	that	any	information	or	opinions	I	provide	will	be	kept	confidential	to	the	

researcher	Alaeddin	Nassani	and	that	any	published	or	reported	results	will	not	identify	

participants.	
! I	understand	that	a	thesis	is	a	public	document	and	will	be	available	through	the	UC	library.	
! I	have	been	informed	of	and	understand	the	risks	associated	with	taking	part	in	this	research	

study.	
! I	understand	that	I	am	able	to	receive	a	report	on	the	findings	of	the	study	by	contacting	the	

researcher	at	the	conclusion	of	this	study.	

! I	understand	that	I	can	contact	the	researcher	Alaeddin	Nassani	or	his	supervisors	listed	in	the	
information	sheet	provided.	

! If	I	have	any	complaints,	I	can	contact	the	chair	of	the	University	of	Canterbury	Human	Ethics	

committee	trough	the	contact	listed	in	the	information	sheet	provided.	
! By	signing	this	document,	I	agree	to	participate	in	this	research	project.	

	

																																																																																																					/									/2016	

			Signature	of	the	Participant																																																		Date	
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Participant	number#__________	

Pre	Experiment	Questionnaire	

	

1. Age				____	
2. Gender	(Male/Female/Do	not	wish	to	declare)	
3. Have	you	used	any	augmented	reality	applications	before?	

! Not	at	all	
! Once	
! Daily	

! Few	times	a	week	
! Few	times	a	month	
! Few	times	a	year	

4. How	often	do	you	use	live	video	streaming	apps?	
! Not	at	all	(please	skip	the	following	questions)	
! Once	

! Daily	
! Few	times	a	week	
! Few	times	a	month	

! Few	times	a	year	
5. Which	app	do	you	use	for	live	video	streaming?	

! N/A	

! Meerkat	
! Periscope	
! Facebook	live	

! Skype	
! Snapchat	

! Other,	please	specify	________________________	
6. What	is	your	main	purpose	for	using	live	video	streaming?		

! Social	connection	with	friends	

! Connect	with	family	
! Commercial	or	business	use	
! Other,	please	specify	________________________	
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Participant	number#__________																																					Condition-	

		

1. System	usability	questions	
	

	 1	 2	 3	 4	 5	
I	think	that	I	would	like	to	use	this	system	frequently.	 	 	 	 	 	
I	found	the	system	unnecessarily	complex.	 	 	 	 	 	
I	thought	the	system	was	easy	to	use.	 	 	 	 	 	
I	think	that	I	would	need	the	support	of	a	technical	person	to	be	able	to	use	this	
system.	

	 	 	 	 	

I	found	the	various	functions	in	this	system	were	well	integrated.	 	 	 	 	 	
I	thought	there	was	too	much	inconsistency	in	this	system.	 	 	 	 	 	
I	would	imagine	that	most	people	would	learn	to	use	this	system	very	quickly.	 	 	 	 	 	
I	found	the	system	very	cumbersome	to	use.	 	 	 	 	 	
I	felt	very	confident	using	the	system.	 	 	 	 	 	
I	needed	to	learn	a	lot	of	things	before	I	could	get	going	with	this	system.	 	 	 	 	 	
	

2. Social	presence	Questions*	

	

	 1	 2	 3	 4	 5	 6	 7	
	 	 	 	 	 	 	 	

The	comments	I	shared	about	the	video	were	clear	to	others.	 	 	 	 	 	 	 	
Comments	from	others	were	clear	to	me.	 	 	 	 	 	 	 	
It	was	easy	to	understand	comments	from	others.	 	 	 	 	 	 	 	
Others	found	it	easy	to	understand	me		 	 	 	 	 	 	 	
Understanding	others’	comments	was	difficult.	 	 	 	 	 	 	 	
Others	had	difficulty	understanding	me	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	
I	could	tell	how	others	felt	by	my	video	sharing.	 	 	 	 	 	 	 	
Others	could	tell	how	I	felt		 	 	 	 	 	 	 	
Others’	emotions	were	not	clear	to	me.	 	 	 	 	 	 	 	
My	emotions	were	not	clear	to	others	 	 	 	 	 	 	 	
I	could	describe	others’	feelings	accurately.	 	 	 	 	 	 	 	
Others	could	describe	my	feelings	accurately.	 	 	 	 	 	 	 	
*Harms	C,	Biocca	F.	Internal	Consistency	and	Reliability	of	the	Networked	Minds	Measure	of	Social	Presence.	Seventh	Annu	Int	Work	Presence	2004	2004:246–51.	

	

Strongly	
agree	

Strongly	
disagree	

Strongly	
agree	

Strongly	
disagree	
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Participant	number#__________																																					Condition-	

		

1. System	usability	questions	
	

	 1	 2	 3	 4	 5	
I	think	that	I	would	like	to	use	this	system	frequently.	 	 	 	 	 	
I	found	the	system	unnecessarily	complex.	 	 	 	 	 	
I	thought	the	system	was	easy	to	use.	 	 	 	 	 	
I	think	that	I	would	need	the	support	of	a	technical	person	to	be	able	to	use	this	
system.	

	 	 	 	 	

I	found	the	various	functions	in	this	system	were	well	integrated.	 	 	 	 	 	
I	thought	there	was	too	much	inconsistency	in	this	system.	 	 	 	 	 	
I	would	imagine	that	most	people	would	learn	to	use	this	system	very	quickly.	 	 	 	 	 	
I	found	the	system	very	cumbersome	to	use.	 	 	 	 	 	
I	felt	very	confident	using	the	system.	 	 	 	 	 	
I	needed	to	learn	a	lot	of	things	before	I	could	get	going	with	this	system.	 	 	 	 	 	
	

2. Social	presence	Questions*	

	

	 1	 2	 3	 4	 5	 6	 7	
	 	 	 	 	 	 	 	

The	comments	I	shared	about	the	video	were	clear	to	others.	 	 	 	 	 	 	 	
Comments	from	others	were	clear	to	me.	 	 	 	 	 	 	 	
It	was	easy	to	understand	comments	from	others.	 	 	 	 	 	 	 	
Others	found	it	easy	to	understand	me		 	 	 	 	 	 	 	
Understanding	others’	comments	was	difficult.	 	 	 	 	 	 	 	
Others	had	difficulty	understanding	me	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	
I	could	tell	how	others	felt	by	my	video	sharing.	 	 	 	 	 	 	 	
Others	could	tell	how	I	felt		 	 	 	 	 	 	 	
Others’	emotions	were	not	clear	to	me.	 	 	 	 	 	 	 	
My	emotions	were	not	clear	to	others	 	 	 	 	 	 	 	
I	could	describe	others’	feelings	accurately.	 	 	 	 	 	 	 	
Others	could	describe	my	feelings	accurately.	 	 	 	 	 	 	 	
*Harms	C,	Biocca	F.	Internal	Consistency	and	Reliability	of	the	Networked	Minds	Measure	of	Social	Presence.	Seventh	Annu	Int	Work	Presence	2004	2004:246–51.	

	

Strongly	
agree	

Strongly	
disagree	

Strongly	
agree	

Strongly	
disagree	

156 Appendix A. Questionnaires



Participant	number#__________																																					Condition-	

		

1. System	usability	questions	
	

	 1	 2	 3	 4	 5	
I	think	that	I	would	like	to	use	this	system	frequently.	 	 	 	 	 	
I	found	the	system	unnecessarily	complex.	 	 	 	 	 	
I	thought	the	system	was	easy	to	use.	 	 	 	 	 	
I	think	that	I	would	need	the	support	of	a	technical	person	to	be	able	to	use	this	
system.	

	 	 	 	 	

I	found	the	various	functions	in	this	system	were	well	integrated.	 	 	 	 	 	
I	thought	there	was	too	much	inconsistency	in	this	system.	 	 	 	 	 	
I	would	imagine	that	most	people	would	learn	to	use	this	system	very	quickly.	 	 	 	 	 	
I	found	the	system	very	cumbersome	to	use.	 	 	 	 	 	
I	felt	very	confident	using	the	system.	 	 	 	 	 	
I	needed	to	learn	a	lot	of	things	before	I	could	get	going	with	this	system.	 	 	 	 	 	
	

2. Social	presence	Questions*	

	

	 1	 2	 3	 4	 5	 6	 7	
	 	 	 	 	 	 	 	

The	comments	I	shared	about	the	video	were	clear	to	others.	 	 	 	 	 	 	 	
Comments	from	others	were	clear	to	me.	 	 	 	 	 	 	 	
It	was	easy	to	understand	comments	from	others.	 	 	 	 	 	 	 	
Others	found	it	easy	to	understand	me		 	 	 	 	 	 	 	
Understanding	others’	comments	was	difficult.	 	 	 	 	 	 	 	
Others	had	difficulty	understanding	me	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	
I	could	tell	how	others	felt	by	my	video	sharing.	 	 	 	 	 	 	 	
Others	could	tell	how	I	felt		 	 	 	 	 	 	 	
Others’	emotions	were	not	clear	to	me.	 	 	 	 	 	 	 	
My	emotions	were	not	clear	to	others	 	 	 	 	 	 	 	
I	could	describe	others’	feelings	accurately.	 	 	 	 	 	 	 	
Others	could	describe	my	feelings	accurately.	 	 	 	 	 	 	 	
*Harms	C,	Biocca	F.	Internal	Consistency	and	Reliability	of	the	Networked	Minds	Measure	of	Social	Presence.	Seventh	Annu	Int	Work	Presence	2004	2004:246–51.	

	

Strongly	
agree	

Strongly	
disagree	

Strongly	
agree	

Strongly	
disagree	
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Participant	number#__________																																						

	Post	Experiment	Questionnaire	

1. What	are	the	strengths	of	each	condition?	
	

	
Comments	as	List	

	
Comments	on	Video	

	
Both	styles	together	

	 	 	

	
2. What	are	the	weaknesses	of	each	condition?	

	
Comments	as	List	

	
Comments	on	Video	

	
Both	styles	together	
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3. Rate	the	following	conditions	from	best	(1)	to	worst	(3)	
	

Condition	 Rating	(e.g.	1,	2	or	3)	
Comments	as	list		 	
Comments	on	video	 	
Comments	on	both	list	and	video	 	
	

4. Briefly	explain	why	you	chose	the	best	one	as	the	best.		

	

	

	

	

5. Briefly	explain	why	you	chose	the	worst	one	as	the	worst.		

	

	

	

	

6. Any	other	comments	or	suggestions	

	

	

	

	

	

Thank	you!	
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1 
 

Participant number#__________                                      

 

Condition: Life size  

 

How easy it was to use? 

1 2 3 4 5 6 7 

Not very easy  Very easy 
 

How natural was moving social contacts? 

1 2 3 4 5 6 7 

Not very natural  Very natural 
 

How useful was this condition? 

1 2 3 4 5 6 7 

Not very useful  Very useful 
 

 

Condition: Miniature 

 

How easy it was to use? 

1 2 3 4 5 6 7 

Not very easy  Very easy 
 

How natural was moving social contacts? 

1 2 3 4 5 6 7 

Not very natural  Very natural 
 

How useful was this condition? 

1 2 3 4 5 6 7 

Not very useful  Very useful 
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2 
 

 

Where it would be useful to use … 

Condition Examples where it can be useful … 

 

Life size avatars 

 

 

 

Miniature avatars 

 

 

 

Rank the following conditions from best (1) to worst (2) 

Condition Rank (i.e., 1, or 2) 

Life-size avatars  

Miniatures   

 

 

 

 

Thank you! 
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HIT Lab NZ 
Telephone: +64 3 364 2349 

Email: alaeddin.nassani@pg.canterbury.ac.nz 
 

Social AR - Data Continuum 

Information Sheet for Study Participants  

My name is Alaeddin Nassani. I am a PhD student at the HIT Lab NZ, and the principle researcher looking 

at how we can use augmented reality (AR) wearable headsets and 360 camera for sharing social 

experiences. In the future, many people will have access to AR devices, but it is unknown how these 

devices can be used for social sharing experiences. An example would be how to see your friends in AR 

space. How can you interact with your friends or see what they have shared using AR? This study is aiming 

to explore how friends share 360 videos in AR environments. 

 

If you choose to take part in this study, your involvement will be to take part in a focus group study to 

discuss different ideas on how to visualize friends in AR space, and give feedback on a few prototype 

implementations. You will be asked to answer few questionnaires during the study. 

 

The session will be video recorded for post-analysis of the results and to prepare for a publication in a 

scientific conference. The time of the session is approximately 1 hour.  
 

Participation is voluntary and you have the right to withdraw at any stage without penalty. You may ask for 

your raw data to be returned to you or destroyed at any point. If you withdraw, I will remove information 

relating to you. However, once the study is completed, it will be impossible to remove your data. 
 

The results of the project may be published, but you may be assured of the complete confidentiality of data 

gathered in this investigation: your identity will not be made public without your prior consent. To ensure 

anonymity and confidentiality, all the data will be stored securely and only the researchers mentioned above 

will have access to it. However, I might also share parts of the raw anonymized data with other researchers 

if there is a need to do so. The outcomes of this research will be part of my PhD thesis. A thesis is a public 

document and will be available through the UC Library, among other places. 
 

Please indicate to the researcher on the consent form if you would like to receive a copy of the summary 

results of the project. 
 

The project is being carried out as a requirement for doctoral degree by Alaeddin Nassani under the 

supervision of Robert W. Lindeman, Mark Billinghurst, Gun Lee, and Tobias Langlotz. Prof. Lindeman can 

be contacted at rob.lindeman@canterbury.ac.nz. He will be pleased to discuss any concerns you may have 

about participation in the project. 
 

This project has been reviewed and approved by the University of Canterbury Human Ethics Committee, and 

participants should address any complaints to The Chair, Human Ethics Committee, University of 

Canterbury, Private Bag 4800, Christchurch (human-ethics@canterbury.ac.nz). 
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HIT Lab NZ 
Telephone: +64 3 364 2349 

Email: alaeddin.nassani@pg.canterbury.ac.nz 
 

Social AR - Data Continuum 

Consent Form for Study Participants 

To participate in this study, please read and agree to the following statements: 

 

□ I have been given a full explanation of this project and have had the opportunity to ask questions. 

□ I understand what is required of me if I agree to take part in the research. 

□ I understand that participation is voluntary and I may withdraw at any time without penalty. 
Withdrawal of participation will also include the withdrawal of any information I have provided 
should this remain practically achievable. 

□ I understand that any information or opinions I provide will be kept confidential to the researcher 
Alaeddin Nassani and that any published or reported results will not identify the participants. I 
understand that a thesis is a public document and will be available through the UC Library. 

□ I understand that the session will be video recorded for post-analysis. 

□ I have been informed of and understand the risks associated with taking part in this research study. 

□ I understand that I can contact the researcher Alaeddin Nassani or supervisors listed in the 
information sheet for further information. If I have any complaints, I can contact the Chair of the 
University of Canterbury Human Ethics Committee, Private Bag 4800, Christchurch (human-
ethics@canterbury.ac.nz) 

□ By signing below, I agree to participate in this research project. 

 
 

Name: Signed: Date:   
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Pre Study Questionnaire 

 

1. Age    ____ 

2. Gender (Male/Female/Do not wish to declare) 

3. How often have you used an Augmented/Virtual Reality (AR/VR) headset? 

 Daily 

 Few times a week 

 Few times a month 

 Few times a year 

 Not at all 

4. Which AR/VR headset(s) are you familiar with? 

 N/A 

 Oculus Rift 

 HTC Vive 

 Microsoft HoloLens 

 Other, please specify ________________________ 

5. How often do you use social networking? 

 Daily 

 Few times a week 

 Few times a month 

 Few times a year 

 Once 

6. Which social networking sites/apps do you use? 

 N/A 

 Facebook  

 Instagram 

 Snapchat 

 Other(s), please specify ________________________ 
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Participant number#__________                                     Condition- 
 

Social Presence 

 

  1 2 3 4 5 
CoP-Q1 I noticed the other social contacts.       
CoP-Q3 The other social contacts' presence was obvious to me.       
CoP-Q5 The other social contacts caught my attention.       
Atn-Q1 I was easily distracted from the other social contacts when other things 

were going on.  
     

Atn-Q3 I remained focused on the other social contacts throughout our 
interaction. 

     

Atn-Q5 The other social contacts did not receive my full attention.       
MsgU-Q2 The social contacts shared data (360, video, photo) were clear to me.       
MsgU-Q3 It was easy to understand the social contacts shared data (360, video, 

photo).  
     

MsgU-Q5 Understanding the social contacts' shared data (360, video, photo) was 
difficult.  

     

 

Subjective Mental Effort Qustionnaire (SMEQ) 

Write a number between 0 and 150 that describe your mental effort  

 

  

Strongly 

agree 

Strongly 

disagree 
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Participant number#__________                                     Condition- 
  

Social Presence 

 

  1 2 3 4 5 
CoP-Q1 I noticed the other social contacts.       
CoP-Q3 The other social contacts' presence was obvious to me.       
CoP-Q5 The other social contacts caught my attention.       
Atn-Q1 I was easily distracted from the other social contacts when other things 

were going on.  
     

Atn-Q3 I remained focused on the other social contacts throughout our 
interaction. 

     

Atn-Q5 The other social contacts did not receive my full attention.       
MsgU-Q2 The social contacts shared data (360, video, photo) were clear to me.       
MsgU-Q3 It was easy to understand the social contacts shared data (360, video, 

photo).  
     

MsgU-Q5 Understanding the social contacts' shared data (360, video, photo) was 
difficult.  

     

 

Subjective Mental Effort Questionnaire (SMEQ) 

Write a number between 0 and 150 that describe your mental effort  

 

  

Strongly 

agree 

Strongly 

disagree 
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Participant number#__________                                     Condition- 
  

Social Presence 

 

  1 2 3 4 5 
CoP-Q1 I noticed the other social contacts.       
CoP-Q3 The other social contacts' presence was obvious to me.       
CoP-Q5 The other social contacts caught my attention.       
Atn-Q1 I was easily distracted from the other social contacts when other things 

were going on.  
     

Atn-Q3 I remained focused on the other social contacts throughout our 
interaction. 

     

Atn-Q5 The other social contacts did not receive my full attention.       
MsgU-Q2 The social contacts shared data (360, video, photo) were clear to me.       
MsgU-Q3 It was easy to understand the social contacts shared data (360, video, 

photo).  
     

MsgU-Q5 Understanding the social contacts' shared data (360, video, photo) was 
difficult.  

     

 

Subjective Mental Effort Questionnaire (SMEQ) 

Write a number between 0 and 150 that describe your mental effort  

 

  

Strongly 

agree 

Strongly 

disagree 
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 Post Experiment Questionnaire 

1. What are the strengths of each condition? 

 

C1 – All in 360 

 

 

 

C2 – Filtered by Relationship 

 

 

 

C3 – Tap to change 

 

 

 

C4 – Walk to change 

 

 

 

2. What are the weaknesses of each condition? 

 

C1 – All in 360 

 

 

 

C2 – Filtered by Relationship 

 

 

 

C3 – Tap to change 

 

 

 

C4 – Walk to change 
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3. Rank the following conditions from best (1) to worst (3) 

Condition Rank (i.e., 1, 2, 3 or 4) 

C1 – All in 360  

C2 – Filtered by Relationship  

C3 – Tap to change  

C4 – Walk to change  

 

4. Briefly explain why you chose the best one as the best.  

 

 

 

 

5. Briefly explain why you chose the worst one as the worst.  

 

 

 

 

6. Any other comments or suggestions 

 

 

 

 

 

 

Thank you! 
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Pre Study Questionnaire 

 

1. Age    ____ 

2. Gender (Male/Female/Do not wish to declare) 
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C1:  All share 3D 

 

Q1: As a Sharer (person sharing the surrounding environment), how do you feel about sharing 

the contents with others in terms of privacy?  
 

1 2 3 4 5 

Uncomfortable 
   

Comfortable 

 

Q2: As a Viewer (person viewing the surrounding environment), how do you feel about 

sharing the contents with others in terms of privacy?  
 

1 2 3 4 5 

Uncomfortable 
   

Comfortable 

 

C2:  3D filter (full, partial, point of view) based on proximity 

Q1: As a Sharer (person sharing the surrounding environment), how do you feel about sharing 

the contents with others in terms of privacy?  
 

1 2 3 4 5 

Uncomfortable 
   

Comfortable 

 

Q2: As a Viewer (person viewing the surrounding environment), how do you feel about 

sharing the contents with others in terms of privacy?  
 

1 2 3 4 5 

Uncomfortable 
   

Comfortable 
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 Post Experiment Questionnaire 

1. What are the strengths of each condition? 

 

C1:  All share 3D  

C2:  3D filter (full, 

partial, point of view) 

based on proximity  

 

 

2. What are the weaknesses of each condition? 

 

C1:  All share 3D  

C2:  3D filter (full, 

partial, point of view) 

based on proximity  
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3. Rank the following conditions from best (1) to worst (2) as a Viewer (person viewing the 

surrounding environment) 

Condition Rank (i.e., 1, 2) 
C1:  All share 3D  
C2:  3D filter (full, partial, point of view) based on proximity   

 

4. Briefly explain why you chose the best one as the best.  

 

 

 

5. Briefly explain why you chose the worst one as the worst.  

 

 

 

6. Rank the following conditions from best (1) to worst (1) as a Sharer (person sharing the 

surrounding environment) 

Condition Rank (i.e., 1, 2) 
C1:  All share 3D  
C2:  3D filter (full, partial, point of view) based on proximity   

 

7. Briefly explain why you chose the best one as the best.  

 

 

 

8. Briefly explain why you chose the worst one as the worst.  
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9. Which of the followings would like to use to hide private/intimate parts of the 

surrounding environment  

 Remove/hide as if it doesn’t exist 

 Overlay/block out  

 Blur / semi-transparent layer 

 Other, please specify ________________________ 

 

 

10. Any other comments or suggestions 

 

 

 

 

 

 

Thank you! 
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