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Abstract

This thesis focuses on the development of Bacteria-inspired Algorithms 
(BIAs) and their applications to power system optimisation. The thesis first 
investigates the background of Evolutionary Algorithms (EAs) and BIAs and 
their differences, then describes in detail the relevant bacterial behaviours that 
have inspired this research.

Most EAs are in the form of meta-heuristic optimisation algorithms, which 
solves computational problems by processing the predefined procedural, based 
on the framework of a fixed population. However, this fixed-population frame­
work is contradicted with real-world biological phenomena, as EAs are not only 
time-consuming as applications, but they also fail to reach the full potential of 
their searching capability.

In order to overcome these drawbacks, a varying population framework 
is introduced, initially presenting a novel bacteria-inspired optimisation algo­
rithm; the Bacteria Foraging Algorithm with Varying Population (BFAVP). 
Developed from a more realistic model of bacteria foraging patterns, which in­
corporates the varying population framework and the underlying mechanisms 
of bacterial chemotaxis, metabolism, proliferation, elimination and quorum 
sensing, BFAVP has been evaluated on the basis of three sets of benchmark 
functions, including high-dimensional unimodal and multimodal functions and 
low-dimensional multimodal functions, with consideration of the differences 
between BFAVP and other EAs.

For practical applications, BFAVP is employed to solve three power system 
problems: economic dispatch, where BFAVP solves the Optimal Power Flow 
(OPF) problem and significantly reduces the computational time by separating
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the whole power system into partitions; voltage control, where BFAVP opti­
mises the location of Flexible AC Transmission System (FACTS) devices to 
minimise the power loss; and harmonic parameter estimation, where BFAVP 
estimates the phases and the fundamental frequency, alongside a least square 
method to estimate amplitudes.

With the aim of reducing the population size and computational complex­
ity, a Paired-bacteria Optimiser (PBO) is developed in this research, which 
utilises only two individuals in each iteration. PBO combines both gradient 
and random searching strategies, thus making the algorithm suitable for solving 
multimodal functions with fast adaptive performance. Evaluated on a set of 
high-dimensional multimodal functions, the simulation results have shown that 
PBO has a faster convergence rate on most of these functions in comparison 
with other EAs.

The applicability of PBO to engineering is demonstrated by its application 
to economic dispatch with both dynamic and stochastic loads. With an out­
standing convergence rate, PBO minimises the fuel cost rapidly in the dynamic 
environment, and effectively optimises the mean and standard deviation of fuel 
costs in the stochastic environment.
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Chapter 1

Introduction

Optimisation refers to choosing the best solutions from a set of available 
alternatives. Optimisation algorithms solve problems by seeking the solutions 
which have the minimal or maximal evaluation value of the objective function. 
In the discussion of this thesis, the problem is formulated by an objective 
function, and the optimisation aims to search for the minimal evaluation value 
of the function.

This chapter highlights the advantages of this study, introduces the basic 
concepts of Evolutionary Algorithms (EAs), explains the background of bac­
terial foraging behaviours, and summarises the contributions of this research 
work. The layout of the thesis and an auto-bibliography are given at the end 
of the chapter.

1.1 Motivation and Objectives

The gradient-based methods have been well studied over the past half a 
century and largely applied for solving a wide range of engineering and public 
service problems [8]. However these methods work based on gradient-based 
search mechanisms and their convergence is largely dependent on initial points 
of research. Therefore, they are not suitable for the optimisation functions 
which are non-differentiable and non-convex and contain many local optima.

Over the past few decades a great deal of research activities have been
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1.1 Motivation and Objectives 2

carried out in the field of computational intelligence. In this field, various bio­
logically inspired optimisation algorithms have emerged based on the studies of 
genetic evolution, animal behaviour, swarm intelligence, etc. Unlike gradient- 
based algorithms, EAs are population-based and aim to find global optimal 
solutions. They are suitable for resolving the complex optimisation problem 
where there exist many local optima and mixed function variables such as 
continuous, discrete, and logic variables.

However, EAs are notorious for their heavy and unpredictable computa­
tional loads. The potential for applications of these algorithms is limited to 
large-scale systems, such as power systems, telecommunication networks, traf­
fic systems, and biological data processing, due to their high computational 
complexity [9] [10]. One of the motivations of this research work is that most 
EAs are based on a fixed-population framework, which introduces unnecessary 
random search and function evaluations in the optimisation process. The re­
dundant computation load is caused by a lack of knowledge of the relationship 
between population size and the dimensionality of the objective function, as 
well as the relationship between population size and the complexity of the op­
timisation problem. Meanwhile, some of the engineering problems can not be 
solved by the EAs with large population sizes [11].

In order to overcome the computational complexity and time consuming 
issues occurred for solving complex high-dimensional optimisation problems, 
this research will further explore the potential of the understanding of biologi­
cal systems. The research on modelling of animal behaviours [12] and bacterial 
foraging patterns [13] have been undertaken in the Intelligence Engineering 
and Automation research group, The University of Liverpool. The investiga­
tions presented in this thesis focus on modelling further details of bacterial 
foraging behaviours and developing more efficient optimisation algorithms for 
applications to complex high-dimensional optimisation problems.
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1.2 Biologically Inspired Optimisation Algorithms 3

1.2 Biologically Inspired Optimisation Algo­

rithms

The advent of rapid, reliable and cheap computing power over the past 
few decades has transformed many fields of science and engineering. The mul­
tidisciplinary field of optimisation is no exception [14]. First of all, with fast 
computers, researchers and engineers can apply classical optimisation methods, 
such as Linear Programming (LP) [15], Non-linear Programming (NLP) [16], 
and Convex Programming [17], to large-scale problems. In these algorithms, 
LP is an optimisation technique for linear objective functions, subject to linear 
equality and linear inequality constraints; NLP is able to solve the problems 
that have a nonlinear objective function or nonlinear constraints; and Convex 
Programming is designed to optimise the objective functions with a convex 
landscape. In addition, however, researchers have developed a large number 
of new optimisation algorithms that operate in a rather different way than the 
classical methods, and that allow scientists and engineers to solve optimisation 
problems where the classical methods are not applicable. Meanwhile, these 
novel optimisation algorithms do not need to be run a large number of times 
in multimodal problems, which makes their application efficient [18].

1.2.1 Natural computation

Since living creatures first appeared on Earth, nature has been doing a mar­
vellous job of solving complex problems. Evolutionary pressure forced natural 
systems to come up with highly optimised and effective solutions to sustain 
life. Therefore, the adaptation of problem-solving approaches found in nature 
can be very helpful. Biomimetics aims to apply methods and systems found 
in nature to the study and design of engineering systems and advanced tech­
nology. With the advancement of computer science, researchers have taken 
this concept further by simulating natural processes to solve computational 
problems. This emerging field is referred to as natural computation [19].

According to [20], natural computation can be divided into three main

Mengshi Li



1.2 Biologically Inspired Optimisation Algorithms 4

branches:

• Computation inspired by nature, also known as natural computation, 
which draws models from nature to develop problem-solving techniques 
for complex problems.

• The simulation and emulation of nature by means of computing, which 
aims at creating patterns, forming behaviours and organisms to mimic 
various natural phenomena by synthetic processes, and thus results in in­
creasing the understanding of nature and insights about computer mod­
els.

• Computing with natural materials, which uses natural materials to per­
form computation, substituting and supplementing the current silicon- 
based computers.

This research falls into the first category, i.e.: the computing is inspired by 
nature, such as EAs and Artificial Neural Networks (ANNs) [21], EAs involve 
techniques used to implement mechanisms that are inspired by evolutionary 
behaviour, and they have been widely applied to optimise scientific and en­
gineering problems due to their simplicity and flexibility [22] [23]. The ANN 
is a mathematical model or computational model based on biological neural 
networks, which can be used to model complex relationships between inputs 
and outputs or to find patterns in data [24].

1.2.2 Evolutionary algorithms

EAs are a branch of computer science, which use an iterative process to 
search for a desired location in the solution space. To obtain the solution, the 
population is selected by a random process. The fitness value of the objective 
function for each individual in EAs is calculated orderly. Such processes are 
often inspired by mechanisms of genetic evolution and swarm intelligence.

Mengshi Li



1.2 Biologically Inspired Optimisation Algorithms 5

Genetic evolution-based EAs

The basic concept of Genetic Algorithm (GA) is to simulate the processes in 
natural system of evolution, specifically those that follow the principles of sur­
vival of the fittest. GA refers to a particular class of EAs that uses techniques 
inspired by evolutionary biology such as inheritance, mutation, selection, and 
crossover [25]. GA is implemented in a computer simulation in which a pop­
ulation of abstract representations of candidate solutions to an optimisation 
problem evolves towards better solutions [26].

A general GA has the following five operations: initialisation, selection, 
crossover, mutation and termination [25]. Traditionally, solutions are repre­
sented in binary value, but other encodings are also possible [27]. The evolu­
tion starts from a population of randomly generated individuals in the solution 
space and occurs in generations. Initially, the population is randomly selected 
from the entire range of possible solutions. Occasionally, the solutions are 
seeded in areas where optimal solutions are likely to be found. In each genera­
tion, the fitness of every individual in the population is evaluated. Individual 
solutions are selected through a fitness-based process, where solutions with a 
better fit are often more likely to be selected. Certain selection methods rate 
the fitness of each solution and preferentially select the best solutions. Most 
functions are stochastic and designed so that a few solutions with poorer fits 
are selected. This helps GA to preserve population diversity and prevent pre­
mature convergence. The most well-studied selection methods include roulette 
wheel selection and tournament selection [28]. An intermediate population is 
selected from the existing population based on the fitness values to reproduce 
a new population. Then multiple individuals are stochastically selected from 
the current population, and crossover and mutation are applied to produce a 
new population. The new population is then used in the next generation of 
the algorithm. The algorithm either terminates when a maximum number of 
generations has been produced, or stops when a satisfactory fitness level for 
the population has been reached.

Evolutionary Programming (EP) is another conventional evolutionary based
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1.2 Biologically Inspired Optimisation Algorithms 6

EA [29]. It was first used Ijy Fogel in 1960 as a way to use simulated evolution 
as a learning process aiming in order to generate artificial intelligence.

Similar to GA, EP is based on the parallel evolution of the population. 
Each individual represents a potential solution to the problem. According to 
survival of the fittest, the filial generation in EP is generated from the fittest 
parent generation by ranking these individuals. EP not only conducts a contin­
uous crossover operation but also capitalises on the mutation operation in the 
evolution process. For each individual, the mutation varies in severity, which 
affects the behaviour of the individual [10]. Thus, EP focuses on optimising 
continuous functions, which are widely found in mathematical and engineering 
problems. The contemporary variant, Fast EP (FEP), uses a Cauchy mutation 
instead of Gaussian mutation. By introducing the Cauchy mutation, FEP is 
more likely to generate an offspring further away from its parent than Gaussian 
mutation due to its long flat tails. According to the experimental studies, the 
improvement enhances the global search ability of EP [9].

Genetic Programming (GP) is a type of EA based on the evolutionary 
progress developed by Koza to solve various complex optimisations and search­
ing problems [30]. Unlike most EAs, GP can not only be applied to search for 
the optimal solution but also be used to search for mathematical functions to 
describe an unknown model. Trial solutions are represented in memory as tree 
structures. Trees can be easily evaluated in a recursive manner. Every tree 
node has an operator function, and every terminal node has an operand, mak­
ing mathematical expressions easy to evolve and evaluate. In GP, crossover 
is applied on an individual by simply switching one of its nodes with another 
node from another individual in the population. With the tree-based represen­
tation, the crossover operates as a replacement for the whole branch. Mutation 
affects an individual in the population. It can replace a whole branch from the 
selected node, or it can replace only the node’s information [31]. These two 
operators are applied to the chromosome in each generation.

Evolutionary Strategy (ES) was initially proposed in the 1960s by Rechen- 
berg and Schwefel [32] [33]. The primary operators in ES are mutation and
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selection. In each generation, a real valued vector of object variables is created 
by mutating the parent with an identical standard deviation to each objec­
tive variable. The fitness value of the child individual is compared with the 
value of its parent, and the one with the better value survives. This selection 
mechanism is identified as (1+1)-ES.

ES may converge to premature results during the optimisation process due 
to a lack of diversity. To overcome this drawback, a multi-member ES with 
a parent, (/i+l)-ES, was proposed by Recherche [34]. In this ES, p parent 
individuals are recombined from one offspring, which is mutated from the worst 
parent individual. This operation has a similar effect to the crossover process 
in GA. There are other ES variants based on this improvement, such as (l+A)- 
ES, where A mutants are generated from the same parent; (/.i,?)-ES, where all 
parents are selected in every generation with a varying population; (/i + A)~ES, 
where the best p individuals are produced from the union of the parent and a 
surviving offspring; and (/j, A)-ES, where only the best p offspring individuals 
are used to form the next parent generation.

Swarm intelligence-base EAs

Particle Swarm Optimiser (PSO) is a stochastic optimisation technique 
developed by Eberhart and Kennedy [35], which is inspired by computer sim­
ulations of various interpretations of the movement of organisms in a flock of 
birds or a school of fishes. The population of PSO is called a swarm and each 
individual in the population of PSO is called a particle.

The 2th particle in the />;th iteration has a current position in an n-dimensional 
search space, Xf G {B\Q) i3up), and a current velocity Velf, where B\0 and Bup 
indicate the lower and upper boundary of the search space. In each iteration 
of PSO, the swarm is updated according to the following equations:

Velp1 = uVdll + ariiPt-Xft + dr^Ps-X? 

Xth+1 = Xf + Velp1

(1.2.1)

(1.2.2)

where uj is the inertia weight of the particle, which reduces the velocity of the
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particle each iteration, ci and C2 are the learning factors of the particle, Pi 
is the best previous position of the ith particle, and Pg is the best position 
among all the particles in the swarm. Equation (1.2.1) is a high-efficient global 
searching method, which encourages the current individual to move towards 
the location that has the best fitness value.

An important variant of standard PSO is the Constriction factor approach 
PSO (CPSO), which was proposed by Clerc [36]. By reducing the inertia 
weight uj in each iteration, CPSO ensures the convergence stability, which 
leads to higher quality solutions compared to the standard PSO in unimodal 
functions. However, an over-decreased inertia weight also reduces the velocity 
of particle, ie., CPSO is trapped more easily at local optima in multimodal 
optimisation problems. Other variants of the PSO have also been developed 
in recent years, such as PSO with Passive Congregation (PSOPC) [37], Uni­
fied PSO (UPSO), Fully Informed Particle Swarm (FIPS) and most recently, 
Comprehensive Learning PSO (CLPSO) [38]. These algorithms have produced 
encouraging results in both benchmark testing and real-world applications.

Another approach based on swarm intelligence was inspired by ant colony 
behaviour. By modelling and simulating ant foraging behaviour, brood sorting, 
nest building, and self-assembling, an optimisation algorithm called Ant Colony 
Optimiser (ACO) was proposed [39]. In the real world, ants wander randomly, 
and after finding food return to their colony while depositing pheromone trails. 
If other ants find a pheromone path, they are more likely to discontinue their 
random travel and instead follow the trail, subsequently reinforcing it if they, 
too, eventually find food [40]. The pheromone trails evaporate with time, 
resulting in a reduction in the strength of attraction. This progress is simulated 
by ACO to find an optimal solution.

ACO has been applied to many combinatorial optimisation problems, which 
have discrete feasible solution spaces. The applications of ACO ranging from 
qua-dratic assignment to protein folding and vehicles routing. A number of 
derived- methods have been adopted to solve dynamic problems, stochastic 
problems, multi-targets and parallel implementations [40]. In regards to the
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Travelling Salesman Problem (TSP), the solution obtained by AGO is much 
better than the one found by a GA [41]. For the TSP with more than 50 cities, 
AGO [42] is able to minimise results in 2,500 iterations, with only 10 ants. 
After more than ten years of studies, both its application effectiveness and its 
theoretical background have been demonstrated, making the AGO a successful 
EA in the combinatorial optimisation domain [43].

Recently, a Group Search Optimiser (GSO) was developed at the University 
of Liverpool [44], which was inspired by animal searching behaviour and group 
living theory. Foraging behaviour may be described as an active movement by 
which an animal finds or attempts to find resources such as food, mates, ovipo- 
sition or nesting sites, and it is perhaps the most prominent behaviour in which 
an animal engages [1]. To analyse the optimal policy for joining, two models 
have been proposed: information-sharing [45] and producer-scrounger models 
[46]. The framework of the GSO is primarily based on the PS model, which 
assumes group members search either for “finding” (producer) or for “join­
ing” (scrounger) opportunities. Concepts from this framework are employed 
metaphorically to design optimum searching strategies for solving continuous 
optimisations. In GSO, some group members are also dispersed from their 
current positions to perform random walks, which discourages member from 
being trapped in local optima.

A group in GSO consists of three kinds of members: producers and scroun­
gers, whose behaviours are based on the PS model, and dispersed members, 
who perforin random-walk motions. At each iteration, a group member that is 
located in the most promising area and owns the best fitness value is chosen as 
the producer. Producer then stops and scans the environment to seek resources, 
as illustrated in Figure 1.1. Good scanning performance is essential for survival. 
These basic scanning strategies are introduced by white crappie, which is a 
genus of freshwater fish in the sunfish family [47]. The producer will scan at 
zero degrees and then scan laterally by randomly sampling two points in the 
scanning field. The scroungers will keep searching for opportunities to join the 
resources that are found by the producer. The rest of the group members will
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(Forward directed)Maximum pursuit angle ® 

--------

Figure 1.1: GSO scanning field in 3D space [1]

be dispersed from their current positions.
The GSO algorithm is better at solving multimodal functions, but has only 

modest performance when solving unimodal functions.

1.2.3 Bacterial foraging algorithm

A novel BIA based on bacterial behaviour was previously proposed, referred 
to as Bacterial Foraging Algorithm (BFA). The study of [48] elucidated the bi­
ology and physics behind the chemotactic behaviour of Escherichia coli (E. 
coli) bacteria, which live in human intestines. A variety of bacterial swarming 
and social foraging behaviours were further discussed. To implement BFA, a 
computer program that emulates the distributed optimisation process repre­
sented by the activity of social bacterial foraging was also presented in the 
research.

E. coli behaviours in BFA

Foraging theory in [48] is based on the assumption that bacteria search 
for and obtain nutrients in a way that maximises their energy intake per unit 
time spent foraging. Maximisation of such efficiency provides the nutrient 
sources necessary for survival as well as additional time for other activities.
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Compared with other creatures, E. coli has a higher foraging efficiency due to 
its physiological structure. The flagella are tail-like projections that protrude 
from the cell body of a bacterium and function in locomotion. Bacterial flagella 
are motorised by a flow of H+ ions or Na+ ions. The motor of flagella filaments 
for foraging is quite efficient in that it uses only about 1,000 ions to make a 
complete revolution, and E. coli spends less than 1% of its energy on motility.

An E. coli bacterium can move in two different ways: it can tumble or it can 
swim. It alternates between these two modes of operation during its lifetime. 
If the flagella rotate clockwise, each flagellum pulls on the cell, and the net 
effect is that each flagellum operates relatively independently of the others, 
causing the bacterium to tumble. If the flagella move counterclockwise, their 
effects accumulate by forming a bundle: they essentially making a composite 
propeller and pushing the bacterium to move in one direction [49]. To tumble 
after a period of moving in one direction, the cell first slows down or stops. 
Because bacteria are such small creatures they experience almost no inertia 
only viscosity. When a bacterium stops swimming in the median, it stops 
within 1 ^second [50].

The motion patterns that the bacteria generate in the presence of chemical 
attractants and repellents are called chemotaxis. The change in the concentra­
tion of a nutrient triggers a reaction that causes the bacterium to spend more 
time swimming and less time tumbling. As long as it travels up a positive con­
centration gradient, it will tend to lengthen the time it spends swimming, up 
to a certain point. The direction of movement is towards increasing nutrient 
gradients. The cell does not change its direction on a run due to the change in 
the gradient because the tumble determines the direction of the run. Typically, 
if the bacterium happens to swim down a concentration gradient, it will return 
to its baseline behaviour such that it is essentially searching for a way to climb 
back up the gradient.

Aside from chemotaxis behaviour, the sensory and decision-making system 
in E. coli has also been well studied in biology. The sensors in E. coli are the 
receptor proteins that are signalled to directly by external substances or via
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the inducer, which is a type of protein for activating the gene expression. The 
sensor is extremely sensitive, in some cases requiring less than ten molecules of 
attractants to trigger a reaction; attractants can trigger a swimming reaction 
in less than 200 ms. Research [51] shows that the internal bacterial decision­
making processes involve an integral feedback control mechanism.

However, it is possible that the local environment where a population of 
bacteria live can change either gradually or suddenly, due external influences. 
Events can occur such that all the bacteria in a region are killed or a group 
is dispersed into a new territory. The elimination has the possible effect of 
destroying chemotactic progress. However, it can also assist in chemotaxis 
because dispersal may place bacteria near nutrition sources. From a broad 
perspective, elimination and dispersal are part of the population-level long­
distance motile behaviour. In summary, BFA employs the E. coli behaviours 
including chemotaxis, sensing, and elimination. A comprehensive discussion 
on bacterial behaviours will be further presented in Section 1.3.

Chemotaxis models

Based on these three behaviours, Passino [48] proposed a mathematical 
model to describe bacterial motility and swarming. In a n-dimensional search­
ing space, suppose that the objective of the optimisation is to find the minimum 
of F(AT), AT £ Mn, and the algorithm does not have measurements or an an­
alytical description of the gradient VF(AT). To use the bacteria to solve this 
optimisation problem, X is described as the position of a bacterium. F(X) rep­
resents the combined effects of attractants and repellents from the environment, 
such that F(X) < 0, F(X) — 0, and F(X) > 0 implies that the bacterium at 
location X is in nutrient-rich, neutral, and noxious environments, respectively. 
Chemotaxis is a foraging behaviour that implements a type of optimisation, 
where bacteria try to climb the nutrient concentration ladder, ie., the bac­
terium aims to find the lowest value of F(X). Meanwhile, the bacterium has 
to avoid noxious substances and search for ways out of neutral media. This 
process is implemented as a type of biased random walk.
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Define a chemotactio step to be a tumble followed by a tumble, or a tumble 
followed by a run. Let j be the index for the chemotactic step. Let k be the 
index for the reproduction step. Let l be the index of the elimination-dispersal 
event. Then the position of each member in the population of S bacteria at 
the jth chemotactic step, kth reproduction step, and Ith elimination-dispersal 
event can be represented as X?’1*'1, i = 1,2,..., S. Let F(Xf’k'1) donates the cost 
at the location of the ith bacterium X$'k'1 6 Kn.

Let Nc be the length of the lifetime of the bacteria, as measured by the 
number of chemotaxis steps. Let cr > 0 denote a basic chemotactic step, which 
is the length of the steps during runs. A tumble is represented by a unit length 
with random direction as A'. The tumble process is expressed as:

(1.2.3)

When the cost F(X-j+1'k'1) at Xf+1,k'1 is better than the cost at Xi,k'\ another 

step of size cr in this same direction will be taken. The swim is continued as 
long as it continues to reduce the cost, but only up to a maximum number of 
steps, Ns. The cell will tend to keep moving if it is headed in the direction of 
increasingly favourable environments.

In BFA, cell-to-cell signalling via an attract ant is also employed. The 
strength of the attractant between the ith bacterium and the mth bacterium 
is expressed as Jcc(Xf,k'\ XF''1). Let Attract be the depth of the attractant 

released by the cell and tUattract be a measure of the width of the attractant 
signal. The cell also repels a nearby cell in the sense that it consumes nearby 

nutrients. Let A-epeiiing be the height of the repellent effect and tCrepeiUng be a 
measure of the width of the repellent. Then the cell-to-cell signalling for the 
2th bacterium can be expressed as:

s
(1.2.4)

s nEH^attract 6Xp ( - ^attract “ ^o)2))
'attract

S n
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where xj’^1 is the value on the oth dimension of the ith bacterium at position 
XikJ. As each cell moves, its Jcc(X^k'\ X^1) function also moves. The JCCi 

function is time varying in that if many cells come close together, there will 
be a high amount of attractant and hence an increasing likelihood that other 
cells will move towards the group due to the movements of all cells. Then the 
ith bacterium will hill-climb on:

F(xt'1) + JCCI, (1.2.5)

so that the cells will try to find nutrients, avoid noxious substances, and at the 
same time try to move towards other cells, but not too close to them.

After Nc chemotactic steps a reproduction step is taken. BFA supposes that 
only half of the bacteria have sufficient nutrients for survival. For reproduction, 
the population is sorted in the order of ascending accumulated cost. Then 
half of the bacteria die, and each bacterium in the healthier half splits into 
two bacteria, which are placed at the same location. Let A^d be the number 
of elimination-dispersal events, where for each elimination-dispersal events, 
each bacterium in the population is subjected to elimination-dispersal with 
the probability ped.

Comparison with other EAs

There are several similar aspects between BFA and the other EAs. The 
nutrient concentration function in BFA describes the landscape of the objective 
function, which is the same as the fitness functions in most EAs. Bacteria 
reproduction in BFA and selection in GA provides these algorithms with the 
ability to produce filial generation. After reproduction, the children are present 
in the same concentration, whereas with crossover or bacteria splitting, children 
are located in a region near their parents on the fitness landscape.

Despite similarities, the algorithms are not equivalent. Each algorithm has 
its own distinguishing features. The key difference is that the convergence pro­
cess of BFA does not only depends on the fitness function, but is also affected by 
nutrient concentration in equation (1.2.5). The fitness function represents the
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likelihood of survival for given phenotypic characteristics. The nutrient con­
centration represents nutrient and noxious substance concentrations. In GA, 
crossover represents mating and the resulting differences in offspring, which 
is ignored in the BFA. Moreover, mutation represents gene mutation and the 
resulting phenotypical changes and rather than physical dispersal in a geo­
graphical area.

Recent advances in BFA

Since its introduction in 2001, BFA has been intensively studied by re­
searchers around the world. The current research tends to improve the algo­
rithm, adjust the parameters, combine it with other optimisation algorithms 
and apply it to real-world applications. Meanwhile, there are also some draw­
backs in BFA, such as the low convergence efficiency in chemotaxis process and 
large computational complexity in nutrient concentration calculation. There 
was some research focusing on overcoming the drawbacks in BFA.

One of the developments stemming from the standard BFA is the mutation 
combined BFA, which was proposed by Biswas [52]. The paper has presented an 
improved variant of the BFA algorithm by combining the PSO-based mutation 
operator with bacterial chemotaxis. The scheme that is presented attempts to 
make a judicious use of the exploration and exploitation abilities of the search 
space and is therefore likely to avoid false and premature convergence in many 
cases. The mutation is expressed as:

Veli+1Al = ujVeliA1 y Cl{PJgAl - Xi'k'1) (1.2.6)

Xi'j+1>h = X{+1Al + Veli+1Al (1.2.7)

where Velhk’1 indicates the velocity vector of the ith bacterium at the jtb chemo­

taxis step, kth reproduction, and /th elimination-dispersal event, oj indicates the 
inertia of velocity, Ci indicates the learning factor, Pg indicates the position 
with the global best nutrient value, and XO+1,k indicates the position of the 
bacterium ith after the mutation.

Replacing the cell-to-cell signalling in BFA with the mutation in PSO, the
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computational complexity is markedly reduced. However, without repelling, 
the algorithm may be trapped in a local optimium.

Similar work has also been carried out in [53], which integrates the BFA with 
several functions in GA. Two GA operators, the mutation operation and the 
crossover operation, are adopted in the GA with Bacterial Foraging (GABF) 
algorithm to improve the convergence rate of BFA. The mutation operation 
is based on the continuous GA adopted in [54]. In GABF, the mutation is 
dynamic and generated based on the stage of the optimisation. Meanwhile, 
a modified simple crossover is used for the GABF algorithm. In GA, the 
crossover is used to vary the sequence of chromosomes from one generation to 
the next. By marking one or more points on both parents chromosomes, the 
strings among these points are swapped between the two parents chromosomes. 
The modified real-valued crossover in GABF is expressed as:

Xp1 = \Xpl + (1 - X)X^‘ (1,2.8)

xy-' = (1 - \)XM + \Xik’\ (1.2.9)

where and X^1 are the parent individuals before crossover, and
X3pn v are the individuals after crossover, and A is randomly generated in [0,1].

The convergence speed of BFA is increased by engaging these two opera­
tors. In the early stage of BFA, most bacteria move randomly and slowly in 
the searching space, and the weak cell-to-cell signals delay the attraction. In 
GBFA, the mutation and attraction randomly place the filial generation. As 
a result, the searching performance in the early stage is improved. However, 
these operations also increase the time consumption of the optimisation, and 
the numerical results obtained by the GABF are not obviously improved.

Another drawback of BFA is the step size, cr. Overlarge step sizes cause 
sightless searching and lead the bacteria to cross the optima for the remaining 
chemotactic steps. Undersized step sizes, in contrast, malm BFA too slow to 
converge. Thus, a fixed cr cannot meet the demands of different problems. To 
overcome this drawback, an Adaptive BFA (ABFA) is proposed in [55]. In the 
ABFA, the step size is generated through delta modulation [56] based on the 
error between the demand result and the current evaluation value.
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Based on this control method, an ideal convergence speed is observed in 
ABFA. The ABFA was applied to optimise both the amplitude and phase of 
the weights of a linear array of antennas for maximum array factor at any 
desired direction and nulls in specific directions. The results have shown that 
the algorithm is not only simple to implement but also provides for a faster 
solution when the searching space is large.

The flexibility of BFA in dynamic environments has aroused recent inter­
est. In the research of [57], the Dynamic BFA (DBFA) has the capability of 
tracking a changing optimum continually over time. A selection process is 
introduced, which is based on a new scheme to enable better adaptability in 
a changing environment. The basic improvement in DBFA is the ability to 
maintain a suitable diversity for a global search, while the local search ability 
is not degraded and changes in the environment are also considered. In the 
new selection scheme, the bacteria that have experienced more nutrient-rich 
areas are more likely to be selected as parents for the next generation. DBFA 
has been applied to optimise the fuel cost of a power system when the load 
changes over time. Encouraging results have been obtained [58].

1.3 Introduction to Bacterial Behaviour

Since bacteria were first observed by Antonie van Leeuwenhoek in 1676 
[59] [60] [61], bacteriology has become an increasingly popular subject both for 
scientists and biologists [62]. The name “bacteria” was given to these microor­
ganisms by Christian Gottfried Ehrenberg In 1838.

Bacteria are the most diverse and widespread prokaryote and are now di­
vided among multiple kingdoms, and their behaviours are highly dependent 
on their unique structure. Typically, bacterial cells have diameters ranging 
from 1 to 5 fim and a variety of shapes, allowing them to live in a variety of 
different substances. The most crucial component of bacteria is the cell wall. 
The wall provides physical protection and prevents the cell from bursting in 
the environment. The complex cell wall contains a network of sugar polymers
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cross-linked by short chemical substances, serving as a molecular membrane. 
The membrane not only encloses the entire bacterium but also anchors other 
molecules that extend from its surface. The movement of bacteria is driven by 
the flagella filaments located around the cell wall. Within the surface, cytosol 
is a semifluid substance, that houses the organelles. Chromosomes, carrying 
genes in the form of deoxyribonucleic acid (DNA), are surrounded by cytosol. 
To be a member of the prokaryote, DNA is concentrated in a region called the 
nucleoid and no membrane separates this region from the rest of cell [2].

Bacteria were chosen as a template for BIAs because the adaptability of 
bacteria is more flexible than in animals. During the past decades, various 
optimisation algorithms have been developed with inspiration arising from be­
haviours of the most typical bacterium, E. coli^ due to its directional movement 
in a liquid environments [48]. E. coli is commonly found in the lower intestine 
of homoiothermal animals [63] and lives on a' wide variety of substrates with 
different colony behaviours [64]. The mathematical models in this research are 
also derived from E. coli behaviours. The major bacterial behaviours involved 
in this thesis are motility, metabolism, reproduction, and communication.

1.3.1 Motility

The motility of bacteria includes being attracted or repelled by certain stim­
uli, known as chemotaxis [65]. Some species of bacteria, such as E. coli, can 
move at speeds exceeding 50 jam per second, which is an efficient way of forag­
ing. The structure that enables bacteria to move, flagella filaments, are either 
scattered over the entire cell surface or concentrated at one or both ends of 
the cell. In an environment with well-distributed nutrition, flagellated bacteria 
move randomly. However, in a heterogeneous environment, bacteria exhibit 
chemotaxis, and move towards nutrition and away from toxins. Moreover, it 
has been demonstrated that solitary E. coli cells exhibit chemotaxis towards 
other members of their species, enabling the formation of colonies [66].

The motor of the bacteria flagellum is a basal apparatus embedded in the 
cell wall and plasma membrane. The energy for the motor movement is pro-
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. Flagellum

Figure 1.2: Structure of bacterial flagella [2]

vided by Adenosine triphosphate (ATP). The ATP-driven pumps transport 
ions out of the cell, and the diffusion of ions back into the cell powers the basal 
apparatus. This procedure drives a curved hook, and the hook is attached to 
a filament composed of chains of flagella. Flagella structure and its motor is 
illustrated in Figure 1.2.

E. coli has two distinct modes of movement: tumbling and running, which 
was discussed in Section 1.2.3. With the tumble-run process, bacteria are able 
to absorb nutrition from the environment. The substances and energy con­
sumed by the tumble-run process are generated by their metabolic behaviour 
[67].

1.3.2 Metabolism

Bacterial metabolism is classified into nutritional groups on the basis of 
three major criteria: the energy used for growth, the source of carbon, and 
the electron donors used for growth [68]. E. coli metabolism is further divided 
into lithotrophs that use inorganic electron donors and organotrophs that use 
organic compounds as electron donors. E. coli uses the respective electron
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donors for energy conservation and biosynthetic reactions. Respiratory organ­
isms use chemical compounds as a source of energy by taking electrons from 
the reduced substrate and transferring them to a terminal electron acceptor 
in a redox reaction. This reaction releases energy that can be used to synthe­
sise ATP. Meanwhile, sugars, amino acids, vitamins, and other nutrients are 
taken up by bacteria via specific transport systems localised in the cytoplasmic 
membrane.

The substances absorbed by bacteria are either stored inside the cell or 
consumed by metabolic processes. The substances provide the source for trans­
membrane ion potential, which is the major resource to retrieve the consumed 
flagella filaments in chemotaxis [69]. Meanwhile, ATP is synthesised during 
metabolism. However, the majority of the substances stored by the bacteria 
are used for reproduction.

1.3.3 Reproduction and elimination

The ability to proliferate in a fluid or within the cells of a living host is 
the key feature of bacteria that distinguishes them from commensal species. 
The primary objectives in this interaction are survival and multiplication [70]. 
Bacteria are unicellular organisms that increase population size via cell divi­
sion. Each reproduction by cell division clones one daughter cell, which has 
the same DNA as the original parent cell. In the early stage of the bacteria 
life cycle, bacteria store resources and grow to a fixed size. Provided with suf­
ficient resources, bacteria reproduce through binary fission, which is a form of 
asexual reproduction [71]. In a suitable environment, bacteria grow and divide 
extremely rapidly and populations can double as quickly as every 9.8 minutes 
[72].

Resources stored by K coli metabolism are used as material for growth. 
In the bacterial lifespan, some organisms can grow extremely rapidly when 
nutrients become available. The growth of bacteria under laboratory conditions 
requires high levels of nutrients to produce large amounts of cells efficiently. 
However, limited nutrients exist in natural environments, which leads to the
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survival of the fittest. As a result, bacterial evolution can be divided into 
several growth stages.

E. coli growth follows three stages. When a population of E. coli first enters 
a high-nutrient environment, the cells need to adapt to their new environment. 
The first phase of growth is the lag phase, a period of slow growth when the 
cells are adapting to the high-nutrient environment and are preparing for fast 
growth. The lag phase has high biosynthesis rates, as proteins necessary for 
rapid growth are produced [73]. The'second phase of growth is the logarithmic 
phase, also known as the exponential phase. A rapid exponential growth is 
found in the logarithmic phase. During the logarithmic phase, nutrients are 
metabolised at the maximum speed until one of the nutrients is depleted and 
starts to limit growth. The final phase of growth is the stationaxy phase and 
is caused by depleted nutrients. The cells reduce their metabolic activity and 
consume cellular proteins. The stationary phase is a transition from rapid 
growth to a stress response state, and there is increased expression of genes 
involved in DNA repair, antioxidant metabolism and nutrient transport [74].

After the nutrition in the environment is consumed, the bacterial death 
rate is higher than the rate of bacterial growth. Bacteria'run out of nutritional 
sources and begin the process of elimination.

1.3.4 Communication

Quorum sensing is defined as a type of decision-making process used by 
decentralised groups to coordinate behaviour. Many species of bacteria, such 
as E. coli, use quorum sensing to coordinate their gene expression according to 
the local density of their population [75].

Bacteria use quorum sensing to produce certain signalling molecules. These 
bacteria also have a receptor that can specifically detect the signalling molecule, 
which is called an inducer. When the inducer binds to the receptor, it activates 
the transcription of certain genes, including those for inducer synthesis. A 
bacterium detects the inducers from other bacteria in its environment, rather 
than from itself.
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Quorum sensing enables bacteria to coordinate their behaviour. As environ­
mental conditions often change very rapidly, bacteria need to respond quickly 
to survive. These responses include adaptation to the availability of nutrients, 
defence against other microorganisms, which may compete for the same nutri­
ents, and avoidance of toxic compounds that are potentially dangerous for the 
bacteria. In E. coli: there are two types of inducers, which cause two different 
communication behaviours. The quorum sensing of E. coli either attracts the 
bacteria around the position, or repels the bacteria away from the group [76].

1.3.5 Summary

In conclusion, the bacterial behaviours adopted in this research are motility, 
metabolism, reproduction, elimination and communication. The major search 
principle of the proposed algorithms is developed from the E. coli motility 
model. Meanwhile, reproduction is integrated to enhance the searching perfor­
mance. Last but not least, population diversity is maintained by elimination 
and communication.

1.4 Thesis Overview

This thesis is structured as follows:

• Chapter 2 introduces a novel biologically inspired optimisation algo­
rithm, Bacterial Foraging Algorithm with Varying Population (BFAVP), 
which is inspired from bacterial behaviours. Based on bacteria behaviours, 
such as chemotaxis, metabolism, proliferation, elimination and quorum 
sensing, BFAVP provides a varying population framework to solve com­
plex problems. To evaluate this algorithm, a set of 13 benchmark func­
tions is employed in the experimental studies, including 5 high-dimen­
sional unimodal functions, 5 high-dimensional multimodal functions, and 
3 low-dimensional multimodal functions. In this chapter, results of the 
benchmark functions obtained by GA, PSO, FEP, GSO, BFA, and Adap-
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tive Bacterial Foraging Optimisation Algorithm (ABFOA) are also pre­
sented for sake of comparison. The comparison study shows that BFAVP 
has a superior performance compared to the other EAs for multimodal 
functions, in terms of accuracy and convergence speed. Bacterial colony 
behaviour is then discussed to further analyse the BFAVP. Meanwhile, 
colony behaviour in the BFAVP is compared with animal behaviours in 
other EAs.

• Chapter 3 presents a Paired-bacteria Optimiser (PBO), which has only a 
pair of individuals in a population. In EAs, intensive computation caused 
by a large number of evaluations of the objective function required by 
all individuals reduces their performance in every single searching pro­
cess. By studying single bacterium activity in media, a simplified op­
timisation algorithm with a small population size is proposed to solve 
complex optimisation problems. The proposed algorithm is tested on the 
13 benchmark functions as described in Chapter 2. To demonstrate the 
advantages of PBO, the number of function evaluations in PBO is set 
to less than other EAs. According to the results of the comparison, it 
can be seen that PBO improves the search performance on the bench­
mark functions significantly and has a faster convergence speed and more 
accurate results than GA and PSO.

• Chapter 4 describes four applications that are related to BFAVP. The 
first two applications are concerned with the Optimal Power Flow (OPF) 
problem. In the first application, BFAVP is applied to minimise the fuel 
cost of an IEEE 30-bus test system. The experimental results show that 
BFAVP reduces the fuel cost remarkably. However, the optimisation 
time is increased when the structure of the power system becomes more 
complex. To optimise the fuel cost in a complex power system, a dis­
tributed OPF solution is proposed, which is the second application. The 
power system is separated into several partitions, and each partition is 
optimised separately by BFAVP. According to the experimental results,
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it can be concluded that BFAVP is suitable for solving the distributed 
OPF problems and outperforms both GA and PSO. To further reduce the 
real power loss of the power system, Flexible AC Transmission Systems 
(FACTS) devices are introduced. FACTS devices not only enhance the 
voltage profile but also reduce the real power loss. BFAVP is adopted to 
optimise the location of each device, due to the expensive cost of FACTS 
devices. Finally, BFAVP is also applied to estimate the parameters of 
the harmonics of power system signals.

• Chapter 5 presents two applications of PBO. The real power demand 
of each bus is fixed in most OPF cases. However, in real-world power 

systems, the environment constantly changes with time. As a result, it is 
necessary to apply an adaptive optimisation algorithm. Compared to GA 
and PSO, the major advantage of PBO is its significantly few require­
ments in terms of the number of evaluations needed. To demonstrate this 
advantage, an experimental case is set up on a power system that has 
dynamic loads during the optimisation. From the experimental results, 
it can be seen that PBO can rapidly detect change in the environment, 
respond to the variation, and optimise the fuel cost. Then PBO is used in 
a stochastic optimisation case, which aims to reduce the mean and stan­
dard deviation of fuel cost in a power system with stochastic real power 
loads. The stochastic model of the power system is designed to meet 
the demand of real-world optimisation in an uncertain environment. The 
experimental results show that PBO is applicable to expensive objective 
function applications.

• Chapter 6 concludes this thesis based on the experimental results ob­
tained in this study. The merits and applications of BFAVP and PBO 
are further discussed. Additionally, this chapter includes suggestions for 
future work.
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1.6 Contributions of Research

Several contributions and outcomes made in this research are highlighted 
in this section.

• A novel optimisation algorithm, BFAVP, is developed in this research. 
Based on the studies of E. coli bacterial behaviours, a varying population 
size framework is introduced. Different from BFA, the mathematical 
models of the behaviours are enhanced to meet the demand of high­
dimensional multimodal objective functions. The experimental results 
show that BFAVP has a superior performance in comparison with GA, 
PSO, FEP, and GSO.

• A PBO is developed, which aims to reduce the computation load of BFA. 
In PBO, a gradient-based local searching model is adopted. Then the al­
gorithm improves the attraction model in PSO with a random repelling 
mechanism. By only employing two individuals in a population, the com­
putational complexity of PBO is significantly reduced. The experimental 
results show that PBO outperforms other EAs on several benchmark 
functions with a greatly reduced requirement in terms of the number 
of evaluations. PBO is also applied to dynamic benchmark functions, 
demonstrating its suitability in dynamic environments.
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• The proposed BFAVP has been applied to optimise the fuel cost in power 
systems. The OPF problem is investigated to obtain optimised operation 
conditions within specific constraints. Thus, the problem can be formu­
lated as a constrained large-scale high-dimensional optimisation problem. 
The solution has previously been attempted by conventional gradient- 
based methodologies and, more recently, non-conventional methods, such 
as EAs [10]. Here, work has been undertaken on both IEEE 30-bus and 
IEEE 118-bus test systems. The experimental results show that BFAVP 
has superior performance over GA and PSO.

• To manage extremely complex power systems, it is necessary to separate 
the power system into small partitions. In partitioned power flow opti­
misation, the cost of the network can be optimised by coordinating the 
control of generators and taps in each subarea partition. A local refer­
ence bus is selected from the partition. The real and reactive power at 
both edges of the transmission lines between partitions is fixed to con­
stant values. A complex case, the IEEE 118-bus test system, is employed 
to evaluate the performance of BFAVP for the distributed OPF prob­
lem. The experimental results show that BFAVP is able to optimise each 
partition simultaneously.

• FACTS devices are adopted in the simulation to reduce the real power loss 
in a power system. FACTS devices are revolutionising power transmission 
networks, resulting in the increasing efficiency and stability of power 
systems. However, due to the high cost of FACTS devices, it is important 
to place them optimally in a power network. Experimental studies are 
undertaken on the IEEE 30-bus test system. The fuel cost and real 
power loss of the system with the FACTS devices located by BFAVP are 
presented in the experimental studies.

• In electric power networks, harmonics exist in addition to the fundamen­
tal frequencies. These harmonics arise due to non-linear loads. Harmonic 
pollution significantly deteriorates the power quality. In some cases, the
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fundamental frequency also deviates, and its deviation rate varies with 
time. BFAVP is applied to estimate the parameters of the harmonics 
in two environments with dynamic fundamental frequencies. The ex­
perimental results demonstrate that BFAVP is able to rapidly track the 
parameters, and this successfully improve the power quality.

• The work presented here also attempts to solve an OFF problem with 
the consideration of load changes alongside the optimisation process. A 
dynamic environment of a power system, which suffers from randomly 
occurring load changes on a number of buses simultaneously with a given 
probability, has been simulated. To trace the fast change in the environ­
ment and respond to the varying load effect, dynamic PBO is evaluated 
on two dynamic test systems, which are developed from the IEEE 30-bus 
test system and IEEE 118-bus test system. The experimental results 
obtained by evaluating PBO have been presented and discussed. The 
results demonstrate that PBO has great potential in its application to 
dynamic environments.

• In this research, a stochastic OPF model is adopted. Although stochas­
tic OPF requires more computational loads than a static OPF, it is an 
accurate way when formulating a power system. Compared with other 
EAs, the computational complexity of PBO is significantly small, which 
makes it suitable for expensive objective functions. The experimental 
study demonstrates a less time-consuming solution for the stochastic 
OPF problem. It is found that PBO can effectively reduce the mean 
and standard deviation of the fuel cost in the stochastic power system 
environment with an outstanding convergence speed.
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Chapter 2

Bacterial Foraging Algorithm 

with Varying Population

Nature-inspired optimisation algorithms [77], notably Evolutionary Algo­
rithms (EAs), have been widely applied to solve various scientific and engineer­
ing problems. However, the performance of EAs is interfered by the random 
decisions in these algorithms [78]. Furthermore, due to the large population 
size, the huge number of evaluations in EAs causes more random decisions, and 
reduces efficiency of the algorithms in some applications. This chapter presents 
a novel nature-inspired heuristic optimisation algorithm: Bacterial Foraging 
Algorithm with Varying Population (BFAVP), based on a more bacterially re­
alistic model of bacterial foraging patterns, which incorporates a varying pop­
ulation framework and the underlying mechanisms of bacterial chemotaxis, 
metabolism, proliferation, elimination, and quorum sensing. In order to eval­
uate its merits, BFAVP has been tested on several benchmark functions and 
the results show that it performs better than other popular EAs, in terms of 
both accuracy and convergence.
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2.1 Introduction

In sociology and biology, a population is defined as a collection of inter­
breeding organisms of a particular species. Population size is an essential 
characteristic in evolution and has been incorporated in the development of 
EAs. Most EAs are based on a fixed population size, which introduces unnec­
essary computation in the optimisation process. The major drawback is the 
redundant computational load caused by lack of knowledge about 1) the re­
lationship between population size and the dimensionality of the optimisation 
problem; and 2) the relationship betw.een population size and the complexity 
of the optimisation problem. Some methods have been investigated that aim to 
give suggestions on choosing a proper population size for EAs; however, most 
of them focus on a specified EA [79], and cannot guarantee their predicted 
performance. Therefore, in most applications, the population size is blindly 
determined and the methods used are still based on a fixed population size.

To overcome this problem, a few EAs designed with a varying population 
size have been proposed over the past few years. The Genetic Algorithm with 
Varying Population Size (GAVaPS) [80] eliminates the population size as an 
explicit parameter by introducing the age and maximum lifetime properties 
for individuals. The maximum lifetimes are allocated depending on the fitness 
value of the new individual, while the age is increased at each generation by one. 
Individuals are removed from the population when their ages reach the value 
of their predefined maximal lifetime. This mechanism makes survivor selection 
unnecessary and population size an observable, rather than a parameter. The 
Adaptive Population sized GA (APGA) [81] employs a self-regulation method 
based on the distance among individuals to control the population size. The 
lifetime of the best individual in APGA remains unchanged when individuals 
grow older. The Population Resizing on Fitness Improvement GA (PRoFIGA) 
[82] resizes the population size based on improvements of the best fitness value 
in the population. On fitness improvement the algorithm becomes more biased 
towards exploration increasing the population size - short term lack of im­
provement makes the population smaller, but stagnation over a longer period
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causes the population to grow again. As far as computational efficiency is con­
cerned, however, these algorithms provide better performance than GAs that 
have a fixed population, and they are merely developed with some additional 
algorithmic improvements [83] [84]. Furthermore, these algorithms cannot be 
generalised for a wide range of optimisation problems, as their population size 
variation relies on the knowledge of specific optimisation problems. Last but 
not least, there is no evidence showing that these algorithms provide better 
optimisation results than GAs in generic cases. Meanwhile, the population 
size of some algorithms, such as Covariance Matrix Adaptation ES (CMA-ES), 
is determined by the dimension of the objective function [85].

The study of bacterial behaviours for development of novel optimisation 
algorithms has received a great deal of attention over the past few years. The 
Bacterial Foraging Algorithm (BEA) proposed by Kevin Passino is one of the 
emerging optimisation methods [48]. BFA stems from the study of & coli 
chemotaxis behaviour and is claimed to have a satisfactory performance in op­
timisation problems. It has been applied to adaptive control systems [48], PID 
controller design [86], and dynamic environment optimisation [57]. However, 
Passino’s BFA is also based on a fixed population size and demands a large 
amount of computation.

In this chapter, a novel optimisation algorithm, BFAVP, is proposed. In­
stead of simply describing chemotaxis behaviour in BFA, BFAVP involves 
further details of bacterial behaviours, and incorporates the mechanisms of 
metabolism, proliferation, elimination, and quorum sensing. This study builds 
on our previous study of a mathematical framework of bacterial foraging pat­
terns in a varying environment [87]. In BFAVP, the following four features of 
bacterial behaviours are incorporated: 1) Chemotaxis, which offers the basic 
search principle of BFAVP. Chemotaxis comprises two basic foraging patterns, 
tumble and run. The biased random walk, which performs the ‘local search” in 
problem solving, is composed of the combination of these two patterns. In the 
tumble process, the heading angle of each bacterium is described as a compound 
angle, which is inspired by bacterial swimming behaviour in a 3-dimensional
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space. 2) Metabolism, which controls the proliferation of a bacterium. In order 
to measure metabolism, the property of bacterial energy is incorporated, which 
is related to the nutrient level in the environment. Superior bacteria usually 
have more energy, which leads to a more filial generation. As a result, bacteria 
are able to aggregate around optima at an earlier stage of optimisation. 3) Pro­
liferation and elimination, which result in a varying population. Proliferation 
occurs if bacterial energy is high enough. In order to provide a criterion for 
elimination, the property of bacterial age is incorporated in BFAVP. Bacterial 
age describes the life cycle of a bacterium. A bacterium with a higher age is 
prone to be eliminated. By this mechanism, with the same expectation value, 
the computational complexity of the optimisation process can be reduced and 
unnecessary computation can be avoided, by eliminating the bacteria that do 
not possess sufficient energy during their evolutionary process. 4) Quorum 
sensing, which enables BFAVP to escape from local optima. This is a two-fold 
operation that can either attracts a bacterium to the optima or repels it away 
from the location where bacteria concentrated.

In previous work, BFAVP has been applied to solve OPF problems and 
produced a superior result [88]. BFAVP has been evaluated on 13 benchmark 
functions, which are high-dimensional unimodal functions, high-dimensional 
multimodal functions, and low-dimensional multimodal functions respectively. 

The experimental results show the merits of the proposed algorithm in com­
parison with Genetic Algorithm (GA), Particle Swarm Optimiser (PSO), Fast 
Evolutionary Algorithm (FEP) [9], and Group Search Optimiser (GSO), re­
spectively,

The rest of the chapter is organised as follows. Section 2.2 introduces the 
details of bacterial behaviours and mathematical models of BFAVP. The im­
plementation of the algorithm is also given in this section. In Section 2.3, the 
experimental studies of the proposed BFAVP are presented with descriptions 
of the benchmark functions, experimental setting including the parameter set­
ting of the BFAVP algorithm and the experimental results. The performance 
improvement based on bacterial colony behaviour in BFAVP is discussed in
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Section 2.4, followed by the conclusion of the chapter in Section 2.5.

2.2 The BFAVP Algorithm

In order to describe the features of chernotaxis, metabolism, proliferation 
and elimination, and quorum sensing, four mathematical models were con­
structed, which will be elucidated in detail in this section. During an optimi­
sation process, the four models were performed in order in each iteration, i.e., 
an iteration comprised four procedures.

2.2.1 Chemotaxis

E.coli sense simple chemicals in the environment and are able to decide 
whether chemical gradients are directionally favourable or unfavourable [89]. 
If a favourable gradient is sensed, they will swim in that the direction. Bacteria 
swim by rotating thin, helical filaments known as flagella driven by a reversible 
motor embedded in the cell wall. E.coli has 8~10 flagella placed randomly on 
the cell body [90]. In chemotaxis, the motor runs either clockwise or counter­
clockwise with the different directions of ions flowing through the cytoderm. 
When the motors turn clockwise, the flagellar filaments work independently, 
which leads to erratic displacement. This behaviour is called “tumble”. When 
the motors turn counterclockwise, the filaments rotate in the same direction, 
thus pushing the bacterium steadily forward. This behaviour is called “run”. 
The alternation of tumble and run is presented as a biased random walk.

In BFA, the heading angle of a bacterium is represented by a unit length 
with random direction. However, with the increase of dimension, the differences 
of heading angle between each iteration increases obviously. As a result, it 
is not able to describe an accurate direction for the bacterium to move. A 
method which extends the animal searching behaviour from 3-dimensional real- 
world environment to n-dimensional searching space is proposed in [44]. In 
this method, the heading angle is represented by a (n — l)-dimensional angle 
in the range of [0,27r]. Then the direction of the search can be calculated
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through polar-to-cartesian transform. By limiting the variation of the heading 
angle, the variation of searching direction is also restricted. It not only is a 
biologically-realistic searching model, but also improves the efficiency of the 
search.

The chemotaxis behaviour can be modelled by a tumble-run process that 
consists of a tumble step and several run steps. The tumble-run process fol­
lows a gradient searching principle, which indicates that the position of the 
bacterium is updated in the run steps by the gradient information provided 
by the tumble step. Determining the rotation angle taken by a tumble action 
in an n-dimensional search space can be described as follows. Suppose the ptb 
bacterium, in the tumble-run process of the kth iteration, has a current position 
Xp E Kn, the objective of the optimisation is to find the minimum of F(X^). 
The bacterium also has a rotation angle </?£ — ..., 6 Rn-1
and a tumble length Dp(<pp) — (d^, d£2,..., G Mn, which can be calculated 
from iffy via a polar-to-cartesian coordinate transform:

n—1

<4 = !!-«).
i=l

n—1

dpj = shl M(j-i)) n008 W) i = 2,3,...,n-l,
i—p

dpa = SiU ' (2-2-1)

In polar-to-cartesian coordinate transform, an arbitrary vector in the 77- 
dimensional space can be represented by n — 1 angles and a normalised distance 
to the original point.

The maximal rotation angle y>max is related to the number of the dimensions 
of the objective function, which can be formulated as:

V^max — 7 /-■.. ■ . |'i (2.2.2)
Wn + 1J

where n is the number of dimensions, and [-J denotes the operation which 
rounds the element to the nearest integer towards minus infinity. By introduc­
ing equation (2.2.2), the maximal rotation angle is restricted with the increase
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of dimensionality. As a result, the algorithm is easier to converge to the op­
tima in high-dimensional environment, when it finds a heading angle with an 
effective direction.

In the tumble-run process of the /cth iteration, the pth bacterium generates 
a random rotation angle, which falls in the range of [0, g?max]. A tumble action 
takes place in an angle expressed as:

Tp — TpT ^iV^max/S, (2.2.3)

where ?'i 6 Mn“1 is a uniform random sequence with a range of [-1,1]. The 
run action immediately following the tumble action. Because the run action 
will be performed more than once, the position X'; is recorded as A^’0, which 
indicates the position of the pth bacterium at the beginning of the kth iteration.

Once the angle is determined by the tumble step, the bacterium will run 
for a maximum of Nc chemotaxis steps. If at the iYf (iVf < Nc) run step, 
the bacterium cannot find a position which has a higher fitness value than the 
current one, the run process also stops. The position of the pih bacterium is 
updated at the ht]l (h > 1) run step in the following way:

X*’h = X^-1 + r2D£(<%), (2.2.4)

where r2 E M1 is a normally distributed random number generated from 
Af(0, Anax), Ana* is the maximal step length of a run, and X£ih is the position 
of the pth bacterium after the hth run step. For convenience of description, 
the position of the pt,h bacterium beginning immediately after the tumble-run 
process of the kth iteration is denoted by Xp’Nf, Nf < Nc.

The rotation angle is updated after each iteration. The tumble angle of the 
pth bacterium at the beginning of the (k + l)th iteration is expressed as (p^1, 
which has the same value as

2.2.2 Metabolism

Heterotrophic bacteria are not able to produce energy by photosynthesis. A 
heterotrophic bacterium (such as E. coli) acquires energy by absorbing nutri­
ents from the environment and uses them for chemotaxis, growth and sensing.
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The objective of a bacterium is to survive in a nourishing environment and 
to reproduce. Provided with sufficient nutrition and energy, the bacterium 
■first replicates its genetic material and then divides. However, in a hostile 
environment, some bacteria switch from germination to the sporulation cycle. 
Without sufficient energy, the bacterium stops metabolising, and its genetic 
material is packed into a small spore.

In BFAVP, bacterial energy is described as ejj, which is a measure of the 
energy quantity of the pth bacterium at the /cth iteration. The fitness value of 
this bacterium at the AT1 iteration, F(Xp), is the source of its energy In 
each iteration, bacteria absorb energy subsequent to the tumble-run process. 
The energy transform of the pth bacterium in the kth iteration is defined as:

e£ = e£ + a(F(X%) - Fmi„), (2.2.5)

where a is a coefficient for energy transform and Fmin indicates the minimal 
fitness value obtained in the history. For the pth bacterium, if its energy e* 
is not high enough to induce proliferation, it will remain the same value until 
the next tumble-run process in the (k + l)th iteration, i.e., e£+1 = ej. On the 
other hand, if e£ reaches the threshold, the proliferation process starts, which 
is explained in the following section.

2.2.3 Proliferation and elimination

Bacteria absorb energy from the nourishment environment, and perform 
a proliferation process if enough energy is gained. Bacteria grow to a fixed 
size and then reproduce through binary fission, which results in cell division. 
Two identical daughter cells are produced by cell division. Bacteria may also 
be eliminated if they reach the limitation of their lifespan by mimicking cell 
death.

Bacterial growth follows three phases. The lag phase is a period of slow 
growth during which bacteria acclimatise to the nutrient environment. Once 
the metabolic machinery is running, bacteria begin to multiply exponentially. 
The log phase is the period during which nutrients are consumed at the maxi-
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mum speed. In the stationary phase, as more and more bacteria are competing 
for dwindling nutrients, growth stops and the number of bacteria stabilises [73].

In BFAVP, the proliferation process is controlled by the level of bacterial 
energy e£. As soon as e£ reaches the upper limit of the energy a bacterium can 
possess, the p'Al bacterium turns into the proliferation state, which produces a 
new individual. For the new bacterium, bacterial energy is represented as:

(2.2.6)

where S is the population size in the current iteration, and the previous bac­
terium also keeps half of the energy as follows:

(2.2.7)

The new bacterium will not be involved in the optimisation process until the 
next iteration, so its energy may as well be denoted by For the pth
bacterium, its energy e£ will not change until the next metabolic charge takes 
place. In the application, the upper limit of the energy a bacterium can possess 
is set to be 50 times as its first fitness value.

Whether elimination behaviour occurs depends greatly on bacterial age. For 
the pth bacterium at the kth iteration, its age is recorded by an age counter, 
O^. In the next iteration, the bacterial age becomes:

(2.2.8)

If a cell divides, the ages of the two daughter cells are set to 0. For a bacterium, 
when its age is close to the upper limit of its lifespan, it may be removed from 
the search space. However, assigning a fixed lifespan to each bacterium results 
in a large number of bacteria being eliminated at the same time. This is not 
in line with the real-world bacterial phenomenon. Therefore, in order to con­
sider the randomness of elimination behaviour, a probability is introduced to 
describe the uncertainty of bacterial ages. The probability density of bacterial 
lifespan expectancy is set as:

(2.2.9)
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where /ispan is the mean of the bacterial lifespan, and <Tspan indicates the stan­
dard deviation of all lifespan expectancies. Equation (2.2.9) illustrates that 
the lifespan follows a Gaussian distribution, which is in accordance with the 
biological behaviour in the real world. After the dead bacteria are eliminated, 
their positions are distributed around local optima, ie., BFAVP can detect all 
local optima in a single run. This particular advantage is explained in Section 
2.4.

2.2.4 Quorum sensing

A bacterium uses a batch of receptors to sense the signals coming from 
external substances. The bacterium also has an inducer, which is a molecule 
inside the bacterium, to activate gene expression [48]. When the inducer binds 
to the receptor, it activates the transcription of certain genes, including those 
responsible for inducer synthesis. This process, called “quorum sensing”, was 
discovered by Miller to explain cell-to-cell communication [91].

In BFAVP, most “nutrients” are located around optima, which correspond 
to higher fitness values. Based on this assumption, the density of the inducer is 
increased if the fitness value is greater. On the one hand, quorum sensing pro­
motes symbiotic behaviour inside a single bacterial species, which attracts the 
bacteria to the global best position. Within a population, a certain percentage 
of bacteria are moving by attraction. Hence, inspired by PSO, the positions of 
the bacteria moving by attraction are updated as follows:

A^+1 = X£N' + r3(Xbe5t - X*’N<), (2.2.10)

where ?'3 <E IR1 is a normally distributed random number with a range of [—1,1], 

which describes the strength of bacterial attraction, and Abest indicates the 
position of the current best global solution updated after the evaluation of 
each function.

On the other hand, quorum sensing can occur between disparate species, 
which may cause competition or even be inimical between each species. In 
BFAVP, a small number of the bacteria are randomly selected to be repelled.
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To measure the degree of repelling, a repelling rate is defined by £, i.e., in 
each iteration, e.gn 100£ percent of the bacteria are processed by repelling. 
Accordingly the attraction rate is 100(1 — £) percent. The repelling process 
is based on the random searching principle. If the pth bacterium shifts into 
the repelling process, a random angle in the range of [0, tt] is generated. The 
bacterium is thereby “moved” to a random position following this angle in the 
search space, which can be described as:

*£+1 = A*'"' + r*DkM + »/2), (2.2.11)

where ?4 e Mn is a normally distributed random sequence which drawn from 
AA(0, A-ange)) and Aange is the range of the search space.

The pseudo code of BFAVP is listed in Table 2.1, and the flow chart is 
illustrated in Figures 2.1, 2.2 and 2.3. The notations used in BFAVP is listed 
in Appendix B.l.
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Set k 0;
Randomly initialise bacterial positions;
WHILE (termination conditions are not met)

FOR (each bacterium p)
Tumble: Turn the heading angle randomly within half of the <£>max by (2.2.3).

Set h := 1 
Run:
WHILE (h < Nc)

Move the bacterium towards the heading angle to the new position X^’h by 
equation (2.2.4). If the fitness value at current position is worse than that at 
previous position, set h Nc ; otherwise, increase h by 1;

END WHILE 
END FOR
FOR (each bacterium p)

Proliferation:
Calculate by equation (2.2.5);
IF (e£ reaches the upper limit of the energy a bacterium can 
possess)

Bacterium p divides into 2 daughter cells, which stay at the same position as 
the parent cell. Each new cell takes half of the energy of the original one, 
according to equations (2.2.6) and (2.2.7), both of the new cells’ ages are set 
to 0;

END IF 
Elimination:

Calculate bacterial age by equation (2.2.8);
Generate a random lifespan by equation (2.2.9);
IF (Op exceeds the lifespan)

Bacterium p is eliminated. Record its position for locating local optima;
END IF 

END FOR 
Quorum Sensing:

(1-C)100% of the bacteria are attracted to the global optimum by equation 
(2.2.10), £100% of bacteria are repelled by equation (2.2.11); 

k := & T 1;
END WHILE

Table 2.1: Pseudo code of BFAVP
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Calculate F(X1}

Initialise X1, ip1, e:

Proliferation and elimination

Reach termination conditions

Update Xk+1 in 
quorum sensing

Calculate Xk'N[ in 
tumble run process

Figure 2.1: The main flow chart of BFAVP

h > Nc

Move to Xk,h by run action

Generate a new 
rotation angle (p1

Figure 2.2: The flow chart of tumble run processes in BFAVP
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Proliferation

Elimination

Sort bacteria

ek reaches the upper limit

Absorb energy 
and store to ek

Ok reaches the upper limit V —j

Figure 2.3: The flow chart of reproduction and elimination processes in BFAVP

2.3 Experimental Studies

2.3.1 Parameter setting

In order to evaluate the performance of BFAVP, 13 benchmark functions [9] 
were adopted in the following experimental studies. In paper [9], 23 benchmark 
functions were employed, and the number was larger than that offered in many 
other empirical study papers. It is known that under certain assumptions no 
single search algorithm is best on average for all problems [92]. If the number 
of test problems is small, it would be very difficult to make a generalised 
conclusion. As BFAVP focuses on the optimisation problem in large-scale 
environment, most benchmark functions in this experiment were selected with 
high dimensionality. Meanwhile, these 13 benchmark functions covers most 
difficult cases in the optimisation area.

BFAVP was used for the minimisation of the benchmark functions. Func­
tions /;i ~ /5 listed in Appendix A.l are high-dimensional unimodal benchmark 
functions, used to investigate the convergence rate of each algorithm. Functions
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/e ~ fio listed in Appendix A. 2 are high-dimensional multimodal benchmark 
functions, which have many local optima. The total number of the local op­
tima of each function increases as its dimension increases. Functions /n ~ /13 
shown in Appendix A.3 are low-dimensional multimodal benchmark functions 
[93]. It should be mentioned that the optima of /6, /10, /n, /12, and f13 are not 
located in the centre of the solution space. The boundaries of the variables, 
the number of dimensions and the minimum value of each benchmark function 
are also given in the Appendix A.

In the experimental studies, the performance of BFAVP was compared with 
that of the following six EAs: GA [25], PSO [35], Fast Evolutionary Program­
ming (FEP) [9], Group Search Optimiser GSO [44], BFA [48], and Adaptive 
Bacteria Foraging Optimisation Algorithm (ABFOA) [94]. The GA is a op­
timisation algorithm based on natural selection. Its optimisation process is 
inspired from biological evolution. PSO is a population based stochastic opti­
misation technique inspired by social behaviour of bird flocking or fish school­
ing. GA and PSO are popular algorithms that have been widely applied, and 
their advantage in computational time has been proven in many studies. FEP 
uses a Cauchy instead of Gaussian mutation operator in EP as the primary 
search operator. FEP is faster and reaches smaller fitness values on certain 
benchmark functions, which has been demonstrated in [9]. GSO is a novel op­
timisation algorithm proposed in 2009, which is inspired by animal searching 
behaviour based on the producer-scrounger model. Paper [93] has shown the 
superiority of GSO over GA, PSO, and FEP under the majority of conditions. 
Similar as BFAVP, ABFOA is a BIAs which inspired from bacterial foraging 
behaviour. The step size of the bacteria in ABFOA is regulated by the fitness 
value. Paper [94] gives detailed comparisons between BFA and ABFOA for 
several benchmark functions.

Because BFAVP is a varying population-based algorithm, it is fair to com­
pare it with EAs that have been developed using a varying population frame­
work. Such EAs include GAVaPS [80], APGA [81], and PRoFIGA [82]. How­
ever, these algorithms were not developed as a generic method: GAVaPS was
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designed to solve the benchmark function with less than 3 dimensions, APGA 
was evaluated on a few benchmark functions that have less than 10 dimen­
sions, and PRoFIGA was designed to meet the demand of Spears’ multimodal 
problems. Moreover, none of the results of GAVaPS, APGA, and PRoFIGA 
has been reported to be better than that of GA for most of the benchmark 
functions. Hence, they are not used in the comparative studies. The CMA-ES 
[85] is typically applied to unconstrained or bounded constraint optimisation 

problems. The paper aims to reduce the time complexity of the ES on uni- 
modal functions. As a result, the CMA-ES is not compared with the proposed 
algorithm.

In all experiments, the initial population size of all the algorithms was 
selected to be 50. For BFAVP, the mean of the bacterial lifespan, /ispan, was 
set to 50, i.e., 50 iterations, and the standard deviation, aspan, was set to 10, 
ie., 10 iterations. These two parameters were set up to allow the population 
size to vary in a more bacterially realistic way, as discussed in Section 2.2,3. 
However, they were not sensitive to the performance of BFAVP, which will be 
discussed in Section 2.3.7. The maximum number of run steps taken in a same 
direction was 4, which will be further discussed in Section 2.3.7 as well. The 
repelling rate, is set to 0.2, according to the experiment undertaken, i.e., 20 
percent of the bacteria were repelled during the process of quorum sensing. The 
comparison among different repelling rates will be discussed in Section 2.3.7. 
The settings for GA were based on the GA Optimisation Toolbox (GAOT) 
[95], using the normalised geometric ranking as the selection function. The 
implementation of PSO is described in [35]. For the parameters of PSO, the 
inertia weight u was set to 0.73, and the acceleration factors c\ and C2 were 
both set to 2.05, as recommended in [36]. For FEP, the tournament size was 
set to 10 for selection, as recommended in [9]. In order to make the comparison 
fair, the tuning of the algorithms did not depend on any assumptions about 
the objective function. Once the parameters were chosen, they were fixed for 
all of the experiments. The reason for comparison with GSO is that GSO has 
been proven better than other EAs for these benchmark functions. The tuning
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of GSO parameters followed the recommendation of [44].

Some studies have proposed the use of the t-test to investigate the stochastic 
properties of an EA. The t-test only assesses whether the means of two groups 
are statistically different from each other. As in a similar manner to the t- 
test, as suggested in [9], the mean and standard deviation of the best solution 
of an algorithm can be used for the purpose of comparison between different 
algorithms. In order to investigate the stochastic performance and stability 
of BFAVP, we will present the average mean and standard deviation of the 
best solution of each algorithm obtained from 50 runs of the algorithm on 
each benchmark function. In [44], a very large number of runs was set up to 
investigate the stochastic performance of GSO. To take GSO as an example, it 
is not necessary to spend time running all algorithms a large number of times 
for comparison purpose. The performance of BFAVP obtained by selecting a 
higher number of runs to obtain an average result will be further discussed in 
Section 2.3.6.

2.3.2 Maximum number of function evaluations

In order to investigate the computational load of each algorithm involved 
in the comparative studies, the maximum number of function evaluation of 
each algorithm on each benchmark function was recorded and listed in Table 
2.2. The maximal number was suggested in [9], and was obtained once an 
algorithm fully converged, which means the algorithm was not able to find 
further improved result after a large number of function evaluations. In the 
table, the evaluation numbers of GA, PSO, FEP, and GSO are taken from 
[44]. From the table, it can be seen that the maximum number of function 
evaluations of BFAVP for each benchmark function is less than or equal to 
those reported. Concerning the computational load and efficiency of BFAVP, 
Sections 2.4.1 and 2.4.2 will give further elucidation.
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Function GA * PSO* FEP* GSO* BFAVP

fi 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105
/2 1.5 X 105 1.5 X 105 2.0 X 105 1.5 X 10s 1.5 X 105

fs 1.5 X 105 1.5 X 10s 5.0 X 105 1.5 X 105 1.5 X 105

u 1.5 X 105 1.5 X 105 2.0 X 106 1.5 X 105 1.5 X 105

h 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105

h 1.5 X 105 1.5 X 105 9.0 X 105 1.5 X 105 1.5 X 105

h 2.5 X 105 2.5 X 105 5.0 X 105 2.5 X 105 2.5 X 105

fs 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105

fo 1.5 X 105 1.5 X 105 2.0 X 105 1.5 X 105 1.5 X 105

fio 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105 1.5 X 105

fn 7.5 X 10s 7.5 X 103 1.0 X 104 7.5 X 103 7.5 X 103

to 2.5 X 105 2.5 X 105 4.0 X 105 2.5 X 105 1.5 X 105
/l3 1.25 X 103 1.25 X 103 1.0 X 104 1.25 X 103 1.25 X 103

* The numbers are taken from [93] and [9].

Table 2.2: The maximum number of function evaluations of GA, PSO, FEP, 
GSO, and BFAVP for /i ~ /13

2.3.3 Experimental studies on unimodal functions

According to the No Free Lunch theorem [92], under certain assumptions 
there is no single search algorithm that performs best on average for all prob­
lems. As evident in Table 2.3, the results of PSO are much better than those 
of BFAVP on functions /i and /2. This is because the inertial weight of PSO 
decreases during the optimisation process, which ensures that the search range 
of the entire population is reduced iteration by iteration. For the type of uni­
modal functions that have only one optimum, this search strategy helps PSO 
to find a better solution. However, although this strategy may guarantee con­
vergence when the benchmark function is unimodal, it traps the algorithm in 
local optima in multimodal functions, which can be seen in the next section.

BFAVP outperforms GA on all the unimodal benchmark functions. How-
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ever, the random searching characteristic of BFAVP may affect the accuracy 
of the optimisation result for unimodal functions. Compared with FEP and 
GSO, BFAVP has nearly the same performance on functions /i r\j /3. It is 
good to see that BFAVP obtains significantly better performance on functions 

and /a. In these cases, the attraction among bacteria offered by quorum 
sensing in BFAVP is effective, which leads to a fast convergence rate on this 
type of function that has obvious gradient variation. From the experimental 
results, it can be concluded that the algorithms that have a step length de­
gression feature, such as PSO, are more suitable for solving unimodal problems 
with slow gradient variation. The algorithms working with random operators, 
such as BFAVP, FEP and GSO, are more suitable for solving problems that 
have obvious gradient variations. The average convergence processes of GA, 
PSO and BFAVP on fi ~ /5 are illustrated in Figures 2.8(a)~ 2.4(e). When 
the population size in BFAVP varies, the searching capability is also improved. 
The improvement of the searching capability can be seen on the later stage of 
the optimisation in Figures 2.4(d) and 2.4(e).
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Number of function evaluated x 10 Number of function evaluated x 10

(a) fi (b) f2

(c) fs (d) /4

- -Average of GA
....Average of PSO
—Average of BFAVP

Number of function evaluated

(e) /5

Figure 2.4: Convergence processes of GA, PSO, and BFAVP on fi ~ /5
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2.3.4 Experimental studies on multimodal functions

The results listed in Tables 2.4 and 2.5 were obtained from the evaluation 
of all algorithms on multimodal benchmark functions, which reveal that mul­
timodal problems can be solved effectively by BFAVP because it has both the 
random search and gradient search capabilities and compromises between them 
well. In the multimodal functions, the number of local optima exponentially 
increases in proportion to the increase in the number of dimensions. Therefore, 
it is difficult for most EAs to solve multimodal functions. These EAs lack on 
capability of increasing the population diversity because their population size 
is fixed. As a result, they are very likely to be trapped in local optima. Con­
sequently, the EAs that have a decreasing step length are incapable of finding 
an accurate solution in the search space of multimodal functions.

It can be seen from Table 2.4 that BFAVP outperforms most algorithms on 
benchmark functions fg ~ /iq. BFAVP has nearly the same good performance 
as GSO on f6) which has 9.3132 x 1020 local optima. The results show that 
all the algorithms that have a random-walk mechanism, such as mutation, are 
suitable for this type of functions. In particular, BFAVP models the quorum 
sensing behaviour, which allows bacteria to randomly move from local optima 
to a better position. Accordingly, quorum sensing increases the probability of 
BFAVP finding the global optimum.

BFAVP also outperforms GA, PSO, and FEP on functions fn ~ f13, as 
shown in Table 2.5. The small standard variance of GSO and BFAVP shows 
that they always converge to the global optima on these functions. In this 
case, GSO is slightly more stable than BFAVP on these low-dimensional mul­
timodal problems because the standard deviation of GSO is smaller than that 
of BFAVP. The average convergence processes of GA, PSO, and BFAVP on 
fe ~ fi3 are illustrated in Figures 2.5(a)~ 2.6(c), respectively. As it can be 
seen from Figure 2.5(b), GA and PSO have potential to converge to better 
results. However, the experimental results in [9] and [93] indicated that most 
algorithms, such as EP, ES, FEP, and GSO, had already converged with the 
suggested number of function evaluations.
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Figure 2.5: Convergence processes of GA, PSO, and BFAVP on fG ~ fiQ
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Figure 2.6: Convergence processes of GA, PSO, and BFAVP on fn ~ fis
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2.3.5 The comparison among BIAs

In order to evaluate the improvement of the proposed algorithm, this ex­
periment compared BFAVP with conventional BFA and ABFOA, which is a 
novel variation of BFA proposed in 2009 [94]. Paper [94] presents the detailed 
results of ABFOA and the classical BFA using a test-suite of six well-known 
benchmark functions ~ Sphere function /i, Rosenbrock function /4, Rastrigin 
function /y, Griewank function /g, Ackley function /s, and Shekel’s foxholes 
function fu. In this section, BFAVP was applied to these benchmark functions 
with the same number of function evaluations recommended in the paper, which 
is 5 x 106 evaluations for each benchmark function. The results are listed in 
Table 2.6.

No. of FEs BFOA ABFOA BFAVP

fl 5 x 105 p
G

0.084

0.0025
0.045
0.0061

4.6807 X 10“4
1.0281 X 10“4

/4 5 x 105 L
a

58.216
14.3254

40.212
6.5465

15.4971
12.1279

/? 5 x 105 L
a

17.0388
4.8421

3.3316
0.5454

9.7266
5.8146

/a 5 x 105 L
a

2.3243
1.8833

0.8038
0.5512

0.3966
0,5103

Iq 5 x 105 p
a

0.3729
0.0346

0.2414
0.5107

3.2041 X 10“3
2.9450 X IQ”3

fn 1 x 10s L
a

1.0564
0.0122

0.9998
0.0017

0.9980
7.1036 X IQ-10

* The results are taken from [94].

Table 2.6: Average best results of mean (/i) and standard deviation (cr) of BFA, 
ABFOA, and BFAVP

According to the results, it can be seen that BFAVP performs better than 
classical BFA on all benchmark functions. The ABFOA improves the chemo-
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taxis model of BFA, which leads to the improvement on all benchmark func­
tions as well. However, compared with ABFOA, BFAVP engages more detailed 
bacterial behaviours into the framework to meet the demands of different opti­
misation environments. As a result, BFAVP outperforms ABFOA on 5 bench­
mark functions. In summary, the varying population framework in BFAVP 
overcomes the limits of the chemotaxis models in BFA and ABFOA.

2.3.6 Robustness and computation time

To further investigate evaluate the robustness of BFAVP, different numbers 
of runs and function were selected from the three different categories of bench­
mark functions, ie., A, /6, and /n. Table 2.7 lists the standard deviation of 
the best fitness values of BFAVP, obtained using different numbers of runs. 
The standard deviations exhibit only a small differences between them, which 
reveals that BFAVP is able to obtain a stable solution after 1.5 x 105 evalu­
ations for fi and f6 and 1.5 x 104 evaluations for /n, which are close to the 
results shown in Tables 2.3, 2.4, and 2.5, respectively. According to these re­
sults, BFAVP is better than the other EAs, at least in the case of 50 runs, and 
selecting the number of runs to be 50 is reasonable to evaluate the convergence 
and robustness of BFAVP in comparison with the other EAs.

According to the results presented in Tables 2.3, 2.4, and 2.5, it can be seen 
that the convergence performances of FEP, GSO and BFAVP, obtained from 
50 runs, are similar, and there is a significant difference between those of GA, 
PSO, and BFAVP. Therefore, a further comparison of BFAVP with GA and 
PSO is given by considering the computation time taken for high-dimensional 
benchmark functions. All the experiments were undertaken using a PC with 
a Core 2 Duo 2.66GHz processor, and computation time was measured in 
seconds. Tables 2.8 and 2.9 list the computation time consumed by GA, PSO, 
and BFAVP, respectively, on A ~ Aoj which was measured when the algorithm 
reached the pre-set threshold listed in the table. From the results, it can be 

seen that except for the functions with quadratic surfaces, such as A aild A, 
BFAVP is able to perform faster than GA and PSO. The maximal computation
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time saving made by BFAVP applied on the benchmark functions can reach up 
to 87.42% in comparison with GA or PSO. BFAVP is able to make a significant 
saving in almost all the cases investigated.

30 runs 50 runs 100 runs 300 runs

fl 9.4172 x 10“9 8.7307 x 10-9 8.0524 x 10-9 9.1141 x lO'9

/e 1.3122 x 10-2 1.3082 x 10~2 1.2962 x 10“2 1.2900 x lO”2

/n 2.6072 x 10“16 2.5080 x 10“16 2.7530 x lO”16 2.6944 x 10~16

Table 2.7: Average standard deviation of BFAVP achieved by different number 
of runs

Time (s) fi h h /4 h
Threshold 0.01 0.01 10.00 100.00 10.00

GA Fail* Fail* 25.36 Fail* 18.31
PSO 0.92 3.78 5.50 36.92 5.27

BFAVP 5.35 5.74 3.19 35.24 4,93
Time reduction -481.52% -51.85% 87.42% 4.55% 73.07%
* “Fail” means that the average computation time never reaches 

the threshold.

Table 2.8: Average computation time (s) consumed to obtain a valid solution 
with different thresholds on unimodal benchmark functions

To focus on the comparison of computation time between GA, PSO, and 
BFAVP, different thresholds at 70%, 90%, 99% and 99.99% of the fitness value 
of function /6 were set up for the algorithm to reach. Table 2.10 shows the 
number of function evaluations taken by each algorithm to reach a solution for 
/g- Compared with GA and PSO, it can be seen that BFAVP is always the 
algorithm which reaches the thresholds first. It has also been noted that in 
some cases, PSO fails to converge to the global optimum of fe.
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Time (s) fe /r /s fs fw
Threshold -10000 1.00 1.00 1.00 1.0

GA 4.84 21.07 19.67 Fail* 14.54
PSO Fail* Fail* 6.95 6.37 15.72

BFAVP 3.96 18.35 7.32 4.98 11.5
Time reduction 18.18% 12.91% 62.79% 21.82% 26.84%
* “Fail” means that the average computation time 

never reaches the threshold.

Table 2.9: Average computation time (s) consumed to obtain a valid solution 
with different thresholds on multimodal benchmark functions

Threshold 1
70%

Threshold 2
90%

Threshold 3

99%

Threshold 4
99.99%

GA 2.1 x 103 5.7 x 103 8.9 x 104 1.3 x 105
PSO 1.3 x 103 Fail* Fail* Fail*

BFAVP 4.1 X 102 3.9 X 103 1.2 X 104 1.0 X 105
* “Fail” means that the algorithm never reaches the threshold.

Table 2.10: Number of function evaluations required by each algorithm to reach 
a demand solution on

This experiment gives an insight into the convergence capability of BFAVP 
by exploring its merits when used with varying population size, which is adap­
tive to the demand of computational complexity for the reduction of redundant 
computation. Figure 2.7 illustrates the standard deviation value of BFAVP 
obtained during the optimisation procedure for function /6, averaged using 50 
runs. The figure shows that during the whole search period, the major search 
mechanism changed from randomly searching to gradient searching, which can 
be seen around 1.2 x 105 function evaluations. After that, the optimisation 
process became stable. The figure shows that it can be seen that the standard 
deviation not only decreased in the early stage of the optimisation procedure
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Later stage

Early stage

Number of evalations

Figure 2.7: The standard deviation of /e obtained by BFAVP in 50 runs

but also became nearly invariable at the later stage on the multimodal objective 
functions. A sudden change of the standard deviation of fitness values during 
the optimisation process implies that the varying population size is capable of 
exploring global optima. The rapid change of the standard deviation occurring 
in the early search stage or immediately after the new optima are explored also 
imply that BFAVP is able to offer a local search capability. The compromise 
between the global and local search capabilities is one of the major merits of 
BFAVP.

2.3.7 Investigation of the parameter settings

According to the previous experiment, it is necessary to understand which 
parameters of BFAVP would be sensitive to its performance. For this purpose, 
a set of experiments was undertaken in which three benchmark functions, /i, /6, 
and /n, were selected to evaluate the effect of each parameter. The parameters 
investigated were the number of runs in a chemotaxis process, percentage of 
bacteria involved in the attraction and repelling, and the mean and standard 
deviation of bacterial lifespan, respectively.

In BFAVP, the ratio between tumble and run is an important quantity 
which could influence the search process. This quantity is controlled by Nc:
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which indicates the number of runs in a chemotaxis process. Table 2.11 lists the 
average best results and standard deviation of functions /i, /g, and fn obtained 
with different Nc. From these results, it can be seen that the variation of Nc has 
a minor influence on the unimoda! benchmark functions. This is due to the fact 
that, for the unimodal functions, the tumble-run process is the major searching 
mechanism dominating the whole search process in this case. However, for the 
multimodal functions, quorum sensing would play as major role in searching. 
If increasing the number of run steps, the number of quorum sensing would 
be decreased if the total number of function evaluations is fixed. In the case, 
quorum sensing would not be able to dominate the search process, but once 
it applies during the search process, it will cause a significant disturbance to 
search performance which leads to a large deviation of fitness values and even 
to an unstable performance of BFAVP.

nc fl /e fn

1 L 9.0318 x 10“9 -10778.4387 1.0253
o 8.2769 x 10-9 1978.0344 0.3816

2 p 8.1712 x 10-9 -12170.3171 1.0035
CF 8.7060 x 10-9 281.9502 3.7655 x 10-3

3 P 8.3922 x IQ-9 -12532.8235 0.9980
CF 9.6555 x lO"9 16.6948 7.1869 x 10-7

4 9.9908 x 10-9 -12569.4882 0.9980
CF 8.7307 x 10~9 1.3082 X 10~2 2.5080 X 10-16

5 1.1340 X 10"10 -12569.3084 0.9980
CF 2.6787 X IQ-10 0.1752 5.0517 x lO"16

6 V 9.7577 x 10-9 -12568.0587 0.9980
CF 9.7431 x 10“9 2.0971 4.4898 x IQ-15

Table 2.11: Average best results of mean (p) and standard deviation (a) of 
functions /i, /g, and fn with different number of runs in a chemotaxis process, 
nc
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Based on the description in Section 2.2, the percentage of bacteria involved 
in the attraction and repelling of quorum sensing is further discussed here. 
Different ( ranging from 0 to 1 were tested on each function. Table 2.12 lists 
the average best results of mean and standard deviation of functions /i, /6, 
and fn with different £. The table shows that with £ set to be 0.2, BFAVP 
provides the best results on multimodal functions. For the unimodal functions, 
the performance is slightly improved by deceasing (. However, a smaller £ also 
decreases the robustness of the algorithm. As indicated above, in most of the 
experiments, the £ has been set to be 0.2.

< fi /e fn

0 p
a

1.0211 X IQ"10
7.4112 x Hr9

-8904.9134
1008.9575

0.9980
3.1419 x lO"13

0.2 V 9.9908 x 10-9 -12569.4882 0.9980

o 8.7307 x 10-9 1.3082 X lO"2 2.5080 X lO"16

0.4 M
a

9.9519 x lO"9
3.1270 x lO"9

-12539.6324
92.1576

0.9980
6.4218 x 10“14

0.6
<7

8.0917 x 10“9
1.7307 x 10-9

-12432.0975
253.9706

0.9980
9.7922 x 10-12

0.8
a

7.7725 x 10“9
8.7307 x 10-8

-11052.2785
531.4854

0.9980
5.6557 x 10-11

1
a

3.9058 x 10-9
3.7307 x 10“8

-9247.5469
691.8003

0.9980
7.8491 x lO’10

Table 2.12: Average best results of mean (p) and standard deviation (V) of 
functions /i, /e, and fn with different percentage of bacteria involved in the 
attraction, £

In BFAVP, two parameters, mean and standard deviation of bacterial lifes­
pan, are related to the elimination behaviour. Tables 2.13 and 2.14 list the 
average best results of the mean (/i) and standard deviation (a) of functions 
/ii /fij and /n, respectively, with a different mean (/4pan) and standard devi­
ation (cJspan) hi equation (2.2.9). In Table 2.13, the standard deviation of the
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bacterial lifespan is set to be 10. In Table 2.14, the mean bacterial lifespan is 
set to be 50. From these two figures, it is understood that these two parameters 
are not sensitive to the performance of BFAVP.

/Aspan fi fe fn

30 p
a

9.9514 X 10“9
8.5284 x 10“9

-12569.4882

1.8147 x 10-2
0.9980

3.0975 x IQ”16

50
<j

9.9908 x 10"9
8.7307 x 10-9

-12569.4882
1.3082 x 10-2

0.9980
2.5080 x 10-16

70 L
cr

9.8759 X 10-9
8.9174 x 10~9

-12569.4882
1,1270 X 10-2

0.9980
2.2785 X 10-16

Table 2.13: Average best results (p) and standard deviation (cr) of functions 
A) /g> and fn with different bacterial lifespan, /ispan

nsPan fl fe fn

5 I1 9.9102 X 10“9 -12569.4882 0.9980

o 8.5913 X 10“9 1.9134 x 10“2 2.5469 x 10-16
10 V 9.9908 x 10-9 -12569.4882 0.9980

o 8.7307 x 10-9 1.3082 X 10~2 2.5080 X 10-16

15 p 9.9780 x IQ"9 -12569.4882 0.9980
o 9.1447 x 10“9 1.6324 x 10“2 2.9575 x 10"16

Table 2.14: Average best results (ja) and standard deviation (<r) of functions 
fi, /e, and fn with different standard deviation of lifespan, <Jspan

2.4 Bacterial Colonial Behaviours in Optimi­

sation

In biology, the colonial behaviour refers to several individual organisms of 
the same species living closely together. A bacterial colony is a cluster of
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organisms reproduced usually from a single bacterium. Based on the simula­
tion studies of colon behaviours in BFAVP, the advantages of BFAVP can be 
analysed considering three aspects, i.e., variation of population size, efficiency 
of energy absorption, bacterial migration, and bacterial corpse distribution. 
In order to demonstrate the bacterial colony behaviours visually, BFAVP was 
applied on /6 in a 2-dimensional case as follows:

2

Mx) = -£Hn (v^N)) • l2-4-1)
t=i

where /6 is a multimodal function as illustrated in Figure 2.8, which has a 
nourish distribution akin to that of the practical environment.

(a) /i (b) /2

Figure 2.8: The landscape (a) and contour line (b) of fe

2.4.1 Variation of population size

As described in the previous section, the population size varies in BFAVP. 
Bacteria absorb energy from the nutrient environment and proliferate if enough 
energy is gained. A bacterium is eliminated once it reaches the limitation of 
its lifespan.

When the bacteria are moving in the search space, a measure, optimisation
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Stable phase

----- Log phase
■Lag phase

Iteration

Figure 2.9: The varying population size in BFAVP

efficiency can be determined as follows:

« = (2.4.2)

where denotes the population size in the kth iteration, and Sk is the number 
of the bacteria that have a better fitness value in kth iteration than in the 
(k — l)th iteration. Sk can be expressed as:

(2.4.3)

F(Xk) < F(Xk~1), 
otherwise,

where F(Xk) indicates the fitness value of the pth bacterium at the kth iteration, 
and Sk indicates the population size of kth iteration. As the population changes 
each iteration, the optimisation efficiency £ also changes.

The objective function described by (2.4.1) is a 2-dimensional multimodal 
function. Therefore, the computation is not as complex as that undertaken in 
the previous simulation studies. Thus, the initial population size was reduced 
from 50 to 20. The limit of population size was set to 150. Figure 2.9 shows the 
variation of population size within 2500 iterations. As mentioned in Section

p=i
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1.3.3, B. coli growth follows three stages. In the lag phase, bacteria do not 
immediately reproduce, and the population size remains constant . The popu­
lation then enters the logarithmic phase, in which cell numbers increase at a 
logarithmic rate. The logarithmic phase of bacterial growth is followed by the 
stationary phase, in which the population size remains constant, even though 
some cells continue to divide and others begin to die. From this figure, the lag 
phase, logarithmic phase and stationary phase can be explicitly observed. Fig­
ure 2.10 illustrates the optimisation efficacy, £, which follows (2.4.2). According 
to this figure, the population size is stabilised at the later stage because of that 
BFAVP is self-adaptive according to the complexity of this specified objective 
function. As a result, it is unnecessary to set the population to a constant 
value. Otherwise, the optimisation efficiency will be restricted as discussed in 
the next section.

-------BFAVP
-------PSO

»\ i* '* i \
i ,» i i "‘i

i ,, ti i)

Iteration

Figure 2.10: Optimisation efficiency

2.4.2 Efficiency of energy absorption

As described in [48], bacteria search for energy in a way that maximises 
their efficiency. Suppose E is the quantity of energy absorbed by an individual
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500

Figure 2.11: A bacterial locus on contour line

during a time interval, T. The aim of bacterial foraging is to maximise the 
function of:

(2.4.4)

where ?/ is the foraging efficiency. Thus, an algorithm inspired by bacterial 
chemotaxis behaviour should be highly efficient in searching. This feature can 
be seen from Figure 2.11, which illustrates the locus of a single bacterium 
on the function /6. Although the rotation angle is randomly generated, the 
direction of the run step is most likely in the gradient-decreasing direction due 
to the equation (2.2.4). Even if the bacterium is trapped into local optima, 
the repelling process of quorum sensing can still provide opportunities for the 
bacterium to escape.

To measure the foraging efficiency ?/, GA, PSO, and BFAVP were applied on 
function /6, respectively. The energy of the pth bacterium at the A'th iteration 
is proportional to the fitness value, F(X^). The sum of the energy in the whole 
tumble-run process, Ep, can be expressed as,

£■„ = ]T F(Xp), (2.4.5)
k=l
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where pspim is the mean of bacterial lifespan. Therefore, equation (2.4.4) can 
be rewritten as:

V

u o ft-span

E-Ep EE E(xj)
P=1 _ P=1 k=l
^hsp'dn Sp'span

(2.4.6)

In BFAVP, S is the mean value of the population size for the whole optimisation 
process.

The average foraging efficiencies of GA, PSO, and BFAVP, obtained in 50 
runs, were 657.8561, 662.6191 and 794.3517, respectively. It can be seen that 
the foraging efficiency of BFAVP is higher than that of GA and PSO, i.e., 
BFAVP is more suitable for multimodal problems.

2.4.3 Bacterial migration

Bacterial migration denotes the movement of bacteria from one location 
to another, sometimes over a long distance or in large groups. The mecha­
nism of chemotaxis senses the distribution of nutrients in the environment and 
determines in which direction the concentration increases in the fastest way. 
However, as the size of a bacterium body is small, it is hard for bacteria to 
detect the gradient of nutrients effectively. Therefore, bacteria use proliferation 
and elimination to accelerate migration speed. By introducing the framework 
of varying population, in particular the proliferation and elimination behaviour, 
BFAVP has less chance of being trapped into local optima.

In order to analyse the behaviour of bacterial migration, an experiment was 
undertaken to monitor the position of each bacterium during the optimisation 
process. In this case, for bacteria to be easily and clearly observed, the ini­
tial population size of BFAVP was set to 5, as a small number. Figure 2.12 
illustrates four stages in the optimisation process. In the initial iteration, five 
bacteria were randomly placed in the nutrient environment, which were far 
away from the global optimum located at the position of (420.9687.420.9687). 
In the 7th iteration, the population size was increased by 1. The bacteria were 

still far away from the global optimum and some of them were even trapped in
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local optima. However, in the 15th iteration, most of the bacteria converged to 
a local optimum near the global optimum. Nutrient distributed at this loca­
tion was richer than elsewhere apart from the global optimum. As a result, the 
population size began to increase. Finally, in the 30th iteration, the population 
size increased to 20. Most of the bacteria converged to the global optimum 
and began rapid proliferation.

-500 0 500

(a) Iteration = 1

(jE)Contour line 
* Population size = 6

(b) Iteration = 7

500 ' 4S1' o^o:.g* H

iX! )) !!ou
Pu - ^ . X. O b(

(2)Contour line 

• Population size = 10

-500 0

(c) Iteration =15

-500

^1

XoxyI ' " 5
m fa

(2)Contour line 
fa • Population size = 15

-500 0

(d) Iteration = 30
500

Figure 2.12: The bacterial migration during the foraging process

According to Figure 2.12, it can be seen that BFAVP has an ability to adjust 
the population size according to the distribution of nutrients. This ability is 
represented by bacterial migration. When most of the bacteria are trapped
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in local optima where the density of nutrients is not high, the population size 
rises slowly. When the bacteria converge to a small region around the global 
optimum, the population size will increase greatly due to their proliferation, 
and each bacterium will then start a subtle search for the global optimum.

2.4.4 Bacterial corpses and local optima

Bacteria search for food according to the information of the nutrient dis­
tribution throughout the whole foraging process. This information updates 
iteration by iteration. In an environment where there are multiple local op­
tima, a bacterium tends to stay in one of the optima if an alterative route is not 
discovered. Since the elimination mechanism is introduced in BFAVP, those 
bacteria which did not gain enough energy are eliminated during the optimi­
sation process. With the quorum sensing mechanism which attracts or repels 
bacteria, the “corpses” of these bacteria are more likely to be found around 
the local optima or global optimum. As a result, BFAVP is able to detect the 
local optima in a single run. Thanks to this advantage, the BFAVP is suitable 
to be applied on dynamic environment. Local optima have the potential to 
replace the global optima after the environment change. Figure 2.13 illustrates 
the bacterial “corpses” and local optima along the contour line of function /6. 
From this figure, several local optima are detected by the “corpses” positions.

2.5 Conclusion

This chapter has presented a novel optimisation algorithm, BFAVP, which 
is inspired by five underlying mechanisms of bacterial foraging behaviours: 
chemotaxis, metabolism, proliferation, elimination and quorum sensing. It 
is more biologically realistic than BFA. In order to establish a framework of 
varying population, indexes of bacterial energy and bacterial age have been 
introduced to BFAVP to gauge the searching capability and life cycle of an 
individual, thus simulating bacterial metabolism, proliferation and elimination 
behaviours. The algorithm has also incorporated chemotaxis behaviour with
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500

Figure 2.13: Bacterial corpses and local optima on contour line

the quorum sensing phenomenon. The former enables the gradient searching 
capability, which ensures that the bacterium always moves to a better position 
than the previous step. The latter plays a role in controlling the diversity of 
the bacterial population. Attraction and repelling of quorum sensing behaviour 
have been adopted in BFAVP. When quorum sensing happens inside a single 
bacterial species, it accelerates the convergence speed. When quorum sensing 
happens among disparate species, it prevents bacteria from being trapped into 
local optima. This feature of quorum sensing has significantly enhanced the 
global search ability of BFAVP.

Experimental studies have shown that thanks to this framework, BFAVP 
makes the population size adaptive to different types of benchmark functions. 
BFAVP also overcomes the lack of population diversity, which most EAs suf­
fer from. It has also offered better computation efficiency than other EAs. 
With flexible operation in quorum sensing, BFAVP is more suitable for high­
dimensional multimodal functions than other EAs. Moreover, BFAVP performs 
stably on unimodal functions, and always obtains better results than GA, PSO, 
FEP, GSO, BFA, and ABFOA on most of the multimodal benchmark functions, 
especially with high-dimensional functions, with much less computation time
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required.

The research has comprehensively presented the analysis of BFAVP per­
formance via experimental studies on 13 benchmark functions in comparison 
with GA, PSO, FEP, GSO, FEP, and ABFOA and also by discussions of its 
behaviours from the bacterial point of view. As these benchmark functions 
cover almost all the cases of complex optimisation problems, it can be con­
cluded that BFAVP has great potential to be applied to real-world problems, 
which will be demonstrated in Chapter 4.
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Chapter 3

Paired-bacteria Optimiser

Evolutionary Algorithms (EAs) are notorious for their intensive compu­
tation as a result of the large amount of evaluations of the objective function 
required by all individuals. Instead of adopting the commonly used population- 
based computation, a Paired-bacteria Optimiser (PBO) is proposed in this 
chapter that is based on a single bacterium foraging model. Different from 
most EAs, PBO has only one pair of individuals in a population: the primary 
individual and the pseudo individual. This algorithm is based on the com­
putation of the pseudo gradient from these two individuals. To evaluate the 
performance, PBO has been tested on several sets of benchmark functions. 
The experimental results show that it has a better performance than Genetic 
Algorithm (GA) and Particle Swarm Optimiser (PSO), especially in a dynamic 
environments.

3.1 Introduction

In the past few decades, EAs have been broadly investigated, and a large 
number of variants have been developed to solve real-world engineering prob­
lems. However, some of the problems can not be solved using large population 
size-based algorithms because of their computational complexity [11]. Due to 
the uncertainty in association with the random search that is undertaken in 
the optimisation process, most EAs introduce unnecessary computation in cal-
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dilating poorly performing individuals, especially in high-dimensional cases. 
Work presented in [10] shows that the higher the dimension of the objective 
function is, the more uncertainties an EA has to face. As a result, only few EAs, 
such as Estimations of Distributions Algorithms (EDA), Extended Compact 
GA (ECGA), and Chromosome Compression GA (CCGA), are able to han­
dle complex combinatorial problems that involve a large number of variables 
[96]. In these algorithms, EDA generates candidate solutions by combining 
and modifying existing solutions in a stochastic way; ECGA considers that the 
problem variables can be arranged in clusters of related variables; and CCGA 
employs chromosome compression and local search strategies to reduce the the 
dimension of search space.

By studying the relationship between the population size and computa­
tional complexity, some EAs have been proposed to overcome the drawback 

mentioned above. A Particle-Pair Optimise!' (PPO) was introduced in re­
quantisation codebook design for grey scale image re-compression [97]. PPO 
is a novel algorithm proposed for vector quantisation in image coding based 
on conventional PSO. Experimental results have demonstrated that PPO per­
forms better with shorter computational time and smaller compression distor­
tion in comparison to other conventional vector quantisation algorithms. The 
experimental results have also shown that PPO can produce a higher peak 
signal-to-noise ratio (PSNR) value [98] with less transmission delay than other 
EAs.

However, the major search method of PPO is improved from that of PSO, 
which means that the algorithm is also limited by the weak side of PSO. In the 
past decade, some variants of EAs are proposed based on the gradient search 
method [99] [100] [101]. Gradient-based search methods are known to be very 
efficient, especially for cases in which the surface of the solution space is rela­
tively smooth with few local minima [102]. In cases where the solution space 
lacks this relative uniformity, gradient-based methods may be easily trapped 
in local minima that are commonly found on rough or complex surfaces. Like 
the gradient-based approach, most EAs have their own significant weakness.
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This stems from the fact that despite reliability, solutions are often not opti­
mal, Furthermore, both methods are known to converge very slowly. Thus, it 
is necessary to combine random searching into pure gradient searching meth­
ods [103] [104]. Recently, a Pseudo-gradient-based Evolutionary Programming 
(PGEP) was proposed based on the study of gradient searching in optimisa­
tion [105]. In this algorithm, the pseudo-gradient is introduced to indicate 
the maximal increase direction of the objective function, which accelerates 
the convergence towards the best gradient direction. The pseudo-gradient is 
calculated on the basis of the finite differences of the variation of candidate so­
lution and the corresponding finite differences of their fitness function [106]. In 
the experimental studies, PGEP shows its merits in relation to gradient-based 
benchmark functions.

Based on previous research, a PBO is proposed in this chapter, which has 
only a pair of individuals in a population. The two individuals undertake 
different tasks. The primary individual plays a role in datum mark, which 
provides a reference for the next movement of the individuals. The pseudo 
individual proceeds on a random walk around the primary individual, which 
provides the gradient information around the primary individual. Occasionally, 
the pseudo individual is randomly placed in a distant location to increase the 
diversity of the optimisation. To accelerate the convergence speed of PBO, a 
simplified quorum sensing method is introduced, which is improved from that 
of the attraction behaviour in PSO. The simplified quorum sensing can either 
attract the bacterium to the best fitness location or exchange the dimensional 
information it has experienced.

To evaluate PBO, the experimental studies employs four sets of benchmark 
functions, which include high-dimensional unimodal functions, high-dimen­
sional multimodal functions, low-dimensional multimodal functions, and dy­
namic functions. The experimental results show that the proposed PBO has a 
more effective searching ability compared to GA and PSO, with a fewer num­
ber of evaluations. The results on dynamic benchmark functions illustrate that 
PBO can rapidly adapt to the environment change rapidly, due to its micro
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population size.

The rest of the chapter is organised as follows. Section 3.2 introduces the 
inspiration from bacterial foraging behaviours and the mathematical models of 
PBO. The experimental studies of the proposed PBO are presented in Section 
3.3 with descriptions of the benchmark functions. The research work of PBO 
is concluded in Section 3.4.

3.2 The PBO Algorithm

In PBO, there are two individuals in each iteration. The primary individ­
ual performs the major search task. A pseudo individual is randomly placed 
close to primary individual. Pseudo-gradient is calculated on the basis of the 
distance and the corresponding evaluation value between primary individual 
and pseudo individual. The position of primary individual is updated based on 
the value of pseudo-gradient. Meanwhile, due to the lack of population size, 
a simplified quorum sensing is introduced to accelerate the convergence speed. 
The mathematical models involved in PBO are pseudo-gradient searching and 
simplified quorum searching.

3.2.1 Pseudo-gradient searching

In the PGEP [105], if the objective function F is differentiable, for an n- 
dimensional parameter optimisation problem, a conventional gradient, if, of 
its objective function is defined as:

(3.2.1)

which indicates the steepest increase direction of the objective function at 
a point, y in the search space, which is an essential property of gradient 

methods. By studying the mechanism of conventional gradient, a pseudo­
gradient hfp, is defined as follows.

Assume Xp, Xp e Mn, Xp — (x]hl, :cP;1,..., xPjn), is a point in the search space 
of a minimisation problem, and it moves to a new point, Xq; if F(XP) < F(Xq),
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then PGEP defined that changing direction from Xp to Xq, as positive, and 
the pseudo-gradient ~^p(Xp,Xq) is denoted as:

$(dii(sjpp, , dii*^3,2)j j diij , (3.2.2)

where

I
I %q,i ^ %p,ii

0, -xqj>xP'i, (i = 1,..., n); (3.2.3)

1} %q,i ^ ZGp,i'

if F(Xq) < F(Xp), then PGEP defined that changing direction as negative and 
the pseudo-gradient ~^p(XpyXq) is denoted as:

■fp(Xp,Xq) = (0,...,0), (3.2.4)

Similax to g, gp is able to indicate a good search direction based on the 
latest two points in the search space. From the equations above, it can be 
found that if the ith element in 7tp(XP)Xq) is not zero, a better .solution of 
the objective function would be found at the next step following the direction 
on the ith dimension. Otherwise, the search direction at that point should be 
changed to a randomly selected direction.

In traditional gradient optimisation algorithms, such as the Newton method 
[107], the convergence depends on the value of gradient. Therefore, in PBO, 
the velocity of the bacterium is determined by pseudo gradient as well. The 
position of a bacterium at the kth iteration is defined as Xk = (xk, zj;) e 
SF, where xk is the value of the Xk on the 2th dimension, and n is the number 
of dimensions. Meanwhile, a pseudo individual X accompanies to X at each 
iteration as a mutation of individual X. A random dimension, IJ e {1,2,n}, 
is chosen for the mutation dimension. The position of the pseudo individual 
X at the kth iteration is expressed as:

Xk = Xk X 5Dk, (3.2.5)

where SDk = (0,0, df, 0,..., 0), and df indicates a value randomly chosen 
between the lower boundary and the upper boundary of the searching space in
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the /t;h dimension, which is denoted as:

cc?'i(i?Up( (3.2.6)

where 7’x is an uniformly distributed number in [-1,1], and Bloi and BuPl 
denotes the upper and lower boundary of the Ith dimension, respectively. A 
two-value coefficient cc is introduced to extend the searching range, which plays 
a role equivalent to maintaining the diversity of the population, as adopted 
in conventional EAs. When cc equals a small value, the df is generated as a 
small value. As a result, if the distance between the primary individual and the 
pseudo individual is also small enough, then the distance is the partial gradient 
in the /th dimension. When cc equals a large value, the df is generated as a large 

value as well. Then the pseudo individual performs a random placement in the 
searching space. If the pseudo individual is placed out of the feasible space on 
the Zth dimension, it will be placed on the boundary on that dimension.

Set gf(Xk,Xk) as an alternative format of pseudo gradient along the Ith 
dimension at the kth iteration, as follows.

g^(X\Xk) = F(Xk) - F(Xk)
x", (3.2.7)

where F(Xk) and F(Xk) are the evaluation values of Xk and Xk, respectively. 
At each iteration, the velocity of the chemotaxis is expressed as:

Velk = (0,...,g?(Xk,Xk),...,0). (3.2.8)

3.2.2 Simplified quorum sensing

The velocity of the primary individual is donated by Velk, Velk e En, 
Velk — (velf, vel^ where velf is a component of the Vk on the 7th

dimension at the A;th iteration. The velocity is updated at the kth iteration as 
follows,

Velk - y(Velk + r2(Pk - Xk)), (3.2.9)

where 7 indicates the inertia weight, which is fixed in each iteration, Pk indi­
cates the position of the best individual form the past k iterations, and ?’2 is
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a random number, r2 € [0,1]. The Ith elements velf in Velk is in the range of 
[0, ve!iVAX], where velf10* is the maximal velocity of individual X along the Ith 
dimension, which is scaled proportionally to the range of the search boundary 
of that dimension.

Although PBO has a small computation complexity, its convergence speed 
in the early stage is still slow, which is caused by the lack of information about 
the benchmark function in this stage. By studying the relationship between the 
gradient in each dimension and the optimum, it was noted that the individual 

located near the optimum has a smaller gradient [108]. As the PBO records 
the last minimal gradient, the direction of the convergence can be predicted by 
this information. The learning speed of the bacterium is updated as:

F(Xf) < F(Xk), 
otherwise,

(3.2.10)

where ?‘3 G [0,1] is an uniformly distributed random number, and a©6 means 
a number 6 (6 G E) is subtracted from each element in a. Hence, the position 
of the primary individual is updated as:

xk+i = xk + Velk + Veil + Velf. (3.2.11)

This process is continually performed until a termination criterion is reached. 
Table 3.1 lists the pseudo code of PBO, and the overall operation of PBO is 
illustrated in Figure 3.1. The notations used in PBO is listed in Appendix B.2.
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Initialise the position of the primary individual and pseudo individual; 
Initialise the velocity of the primary individual;
Evaluate the fitness of the primary individual;
Set g® as the guessed value of global optimum;
Set k := 1;

WHILE (the termination conditions are not met)
Select a dimension l randomly;

Place the pseudo individual to position Xk by 
equation (3.2.7); Evaluate the fitness value of Xk\ 
Calculate the pseudo gradient along the Ith dimen­
sion using equation (3.2.6); Calculate the velocity 
of primary individual by equation (3.2.9); 
Exchange the gradient information on each dimen­
sion by equation (3.2.10);
Update the position of the primary individual by 
equation (3.2.11); Update gk if the fitness of cur­
rent individual is better;

k /? -)- 1
END WHILE

Pseudo individual: 

Velocity updating:

Gradient updating: 

Generation:

Table 3.1: Pseudo code of PBO

According to the pseudo code, the major difference between PBO and other 
EAs is the population size framework. Most EAs are based on a large pop­
ulation size, which requires a series of function evaluations in each iteration. 
However, there are only two function evaluations in PBO for primary indi­
vidual and pseudo individual, respectively. Meanwhile, different from swarm 
intelligence algorithms, the convergence of PBO depends not only on the com­
munication between individuals, but also on the searching mechanism of each 
individual. Thanks to the pseudo-gradient, the primary individual is able to 
perform the search independently without sharing the information with the 
pseudo individual.
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Calculate V1

Update Xk+1

Update VkJrl

Calculate Xk

Initialise X1, k

Evaluate fitness functions

Figure 3.1: The flow chart of PBO

3.3 Experimental Studies

3.3.1 Benchmark functions

In order to evaluate the performance of PBO, four sets of benchmark func­
tions were selected from the research of [9]. These benchmark functions are 
listed in Appendix A. Function /i ~ fio are same as the functions evaluated 
in Section 2.3. Moreover, three functions (/n ~ /13) with error interference 
are adopted in this experiment. Among the functions, /6 ~ /10 are unimodal 
functions where the number of local optima increases exponentially with the 
number of problem dimensions. These functions have been widely tested in 
[109] and [110]. The number of dimensions, the feasible solution space, and 
the /min of these functions are also listed in Appendix A.

3.3.2 Parameter setting

In the experimental studies, PBO was evaluated on the above benchmark 
functions in comparison with GA [25], PSO [35], Fast Evolutionary Program-
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ming (FEP) [9], Group Search Optimiser (GSO) [44], and Bacterial Foraging 
Algorithm with Varying Population (BFAVP). The number of evaluations for 
PBO in a compete optimisation process is listed in Table 3.2, which was sug­
gested in [9], The evaluation numbers of other algorithms were taken from 
[44], and listed in Table 2.2. PBO was designed to meet the demands of a fast 
changing environment; thus, the maximal numbers of function evaluations for 
PBO in each benchmark function are less than those of other algorithms.

Function Number of evaluations Function Number of evaluations

A 5.0 x 104 A 5.0 x 104

A 5.0 x 104 Ao 5.0 x 104

A 5.0 x 104 Ai 2.5 x 103

A 5.0 x 104 fl2 1.0 x 105

A 5.0 x 104 As 1.0 x 103

A 5.0 x 104 fu 1.0 x 105

A 5.0 x 104 As 1.0 x 104

A 5.0 x 104 Ae 1.0 x 103

Table 3.2: The maximal number of function evaluations of PBO for fi ~ /16

The parameters of PBO were set as follows. The two-value coefhcient cc 
was set to 0.01 and 10. The inertia weight of the primary particle 7 was set to 
0.3.

The sources of toolbox for other algorithm were give in Section 2.3. The 
population size of the GA, PSO, FEP and GSO was set to 50. The reproduc­
tion function of GA was conducted using uniform stochastic selection. The 
mutation rate, crossover method and crossover rate were set to default values. 
The parameters of PSO in equation (1.2.1) were set according to the research 
of [36], where the inertial weight was set to 0.73 and the learning factors were 
both set to 2.05. A population of 50 was used in the PSO algorithm.The tour­
nament size in FEP was set to 10 for selection [9]. The tunings of BFAVP were 
discussed in Section 2.3.7.
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3.3.3 Experimental results

Table 3.3 shows the average minimal evaluation value obtained by GA, 
PSO, FEP, GSO, BFAVP, and PBO on benchmark functions fi ~ fs in 50 
runs. It can be concluded that PSO shows better performance than other al­
gorithms on functions fj and jV As discussed in Section 2.3.3, the decreasing 
inertial weight in PSO ensures that the search range of the entire population is 
reduced iteration by iteration. Although the major searching method in PBO 
is gradient searching, the small size of the population delays the convergence 
process. Meanwhile, the decreasing inertia weight provides PSO with more 
chance to stay around the global optima in unimodal functions that have only 
one optimum. These results have also been verified in Section 2.3.3: PSO 
is more suitable for solving high-dimensional unimodal functions. However, 
without the random factor, the diversity of population in PSO is limited. By 
exchanging the dimensional information in PBO, the algorithm is able to solve 
the problems, such as f3 and f5} which requires each dimension to be optimised 
simultaneously. The results also show that in most unimodal benchmark func­
tions, PBO outperforms GA, and has a similar performance as BFAVP. Figures 
3.2(a)~3.2(e) illustrate the convergence processes of GA, PSO, and PBO on 
high-dimensional unimodal functions, respectively.

Mengshi Li



3.3 Experimental Studies 85

£
O

ct COCO tN CO 1 1

o
m

O
T-i

X

1o
rH

X

io
i—i

X

Io
i—i

X

O
rH

X
O
rH

X
io
05
CM
I—i

CO
rH
CO
CO o o

P-4 LO
O
00
Ol

COcoo
00

O
oo
CO
ITD

O

CO
oq

lO
rH
CO
05

H1
b-
O
HJ

t-
00
rH

cd
05
CM

c<i CM CM cd

Ol 1
«

Cft lO lO 1

p,
1
O

1o ]
O

1o o O
T—1 T—1 t—4 rH rH X

Id
i X

O0
X
l-

X
-- 1

X
C-

oio
T—<

CM
CM
rH

X
IO

o o
o
OJ

o
CO

o CMlO o cd H*CO
1^.

00
o> b- CO ooi oo id cd rHf- CM
oo 00 lO CN
o o o o o 05io

COoq

o*
o
COO

i—i
X

T-1
T—H
X
rH

X
o>

i^
X
io

oo
ot—i

rH

X
rHb-t-rH

rH

X
co

CO
CO
CO
rH

GO CO oo o oo 05 cd oXh 00 o T—t 05 CO CDcn O) L- CO 05 COi—! cd oo cd 1-1
CO

* o o o oPm i-H t-H i—! rH CO LQ CO b-
W
Pm

X X X X cd cd id
GO
id o O

i>- CO rH c-
id T““t 00
N to CO
CO 00 cq

o O
1o 1

O
-X- T—1 tH —1 tH CO o CM00io

cq
1^1

32
.1

43
6 o CM

PS
O X

l>
X
00

X
00

X
(M

CM
rH

o
IO
CM

CO

rH

OO
i—l

cq 05 CO o cd CO cd cd
Ol LO rH co
o Tt* 05 rH
CO CN CM rH

CO
b-**

<
1—1 1-i rH CO o CO o b-
T'H CM L— o rH CO 05 05 b- rHt- CO t> CO CO o LO 05 LOo r—1 CO iO rH 05 IO oo rH CO 05
cd T--1 cd cd r- T-1 CO co cd

CO CO

d. b a. b a. b a. b a. b
* CM < t*Hj

O
PQ
Ph

"O

Ph

I
pp

o'

CO
O

PC
W

o'co
P,

<To

03
T3

dd

2L

I

TJdd

co
C7J

o

d
o

d

0

<4-1o

0
£>

>

co
CO ^ 
Ch
riD 2.

H ^

Mengshi Li



3.3 Experimental Studies 86

-Average of GA 
Average of PSO 

-Average of PBO

Number of function evaluated

-----Average of GA
Average of PSO 

-----Average of PBO

5 10
Number of function evaluated

(a) fi (b) /2

Number of function evaluated Number of function evaluated
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Average of PSO 
Average of PBO

-----Average of GA
Average of PSO 

-----Average of PBO

(c) fs (cl) /4

-----Average of GA
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-----Average of PBO

‘.................................

0 5 10 15
Number of function evaluated x 1

(e) /s

Figure 3.2: Convergence results of GA, PSO, and PBO in fi ~ /5
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As discussed in Section 2.3, with the increase of dimensions, the number 
of local optima in multimodal functions increases exponentially. Most EAs are 
unable to solve multimodal functions. Tables 3.4 and 3.5 list the average best 
results of the mean and standard deviation of GA, PSO, FEP, GSO, BFAVP, 
and PBO on multimodal benchmark functions. From these results, it can be 
found that Bacteria-inspired Algorithms (BIAs) have much better performance 
on this type of function. PBO converges with much less computation complex­
ity because the random factor enhances the population diversity. Although 
PBO only has two bacteria, the pseudo individual always moves randomly in 
the search space. If the primary bacterium is trapped in local optimum, there 
is always a chance that the pseudo bacterium can attract it away from the area. 
In this experiment, PBO outperforms GA, PSO, FEP on all high-dimensional 
multimodal functions. Due to the mutation operator, the population diversity 
of GA is better than that of PSO. As a result, GA outperforms PSO with 
regards to several functions. GSO is claimed to have a superior performance 
on multimodal problem. In this experiment, PBO outperforms GSO on f7 and 
fg due to the exchange of the position of optima on each dimension by the 
learning speed in equation (3.2.10).
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Figure 3.3: Convergence results of GA, PSO, and PBO in /6 ~ /i0
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According to the results in Table 3.5, it can be seen that GSO, BFAVP, and 
PBO have obtained nearly the same results. The performance of PBO for low­
dimensional multimodal functions is also improved. This merit is caused by 
the population size of PBO. Without wasting evaluations, it is easy for PBO 
to converge within a few iterations in low-dimensional functions. PBO can 
obtain a satisfactory solution when the number of evolutions is set to less as 
for other algorithms. Figures 3.3(a)^3.3(e) illustrate the convergence processes 
of GA, PSO, and PBO on high-dimensional multimodal functions, and Figures 
3.4(a)~3.4(c) illustrate the processes on low-dimensional multimodal functions. 
In these figures, the number of function evaluations of PBO is set to one third 
of that of GA and PSO.

GA* PSO* PBO
/l4 p 6.9839 x 10-2 4.3210 x 10-3 3.6987 x 10-3

a 2.8797 x 10"2 1.4953 x IQ"3 1.4890 X 10-3
/l5 -9570.4365 -6898.9433 -12569.4320

674.0944 791.74404 1.4584 X 10-2
fl6 3.0490 3.0030 3.0016

a 0.03503 1.5406 x 10-3 9.2863 X 10~4
* The results are taken from [93].

Table 3.6: Average best results of mean (fj) and standard deviation (<r) of GA, 
PSO, and PBO on /14 ^ /16

Functions /i4 ~ /16 were not evaluated in the research work of [93] and [9]. 
As a result, the performance of PBO in these functions with error interference 
were only compared with GA and PSO. Figures 3.4(d)—3.4(f) illustrate the 
convergence curves of GA, PSO, and PBO on dynamic functions. The results 
in Table 3.6 show that PBO outperforms GA and PSO on functions f14 /l63
which have noise in the environment. PBO not only converges faster than the 
other two EAs, but also has a small standard variance, especially on dynamic 
unimodal functions. Compared with GA and PSO, PBO is more suitable to 
solve real-world dynamic optimisation problems.
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The major merit of PBO is its lower time consumption and higher efficiency. 
In order to analyse the computational complexity, the detailed mathematical 
and logical operations in each evaluation are listed in Table 3.7. In this table, 
it can be seen that with the same number of function evaluations, PBO saves 
36% on the addition operations and 40% on the multiplication operations. 
This improvement greatly reduces time consumed, and makes PBO adapt more 
quickly to the dynamic environment. Figures 3.2(a)—3.4(f) give an illustration 
of the convergence capability of PBO. In summary, during the entire searching 
period, PBO is first in obtaining a stable solution in most cases, especially in 
multimodal functions.

Operators PBO PSO

Addition 4.5 7
Multiplication 6 10
Comparison 13 11

Random generation 2 2

Table 3.7: Mathematical and logical operators in PSO and PBO during each 
evaluation

3.4 Conclusion

In this chapter, a very simple optimisation algorithm, PBO is presented, 
which contains only two bacteria in the population. The pseudo gradient ran­
domly places the pseudo bacterium along one dimension around the primary 
bacterium. The gradient-based searching method improves the accuracy of 
PBO. To increase the diversity of the algorithm, the pseudo bacterium may 
also be occasionally randomly placed far away from the primary bacterium. 
Meanwhile, to accelerate the convergence speed, simplified quorum sensing is 
introduced. This mechanism attracts bacterium to the passing location that 
has the best fitness value and the best partial gradient.

The experimental results have shown that this novel algorithm possesses 
a much better global search capability and convergence performance, given
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the same or fewer number of function evaluations in comparison with GA and 
PSO.
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Chapter 4

Applications of BFAVP to 

Power System

This chapter applies Bacterial Foraging Algorithm with Varying Population 
(BFAVP) to four power system optimisation problems: the Optimal Power 
Flow (OFF) problem, the partitioned OPF problem, the optimal allocation of 
FACTS devices, and the estimation of harmonic parameters. The performance 
of BFAVP is compared with two other Evolutionary Algorithms (EAs); Genetic 
Algorithm (GA) and Particle Swarm Optimiser (PSO). Experimental results 
show that BFAVP has superior performance in all of the applications studied.

4.1 Introduction

In power engineering, the power flow study is an important tool involving 
numerical analysis applied to a power system. A power flow study usually 
uses simplified notations such as a one-line diagram and per-unit system, and 
focuses on various forms of AC power rather than voltage and current. It 
analyses the power systems in normal steady-state operation. In addition to 
power flow study, OPF aims to find the conditions that have the lowest fuel 
cost per kilowatt generated.

Since OPF became an effective tool for dispatch planning, algorithms to
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solve the OPF problem have been widely studied. The OFF problem has 
already been attempted as a static optimisation problem, by adopting conven­
tional gradient-based methods. Recently, several EAs such as Genetic Algo­
rithm (GA) and Particle Swarm Optimise!’ (PSO) have also been applied to 
this area. This chapter uses BFAVP to solve OPF problems and demonstrates 
the merits of BFAVP in power system applications.

OPF in large-scale power systems is limited by the computational complex­
ity. This chapter presents a method to divide the IEEE 118-bus test case into 
two partitions. IEEE 118-bus test case represents a portion of the American 
Electric Power System. As there are 130 control variables in the test case, it is 
too complex to be solved by conventional EAs. In this partition method, the 
real and reactive power at the boundary of each partitions are fixed to constant 
values. By applying BFAVP to solve the OPF in each partition simultaneously, 
time consumption is greatly reduced. The experimental results are compared 
with GA and PSO to demonstrate the accuracy of BFAVP.

Moreover, a reactive power planning model is also presented in this chapter, 
which incorporates the FACTS devices. The locations of multi-type Flexible 
AC Transgression Systems (FACTS) devices and their control parameters are 
optimised by BFAVP to minimise the real power loss and to improve the voltage 
profile. The advantage of using BFAVP to determine the location of FACTS 
devices is demonstrated, in comparison with GA and PSO.

Apart from the power flow problem, this chapter also discusses the ap­
plication of BFAVP to the estimation of harmonic parameters in a dynamic 
environments. Since the 1960s, the development of power electronic devices has 
expanded and the use of this equipment has multiplied in hundreds of appli­
cations in all industries. However, power electronic devices also feed harmonic 
currents into the power system, which is known as harmonic pollution. Har­
monic pollution has serious hazards on electrical equipments, such as increasing 
the loss of transmission cables from harmonic current, reducing transmission 
capacity, increasing the motor loss and heat, limiting overload capacity and 
efficiency and lifetime, and even damaging the equipments [111]. With the
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aim of reducing harmonic pollution in a power systems, a performance index 
based on the standard least square algorithm is adopted. Experimental results 
are presented to discuss the potential of the proposed approach in a dynamic 
environments.

The rest of this chapter is organised as follows. In Section 4.2, BFAVP 
proposed in Chapter 2 is applied to minimise the fuel cost for a power system. 
Then the simulation carried out on a partitioned OPF is studied in Section 
4.3. To further reduce the power loss on transmission lines and fuel cost, four 
types of FACTS devices are introduced in Section 4.4. In Section 4.5, BFAVP 
is applied to estimate the harmonic parameters in dynamic environments. The 
conclusions about the applications of BFAVP are drawn in Section 4.6.

4.2 Optimal Power Flow Problem

4.2.1 Background

The OPF problem has been intensively studied as a network-constrained 
economic dispatch problem since its introduction by Carpentier [112] in 1962. 
The OPF problem aims to achieve the minimisation of fuel cost from a model of 
a power system by adjusting the control variables of the system, while satisfying 
a set of operational and physical constraints. As a result, the OPF problem 
can be formulated as a nonlinear constrained optimisation problem [113].

Various conventional optimisation methods have been developed to solve 
the OPF problem in the past a few decades, such as Nonlinear Programming 
NLP [4] [114], Quadratic Programming (QP) [115], Linear Programming (LP) 
[116], and interior point methods [117] [118], However, these traditional meth­
ods do not guarantee finding the global optimum solution as discussed in Chap­
ter 1. In most cases, the traditional methods are suitable for single-peak and 
linear objective functions. To tackle this problem, EAs, especially PSO, have 
been applied to solve the OPF problem [119], These algorithms are all based 
on fixed-population evaluation, which limits their computational capability and 
introduces redundant computation into the optimisation process. Therefore,
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Figure 4.1: Diagram of an electrical system [3]

BFAVP is adopted to overcome these drawbacks.
A detailed OFF formulation is given in Section 4.2.2, including objective 

equations, constraint equations and inequality constraints. Then two conven­
tional power system test cases, the IEEE 30-bus test case and IEEE 118-bus 
test case, are described, and the structures of the test cases are illustrated. 
Similar as IEEE 118-bus test case, IEEE 30-bus test case represents a por­
tion of the American Electric Power System in the Midwestern US, which has 
24 control variables. In Section 4.2.3, BFAVP was evaluated on a practical 
OPF problem, that focuses on minimising the fuel cost of systems. Finally, 
the experimental results are reported in this section to show the merits of the 
proposed algorithm in comparison with GA and PSO.

4.2.2 Formulations of optimal power flow

The diagram of an electrical power system [3] is illustrated in Figure 4.1. 
A typical power system consists of three parts: generating station generat­
ing electrical energy, transmission lines interconnecting the power system, and 
customers consuming the electrical energy.

For an OPF problem, the control variables include the generator real power, 
the generator bus voltages, the tap ratios of transformers and the reactive
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power generation .of volt-ampere reactive (var) sources [120]. For a generator, 
the real power output indicates the portion of power generated by plants that 
averaged over a complete cycle of the AC waveform. Meanwhile, reactive power 
output indicates the portion of power generated by plants returns to the source 
in each cycle. In the control variables, generator bus voltages indicates the 
voltage magnitude and angles of the bus with generator. Tap ratios indicates 
voltage ratio between the input and output of a transformer. Reactive power 
generation of var sources indicates the measure of reactive power an AC electric 
power generator.

The state variables are the slack bus power, the load bus voltage, the gener­
ator reactive power output, and the network power flows. In order to solve the 
power flow equations in each iteration of the OFF process, a slack bus is chosen 
by assuming that the slack bus power including voltage magnitude and voltage 
phase is known. Therefore, for each load bus, both the voltage magnitude and 
angle are unknown and can be solved. For generator buses, the voltage angle 
also can be solved.

The constraints of OFF problem include inequality constraints which are 
the limits of the control variables and state variables, and equality constraints 
which are the power flow equations.

The OFF problem can be formulated as a constrained optimisation problem 
as follows (nomenclature for power flow is listed in the Appendix B.3):

min F(ud)Uc) (4.2.1)

(4.2.2)

(4.2.3)

S.t. ^c) < 0

H(ud,uc) = 0

where F is the optimisation objective function, G is a set of constraint in­
equalities, and FT is a set of formulated constraint equalities. ud is the vector 
of dependent variables such as the slack bus power Pq1 , the load bus voltage 
14) generator reactive power outputs Qq and the apparent power flow 5A In 
these variables, apparent power is the absolute value of complex power in the
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power system. uc\ can be expressed as:

[-^Gi i ^Li i • i j Qgi i • • • > Qgnc' 1 j • • • > (4.2.4)

uc is a set of the control variables such as the generator real power output PG 
expected at the slack bus PGl, the generator voltages Vq, the transformer tap 
setting T, and the reactive power generations of the var source Qc- Therefore, 
uc can be expressed as:

= [Pg2, '•'■>PgNg,Vg1, •'■iVGNG,Ti...TNT,QGt, •••,QcNc]t- (4.2.5)

The equality constraints H(uch uc) are the nonlinear power flow equations 
which are formulated as below:

0 = PQi - PDi —Vi^2 Vj(Gij cos % + Bij sin %) i e N0 (4.2.6)
jeNi

0 = QGi ~ QDi - 1^. ^ Vj(Gij sin dij + cos %) i £ NPq. (4.2.7)
jeNi

The inequality constraints G(ud, uc) are limits of control variables and state 
variables which can be formulated as:

pgr<PGt<pgr * e ng

qz;11 < qg< < Qzr
QT^Qci^Qc? ieNc

T™in <Tk< Tg** k£NT 

y.mil1 < y. < y.niaj4 ieNB 

|£*| < ST* k e (4-2.8)

The variables in equation (4.2.8) are the control variables in the power 
system. Control variables are chosen according to these inequalities and are 
used for solving the power flow equations in each iteration of the OFF process. 
Dependent variables in are calculated based on the control variables by 
equations (4.2.6) and (4.2.7).

Moreover, the voltage V. reactive power Q, and apparent power flow S for 
all bus are also limited during the entire OFF process, which if formulated as
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constrains of the objective function. To solve non-linear constrained optimisa­
tion problems, the most common method uses a penalty function to transform 
a constrained optimisation problem into an unconstrained one [121].

The objective function is generalised as follows:

F = Fcost+ ]T \v,(Vi - l/llm)2 + £ XaAQi-Q^f
ieN§m

+ E As(i5>i - 5”“)2 (4-2-9)

where Fcost is the fuel cost of the system, A vs, Ac,, and XSi are the penalty 
factors. lTim and Qg)1 are defined as:

ylim* i
l/max if Vi > l/niax 
l/;lllin if Vi < "Kmin

<9sr if
gg;n if QGi<Qg?

(4.2.10)

(4.2.11)

In order to improve power system stability, Ay., AGl, and XSi are set to a large 
value. As a result, once V, Q, or S exceeds the limit, the trail solution will be 
eliminated from the population.

In summary, the decision variables of the OFF in this experiment are the 
generator real power output expected at the slack bus, the generator voltages, 
the transformer tap setting, and the reactive power generations of the var 
source. The objective of the optimisation is to reduce the total fuel cost of the 
power system and to restrict the voltage, reactive power, and apparent power 
flow within the bound for all buses.

In the following section, the IEEE 30-bus test case and IEEE 118-bus test 
case are adopted in the experimental studies. The IEEE 30-bus test case [4] 
represents a portion of the American Electric Power System (in the Midwestern 
US) as of December, 1961. There are 30 buses, 6 generators, and 40 branches 
in this model. Figure 4.2 illustrates the system layout of the IEEE 30-bus test 
case. The IEEE 118-bus test case represents a portion of the American Electric 
Power System (in the Midwestern US) as of December, 1962. There are 118
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#6 rV

Figure 4.2: The layout of the IEEE 30-bus test case [4]

buses, 54 generators, and 186 branches in it. The number of control variables 
in the IEEE 118-bus test case is four times as much as the number in the IEEE 
30-bus test case. Figure 4.3 illustrates the system layout of the IEEE 30-bus 
test case.

4.2.3 Experimental studies and results

In this experiment, BFAVP algorithm was tested on the standard IEEE 
30-bus test case and IEEE 118-bus test case, which were adopted from [4]. In 
this case, the objective function is the total fuel cost of systems, which can be 
expressed as:

ng

Fcost = ^ ^ /cost, (4.2.12)
2=1

/costi — + biPci + Q-Pci (4.2.13)

where fcosti indicates the fuel cost with the unit of U.S. dollar per hour ($/h) 
of the ?‘th generator, a,, bt. and c* are the fuel cost coefficients, and Pqi is the
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Figure 4.3: The layout of the IEEE 118-bus test case with two partitions [5]
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real power output generated by the •zth generator.

In order to evaluate the proposed algorithm, the performance of BFAVP 
was compared with the GA and PSO in this section. The program and setting 
of GA were taken from [119], which demonstrated that GA is able to be applied 
to small and medium size power system. The implement of PSO for OPF was 
based on the program in [121]. A population of 50 individuals were used for 
GA and PSO. The number of power flow evaluations of these two algorithms 
was set to 1.5 x 103 for the IEEE 30-bus test case and 1.5 x 104 for the IEEE 
118-bus test case. The initial population size of BFAVP was the same as 
that of PSO. However, during the evolutionary process, more individuals are 
reproduced in BFAVP. To prevent an unnecessary increase in the population 
size, the maximal population size was set to 150 for BFAVP. When BFAVP 
reached the same number of power flow evaluations as other two algorithms, 
the optimisation process was terminated.

For PSO, the inertia weight ca was set to 0.73, and the acceleration factors 
Ci and C2 were both set to 2.05, which follow the recommendations from [36]. 
For BFAVP, the average limit of an individual lifespan was 50 generations. The 
maximal length of a swim up along the gradient, Nc, was 4 steps.

The best result, average results and standard deviation of GA, PSO, and 
BFAVP from 30 runs are shown in Tables 4.1 and 4.2. GA fails to converge 
in the IEEE-118 bus test cases with a significantly large fuel cost due to the 
complexity of the evaluation function.

Algorithms Best result Average result Standard deviation

GA 802.61 804.77 3.67
PSO 802.41 804.52 1.73

BFAVP 802.13 803.05 0.94

Table 4.1: Results from GA, PSO, and BFAVP on OPF for the IEEE 30-bus 
test case
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Figure 4.4: Convergence process of GA, PSO, and BFAVP on OPF

Algorithms Best result Average result Standard deviation
GA

PSO
BFAVP

195146.2521
162383.5691

143770.5205

200716.6274
166795.5205

144310.5205

9783.0368
5907.8109

5431.7914

Table 4.2: Results from GA, PSO, and BFAVP on OPF for the IEEE 118-bus 
test case

Figure 4.4 illustrates the convergence process of GA, PSO, and BFAVP at 
the early stage in the IEEE 30-bus test cases. The horizontal axis represents 
the number of functions evaluated during the optimisation. The comparison 
was based on the same program running time in this figure. In this case, 
BFAVP converges faster than PSO and GA in the early period.

Figure 4.5 illustrates the population size of BFAVP during the OPF optimi­
sation. The horizontal axis is the number of generations during the program’s 
run time. The lag phase, logarithmic phase, and stationary phase can be seen 
in this figure. In the early period, bacteria obtain enough energy for reproduc­
tion, which leads to an increasing population size. Then the population size 
remains stable until the nutrition has been consumed. During the last stage,
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Generation

Figure 4.5: Varying population size of BFAVP during the OFF process

population size is reduced due to insufficient nutrition. The rugged deceasing 
population size in the death phase shows that the bacteria converge to several 
optima.

4.2.4 Summary

In this application, the experimental studies were carried out on the IEEE 
30-bus and the IEEE 118-bus test cases to tackle the OFF problem, which aims 
to minimise the fuel cost. Although there are two algorithms proposed in this 
thesis, BFAVP is more suitable for applications that require a more accurate 
result. According to the results, BFAVP is able to obtain a lower fuel cost 
than PSO and GA. A more remarkable improvement can be spotted in terms 
of standard deviation. BFAVP demonstrated a satisfying performance with 
robustness. In terms of the convergence process, BFAVP is able to converge 
rapidly from the beginning of the evaluation process.
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4.3 Partitioned Optimal Power Flow

4.3.1 Background

As an useful tool for the management of an interconnected transmission 
systems, OFF in large system intensively studied. Ideally, the OFF solution of 
a large, interconnected power system is obtained based on the assumption that 
the calculations will be commonly undertaken by an Independent System Oper­
ator (ISO) [122], which is able to access the entire network model and technical 
data. However, the centralised management of the interconnected transmission 
system is hindered by political and organisation issues, such as the difficulty 
in disclosing utility data, the lack of political intention to devolve power to a 
foreign centre, and large communication requirements between each node of 
the interconnected system and the central point for real-time data acquisition 
[123]. Moreover, the assemblage and maintenance of a huge database for the 
central management of the whole system or utility data results in huge GPU 
requirements and brings concerns about the reliability of the centralised oper­
ation and robustness of the centralised algorithm. Therefore, the centralised 
OFF solution for interconnected transmission systems is questionable with the 
current state of the art [124].

In contrast, a large interconnected power system can be geographically di­
vided into a variety of regions, and each region can be operated by a different 
ISO. Each ISO is responsible for the management of its own regional trans­
mission system, as well as cross-border trading with its neighbouring ISOs. 
As a result, computations can be performed in parallel for each region in the 
distributed multi-processor environment, which can potentially increase the 
available computation capacity and decrease the communication burden, al­
lowing for faster and more reliable OFF solutions. In this section, a method to 
tackle a partitioned OFF problem is presented, which is suitable for applica­
tion to very large interconnected transmission systems, and BFAVP is adopted 
to solve this problem. In the method, each ISO solves a partitioned OFF that 
includes its own service region and the borders it shares with other ISOs. The
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Figure 4.6: The connections of two partitions in a distributed power system [5]

partitioned OFF is similar to a standard OFF except that dummy generators 
are modelled at the border buses. The dummy generators mimic the effects 
of the external part of system and supply the region with real and reactive 
power. Therefore, solving the OFF in each region can be implemented by fast 
algorithms [125].

This section begins with an explanation about the experimental environ­
ment in the IEEE 118-bus case. In order to reduce time consumption, the test 
case is divided into two partitions. The layout and boundary constraints are 
given in Section 4.3.2. Then the BFAVP is applied to optimise the fuel cost for 
each of the partitions in Section 4.3.3. The computational time and fuel cost 
estimated by GA, PSO, and BFAVP are compared after the experiment.

4.3.2 Partitions in power systems

In the distributed power flow problems, the power system is separated into 
several partitions. Then a local reference bus is selected from the subsystems. 
The real and reactive power (PD, QD) at both edges of the transmission lines 
between the subsystems are fixed to constant values. As a result, other sub­
systems connected to this one can be simulated as a fixed branch in the entire 
system. Figure 4.6 illustrates two partitions in a distributed power system.

In order to demonstrate the partitioned OFF experiment, the IEEE 118- 
bus test case is separated into two partitions, which are marked as Partition I 
and Partition II in Figure 4.3.

Mengshi Li



4.3 Partitioned Optimal Power Flow 110

4.3.3 Experimental studies and results

In this section, the BFAVP algorithm was applied to the standard IEEE 
118-bus test system, which was adopted from [4]. In order to meet the de­
mands of separated power network managing, the system was separated into 
two independent partitions according to the geographical topology. Figure 4.3 
illustrates the layout and the partition of the subsystem. Four transmission 
lines were chosen to be the exchange branches between each subsystem. The 
real and reactive power at both edges of the branch were fixed to a constant 
value. After the whole system was separated into two partitions, there were 34 
control variables in Partition I and 97 control variables in partition II.

The decision variables and objective of the partition OPF in this experiment 
is same as those in OPF, which were discussed in Section 4.2.2. However, 
the power system are separated into partitions in this experiment, and each 
partition has a local fuel cost. In this case, the fuel cost of the partition is 
expressed as:

(4.3.1)

/costij — Ctij + bitjPQitj + CijPQ.m (4.3.2)

where fCosti:j is the fuel cost (S/h) of the Ah generator in the jth partition, ci^j, 
bihj> and qj are fuel cost coefficients, Pq^ is the real power output generated by 
the Ah generator, and NQj is the number of generator buses in the partition.

For the purpose of algorithm performance comparison, GA [119] and PSO 
[35] were used in this section. The algorithm parameters were set to the same 
value as described in Section 4.2.3.

The best result, the average results and the standard deviations of GA, 
PSO, and BFAVP in partition I after 30 runs are shown in Table 5.1.
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Algorithms Best result Average result Standard deviation

GA 27977.1075 27951.3799 18.1547
PSO 27922.5952 27937.0599 8.8501

BFAVP 27919.6098 27922.2982 1.2146

Table 4.3: Best result, average best results, and standard deviations of GA, 
PSO, and BFAVP in partition I

Figure 4.7 illustrates the convergence processes of GA, PSO, and BFAVP. 
The horizontal axis represents the estimated time for the optimisation, i.e., the 
comparison is based on the same program run time in this figure. In this case, 
BFAVP converges faster than PSO and GA in the early period. According to 
this figure, BFAVP outperforms GA and PSO in this high-dimensional mul­
timodal application. This class of functions is difficult for most EAs because 
they are very likely to be trapped in local optima, due to the sole adoption 
of the gradient search method. The result is that the EAs following a pure 
gradient search principle are incapable of finding an accurate solution. Con­
versely, BFAVP models the quorum sensing behaviour, which randomly moves 
the bacteria from local optima to a better position. Accordingly, quorum sens­
ing increases the probability of BFAVP finding the global optimum. As a result, 
with the control variables obtained by BFAVP, the system has the lowest fuel 
cost per hour compared to the other two algorithms.

Algorithms Partition I Partition II Whole system

GA
PSO

BFAVP

27977.1075
27922.5952

27919.6098

174067.1635
138461.0163

137501.1797

195146.2521
162383.5691

143770.5205

Table 4.4: Average fuel cost in partitions and the whole system estimated by 
GA, PSO, and BFAVP

In order to compare the solution obtained by a distributed OPF with the 
whole system, these three algorithms were applied to optimise the control vari-
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Figure 4.7: System fuel cost (Partition I) with the control variables obtained 
by GA. PSO, and BFAVP
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Figure 4.8: Whole system fuel cost with the control variables obtained by GA, 
PSO, and BFAVP
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ables in partition II and the whole system. Figure 4.8 illustrates the conver­
gence processes of PSO and BFAVP for the whole system. In this experiment, 
because the dimension of the solution increased from 34 to 130, GA failed to 
converge in the whole system optimisation. The average fuel cost in partitions 
and the whole system estimated by GA, PSO, and BFAVP are listed in Ta­
ble 4.4. According to this table, as the system complexity increases, BFAVP 
obtains a more preferable solution compared to the other two algorithms.

Moreover, the result also shows that when the system is separated into 
partitions, some control variables are fixed to constant values. As a result, the 
flexibility of solution selection lessens compared to the conventional OPF. The 
fuel cost is also increased after the system separation, which can be expressed 
as:

(4.3.3)

where jFcost is the fuel cost of the whole system, jVp is the number of partitions 
after the system separation, and Fcostj is the fuel cost of the jth partition.

4.3.4 Summary

In this section, BFAVP was adopted to solve partitioned OPF problems, 
which geographically divide the power network into a variety of regions and 
optimise the control variables in each region towards the target: minimising 
the cost of the network. In the experimental studies, the method was testified 
on a standard IEEE 118-bus test system. For the purpose of comparison, 
the optimisation algorithms of GA and PSO were also employed under the 
same simulation conditions. Experimental results have shown that BFAVP is 
suitable for solving the partitioned OPF problems and that it outperforms the 
other two algorithms.
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4.4 Optimal Allocation of FACTS Devices

4.4.1 Background

In this section, BFAVP was applied to optimise the FACTS location in 
a power network. Modern power systems are facing new challenges due to 
deregulation and restructuring of electricity markets. The competition among 
utilities causes the increase of unplanned power exchanges. In concurrence with 
deregulation, electrical load continues to increase, and the transmission lines 
are running close to their thermal limits. Therefore, it is attractive for electric 
utilities to have a way of permitting a more efficient use of the transmission 
lines by controlling the power flows. FACTS devices represent a recent tech­
nological development in electric power systems, which allow utility companies 
to control power flow, increase transmission line stability limits, and improve 
the security of transmission systems [126]. In addition, FACTS devices can 
be used to maximise power transfer capability and minimise the power loss of 
the transmission systems, leading to an efficient utilisation of existing power 
systems [127]. In comparison with other corrective control strategies, such as 
generation rescheduling and load shedding, the utilisation of FACTS devices 
is a more economic alternative because it has a lower operational cost and 
introduces no additional cost [128].

However, due to the high installation cost, it is important to place FACTS 
devices optimally in a power network. The optimal location of FACTS devices 
has been attempted by using EAs such as GA [129] and PSO [130]. How­
ever, most of these studies have taken into account only the methods oriented 
towards technical criteria, i.e., enhancement of system loadability and maximi­
sation of the power system security margin [131], or methods that are directed 
at economical approaches, which are used to minimise the overall operation 
cost or total generation fuel cost. In fact, the optimal location of FACTS 
devices should be formulated as a multi-objective optimisation problem from 
both technical and economical points of view to make it capable of performing 
CPF and reactive power dispatch simultaneously. In this chapter, BFAVP is
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applied to solve the multi-objective optimisation problem incorporated with a 
dominance method [132]. The location of FACTS devices, including their types 
and ratings, was optimised by applying BFAVP to minimise the fuel cost of all 
the generations, the installation cost of FACTS devices, and the power loss of 
transmission lines. Moreover, the system loadability was maximised within a 
security margin, i.e., the thermal limits of the lines and voltage limits of the 
buses. Four types of FACTS devices, associated with their specific character­
istics, were selected and modelled in this study and incorporated in the OFF 
problem.

The characteristic of each FACTS device is discussed in Section 4.4.2. Then 
BFAVP is implemented to meet the demands of multi-objective optimisation in 
Section 4.4.3. Experimental studies in Section 4.4.4 have been undertaken on 
the IEEE-14 bus test case and IEEE 30-bus test case. The results obtained are 
analysed to demonstrate the performance of BFAVP in the optimal placement 
of FACTS devices.

4.4.2 FACTS devices in power systems

FACTS device is a system composed of static equipment used for the AC 
transmission of electrical energy. By installing FACTS device, the controlla­
bility and power transfer capability can be improved. It is generally a power 
electronics-based system. Four types of FACTS devices are chosen to be in­
stalled to control power flow in this experiment: static var compensator (SVC), 
thyristor-controlled series capacitor (TCSC), thyristor-controlled phase shift­
ing transformer (TCPST) and unified power flow controller (UPFC). The SVC 
makes it possible to enhance the functioning of a transmission network by in­
creasing its loading margin [133]. It consists of a group of shunt-connected ca­
pacitor and reactor banks with fast control action by means of thyristor-based 
switching elements [134]. Hence, the SVC can be operated both for inductive 
and capacitive compensation. In the first case it absorbs reactive power while 
in the second the reactive power is injected. In this section, the mathematical 
models of FACTS devices are developed to perform the steady-state analysis.
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Therefore, the SVC is modelled as an ideal reactive power injection as a shunt 
element which is incorporated into the sending-end of a transmission line as 
shown in Figure 4.9(a). The injected power of the SVC at bus i is denoted as:

^Qi ~ Qsvc (4.4.1)

The TCSC is a series type of FACTS devices. Through the firing angle 
control of thyristors, it is able to change the equivalent reactance of a trans­
mission line to control power flow, improve system stability and increase the 
power transfer limit [135]. The ideal TCSC model is represented as a variant 
capacitive or inductive reactance method with resistance ignored. Because X 
represented the position of a individual in previous chapters, the reactance in 
this thesis is represented by E. Hence, the reactance of the transmission line, 
Eu can be decreased or increased by controlling the TCSC directly. The math­
ematical model of the TCSC is shown in Figure 4.9(b), where the reactance of 
line ij is modified to:

Eij — Ei,EtgsC' (4.4.2)

The TCPST is a phase-shifting transformer adjusted by thyristor switches 
to provide a rapidly variable phase angle. Phase shifting is obtained by adding 
a perpendicular voltage vector in series with a phase and the vector is derived 
from the other two phases via shunt-connected transformers. As a result, the 
voltage angle between the sending and receiving end of the transmission line 
can be regulated by the TCPST. In our study, the TCPST can be modelled as 
an ideal phase shifter which has series impedance equal to zero. It is inserted in 
series in a transmission line as shown in Figure 4.9(c) and may take a positive 
or negative value of angle, ^tcpst- Hence, the voltage at bus i is adjusted to:

V{ ~ ViZ0TCPST- (4.4.3)

The UPFC is one of the most technically promising devices in the FACTS 
family [136]. It is able to control voltage magnitude and phase angle simulta­
neously, and can also independently provide reactive power injections. There­
fore, the UPFC can provide voltage support and control real power flow. A
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Figure 4.9: Models of FACTS devices, (a) SVC; (b) TCSC; (c) TCPST; (d) 
UPFC [6]
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steady-state mathematical model for a UPFC is developed as shown in Figure 
4.9(d). Since the UPFC conserves real power and generates or consumes re­
active power, it can be modelled by an ideal transformer and a shunt branch. 
The turns ration and the variable shunt susceptance are independent variables, 
which are not directly associated with the UPFC input-output voltages and 
currents. The variables of the UPFC are defined as follows:

Tupfc transformer voltage magnitude turns ratio;
0upfc phase shifting angle; (4.4.4)
-Uupfc shunt susceptance.

As seen in Figure 4.9(d), the voltage at bus i can be updated to:

V{ — UTupfc^upfc- (4.4.5)

Allocation of FACTS devices can be formulated as a static nonlinear con­
strained optimisation problem, the solution of which determines the optimal 
location, type and rating of FACTS devices in a power network. It attempts 
to minimise one or more objective functions simultaneously while satisfying 
equality and inequality constraints of the network.

The cost of installation of FACTS devices is formulated as an objective 
function, which is to be minimised by optimal allocation of the FACTS devices 
in a power system network. The cost is estimated by:

Cf - lOOO^CiSi (4.4.6)
i

where Cf is the total installation cost of FACTS devices in US$ and fy is the 
cost of installation of each FACTS device in US$/KVar, and fy is the operating 
range of the FACTS device in MVar. Each of S can be calculated respectively, 
by:

S - |Qa| - |Qb| (4.4.7)

where fya is the reactive power flow (MVar) in the line after the installation of 
a FACTS device and Qh is the reactive power flow in the line before installing 
a FACTS device.
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For each type of FACTS device, the cost functions are different. The cost 
of installation of the SVC, TCSC and UPFC are taken from Siemens database 
and reported in [137] and [130]. They are given as:

Csvc = 0.0003S2 - 0.30515' + 127.38

Ctcsc = 0.001552 - 0.71305 + 15.75 (4.4.8)

Cupfc - 0.000352 - 0.26915 + 188.22

where CsvC) C'tcsc and Cupfc are installation costs for the SVC, TCSC and 
UPFC, respectively.

The cost of the TCPST is related to the operating voltage and current 
rating of the branch where the TCPST is allocated [138]. After the TCPST is 

installed, its cost Ctcfst is fixed and can be expressed as follows:

Utcpst = dPmax + IC (4.4.9)

where d is a positive constant representing the capital cost and IC is the in­
stallation cost of the TCPST. Pmax is the thermal limit of the branch where 
the TCPST is to be installed. In this section, d and IC take the value of 10 
and 9,000, respectively.

In order to make costs of FACTS devices comparable with generation fuel 
cost, the costs can be unified into US$ per hour as $/h. In this simulation, 
it supposes that the FACTS devices will be employed to regulate power flow 
for five years. Therefore, the average investment costs of installation of the 
FACTS devices are calculated as:

^FH ” 8760 x 5 (4.4.10)

The objective, which aims to minimise the total generation fuel cost ($/h), 
is represented as:

jvg Nq

Pcost ~ 'y ^ /costj — ^(T T biPGi T CiPoi) (4.4.11)

where a*, C and c-L are fuel cost coefficients, Pq, is the active power output 
generated by the ?’th generator, Nq is the total number of generators in the 
power network, and fcosu is the fuel cost for each generator.
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The total real power loss in the transmission lines is represented as:

ne

a = 52 Pi (4.4.12)
i=l

where Pj the real power loss at line i, and iVE the number of transmission lines. 
The reactive power injected or absorbed by the SVC is limited between:

-100 MVar < QSVc < 100 MVar. (4.4.13)

The value of the capacitance or inductance of the TCSC is limited to:

—0.8-El < Dtcsc < 0.2Pl (4.4.14)

where FL is the reactance of the transmission line at which the TCSC is placed. 
The angle of bus voltage, adjusted by the TCPST, is bounded by:

—5° < #tcpst < 5°. (4.4.15)

The UPFC has three variables in which the transformer voltage magnitude 
turns ratio is chosen between the following range:

0.9 < Tupfc <1-1 (4.4.16)

and the phase shifting angle is constrained within:

—5° < 0upfc < 5°. (4.4.17)

The shunt susceptance Pupfc can be represented as injected or absorbed re­
active power, Qupfc • Its working range is within:

—100 MVar < Qupfc < 100 MVar, (4.4.18)

The FACTS devices are placed in the network in order to increase the
system loadability, and at the same time to prevent overloads and voltage
violations. The system security constraint is based on indexes quantifying the 
system security state in terms of voltage levels and branch loading. Hence, 
the system security constraint contains two parts, and the formula of each
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part in this experiment is adopted form [139]. The system security constraint 
can be represented as the sum of VI and Bol, which indicates the violation of 
bus voltage and line flow limits considering all load buses and branches in the 
system. It is expressed as:

Nl Nb

Jsg == Vli + Bolj (4.4.19)
i=l j=l

where AT and AT are the total numbers of load buses and transmission lines, 
respectively.

The first part of the system security constraint, VI, concerns the voltage 
levels of each bus in the power network. The value of Vli for each bus is 
calculated as:

Vk =
0 VLiG[V^\V^}

exp[Ar(|l -VU\- 0.05)] - 1 a, £ [UT'\ V5““]
(4.4.20)

where Vj^ is the voltage magnitude at bus i and Ar represents the coefficient 
used to adjust the slope of the exponential function in the above equation. The 
equation indicates that appropriate voltage magnitudes are close to 1 per unit 
(p.u.). The value of VI equals 0 if the voltage level falls between the voltage 
minimal and maximal limits. Outside the range, VI increases exponentially 
with the voltage deviation.

The second part of the system security constraint, Bol, relates to the branch 
loading and penalty overloads in the lines. Similar to 14/, the value of Bolj 
equals 0 if the jth branch loading is less than its rating. Bolj increases expo­
nentially with the overload and it can be calculated from:

0 S.j < Sf™,
Bolj = { (4.4.21)

{ exp[(Sf» - S,)AJ - 1 Sj >

where Sj and S™** are the apparent power in line j and the apparent power 
rate of line j, respectively. Aq is the coefficient which is used to adjust the slope 
of the exponential function.
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Figure 4.10: System security constraint, (a) Function VI; (b) Function Bol

An illustration of functions VI and Bol is given in Figure 4.10, in which 
S™** is 250 MVA, and V^IU and f'2"ax are 0.95 p.u. and 1.05 p.u., respectively. 
The coefficients Ar and Aq are both set to 20.

The power flow balance equation can be decoupled into real power load 
flow and reactive power load flow equations. The equations are constructed 
as equality constraints, given in Section 4.2.2. In these equations, PDi and 
QDi are real and reactive power demands at bus ?'. In order to study the 
system loadability, a load parameter A is included to reformulate the power 
flow equations. A reflects the variation of power demands; thus, Pp. and 
are modified as:

Fb<(A) = APDi, (4.4.22)

Qd,(A) = AQDi, (4.4.23)

where i — 1, • • ■, Np, and VD is the total number of power demand buses. 
A = 1 indicates the base load case. Other constraints, including the limits of 
generator active power PG, reactive power QG and voltage VG, are represented 
as inequality constraints.
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4.4.3 Implementation of algorithm

Initialisation

Initially, the system load parameter (SLP) was preset before the allocation 
of FACTS devices, i.e., A was set to 1.2, which means that the power demand 
at each load bus is increased by 20% from the base case value. The initial 
positions of bacteria X were generated randomly in such a way that the vari­
ables representing the position of each bacterium were in normalised form. The 
coordinates of X consisted of generator real power outputs Pq except the one 
at the slack bus Pgx and generator voltages Vq.

The location, type and parameter settings of FACTS devices were control 
variables of X as well. If the number of FACTS devices to be installed was not 
known, it was supposed that there is an equal possibility of each branch in a 
power network having one single type FACTS device placed. 7YE was the total 
number of branches in the network; thus, Nj? variables in X took binary values 
of 0 or 1. The value ‘1’ denotes that a FACTS device was installed at the 
corresponding branch, while ‘O’ means that none were placed at the branch.

The type of the FACTS device at each branch was also denoted as control 
variables of A. iVE number of variables in X took integral values between 1 to 
4, which indicates which type of FACTS device is installed at the corresponding 
branch. Here, value ‘1’ was used to indicate an SVC, ‘25 for a TCSC, ‘3’ for a 
TCPST and ‘4’ for an UPFC. Moreover, the parameter settings for each type of 
FACTS device were all included as variables in X. iVE variables were required 
to denote the settings of the SVC, TCSC and TCPST, respectively. For the 
UPFC, 3Ve variables were used to set the three variables of each UPFC. In 
total, each position of bacterium X has SiVk variables: Nj? locations, iVE types, 
and 6AE settings.

Before evaluation of objective functions, the settings of FACTS devices and 
the system load factor were implemented into a power flow equation. For each 
solution X, the settings of each FACT device were multiplied by the variable 
representing its location. As a result, if a FACTS device was placed at the
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branch (‘1’), the setting of the FACTS device took the values given; thus, the 
corresponding parameters of the branch were revised. In contrast, if no FACTS 
device was installed at the branch (‘0’), the setting of the FACTS device turned 
back to zero, which means that it has no impact on the parameters of the 
branch.

The above discussion concerns optimal allocation of FACTS devices with 
the SLP previously given. The objective is trying to find how many and what 
type of FACTS devices are required to be installed. However, if the number of 
FACTS devices is given and the objective is to find out the maximal system 
loadability with the help of these FACTS devices, the variables representing the 
location, type and settings of FACTS devices are different from the previous 
scenario. In this situation, N-p was used for integral variables to denote the 
location of FACTS devices. Each variable took an integer from [1, AT], which 
represents the ordinal number of the branch where the FACTS device is located. 
If more than one FACTS device was to be installed, it was necessary to verify 
that only one device is placed in a branch. If two FACTS devices were placed 
in the same branch, one of them was removed from that branch and placed in 
some other branch where no FACTS device was installed. Another AT number 
of variables was required to indicate the type of FACTS devices. As discussed 
previously, these variables had integral values from 1 to 4, which denote the 
SVC, TCSC, TCPST and UPFC, respectively. The variables used to represent 
the settings of FACTS devices were given in a similar manner. In total, the 
position of each bacterium consisted of 6A/p variables, which were initialised to 
denote the settings of all the FACTS devices to be installed (AT settings for 
the SVC, TCSC and TCPST, respectively; 3AT for the UPFC).

Evaluation of objective functions

The formation of evaluation values depends strongly on the optimisation 
goals of the power system operators and the available control variables. As in­
dicated, the goal of optimisation for the first scenario is the optimal placement 
of FACTS devices into a power network in order to minimise overall opera-
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tion cost and power loss within the security margin. Therefore, the presented 
problem becomes a multi-objective optimisation one that has two different 
evaluation values to be minimised simultaneously, which can be denoted as:

F(X) = [/1(X), MX)] (4.4.24)

where F is known as the objective vector, /i and /2 are the two objective 
functions to be optimised.

The first objective function represents the overall operation cost, including 
the total generation fuel cost ($/h) and the installation cost of FACTS devices 
($/h). It is expressed as:

/iPO — -^cost + Qfh- (4.4.25)

The second objective function calculates the total real power loss in trans­
mission lines. The system security constraint is considered in the function 
by multiplying a penalty factor oj. As a result, the second function /2(X) is 
converted to an unconstrained optimisation problem and expressed as:

f2(X) — PlF ojJsg. (4.4.26)

For the second scenario in which the number of FACTS devices NF is given 
priorly, the goal of optimisation is the optimal placement of FACTS devices 
into a power network in order to minimise overall operation cost and increase 
system loadability within the security margin. Hence, the second objective 
function can be proposed as the maximisation of the SLP A within the security 
margin, which can be presented as:

/2PO — — TtaJsc- (4.4.27)

The evaluation values can be estimated dependently and individually, and the 
selection depends upon the requirements of the power system operator. If only 
one of the objective functions is to be optimised, the problem becomes a single 
objective optimisation problem.

In the optimisation process, the parameter of the branch or bus is updated 
according to the settings of the FACTS devices installed and the value of the

Mengshi Li



4.4 Optimal Allocation of FACTS Devices 126

SLP for each solution. Power flow is calculated using the Newton-Raphson 
method, and then line flows and voltage at buses are obtained. Using these 
values, the objective functions for each X are estimated.

Pareto-optimal solution and best compromising solution

Multi-objective optimisation is the process of simultaneously optimising 
two or more conflicting objectives subject to certain constraints. For single­
objective optimisation problems, the goal is to find the global maximum or 
minimum subject to the objective function. In contrast, multi-objective op­
timal decisions need to be taken in the presence of trade-offs between two or 
more conflicting objectives. The optimisation process aims to locate a series 
of solutions which would decrease some fitness without causing a simultaneous 
increase in at least one of the other fitness.

In a typical multi-objective optimisation problem, there exists a set of so­
lutions that are superior to the rest of the solutions in the search space when 
all objectives are considered but are inferior to other solutions in the space in 
one or more objectives. These solutions are known as Pareto-optimal solutions 
or non-dominated solutions [140]. In order to determine whether a solution 
is a Pareto solution, the concepts of dominance relation and Pareto-front are 
introduced.

The multi-objective optimisation problem can be formulated as follows:

F(X) = MX), MX), ■■■, /MX)} (4.4.28)

subject to:

Gi(X) <0i = l,2r--,mg (4.4.29)

ffi(X) = 0 i = 1,2, ■ ■ •, mh (4.4.30)

where X — (:ci, :c2, • • *, xn) € Mn is the vector of the parameters to be opti­

mised, fi(i ~ 1, • “ ,mf) are the objective functions, and Qi (?’ = 1, • • ■, ??2g), F {i — 
1, ■ • ■, mh) are the constraint functions of the problem.

Given any two vectors X, M 6 Mn, where X = {x1,x2, ...xn), Y = (yi,y2, ■■■yn), 
and X ^ Y, if a;* < 2/* V £ = 1, ■ • •, n, then vector X dominates vector Y [141].
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Dominated solutions

Non-dominated solutions

Figure 4.11: Dominance relation in multi-objective problems

The solutions, which are not dominated by any other solution, are called non- 
dominated solution. Figure 4.11 illustrates an example of the non-dominated 
relation and dominated solution.

Given a set of alternative solutions for a set of individuals, a change from one 
allocation to another that can make at least one individual better off without 
making any other individual worse off is called a Pareto-improvement. An 
allocation is defined as Pareto-optimal when no further Pareto improvements 
can be made. The set of non-dominated solutions consists of a Pareto-optimal 
solution set, which is expressed as:

V = {X £ TlX is the Pareto optima} (4.4.31)

where T C Mn is the feasible region. From the Pareto-optimal solution set, the 
Pareto-front can be generated for a multi-objective decision. The Pareto-front 
Tp is defined by:

TP = {F(X) e Rn|X e V}. (4.4.32)

For each solution, there must exist a domination relation between the so­
lution considered and other solutions. Given the positions of two bacteria Xj 
and A'fc, if fi(Xj) < fi(Xk) and f2(Xj) < /2(A\.), then the solution Xj dom­
inates the solution A^. In other words, Xj is a non-dominated solution, and
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Xk is a dominated solution. The set of non-dominated solutions constitutes 
the Pareto-optimal solution set V*.

The goal of BFAVP for multi-objective optimisation is not only to guide 
the search towards the Pareto-front but also to maintain population diver­
sity in the set of non-dominated solutions. In the application of BFAVP to 
multi-objective optimisation, the concept of dominance is used to find non- 
dominated individuals, which are stored externally. Firstly, an empty external 
Pareto-optimal solution set is created when an initial population of bacteria are 
generated with random positions. The evaluation values of each bacterium are 
then calculated as described previously. After the evaluation of the objective 
functions, the non-dominated individuals can be found, and their evaluation 
values are copied into the external Pareto-optimal solution set. Therefore, all 
dominated solutions are removed from the Pareto-optimal solution set.

For each bacterium, a random tumbling angle is generated and the bac­
terium moves towards a new position. The evaluation values for the bacterium 
at the new position are calculated. If either evaluation value is improved, 
the bacterium will continue to move in the same direction until it reaches the 
maximal step limit. The external Pareto-optimal solution set is updated each 
time when the bacterium moves to a new position. Because individuals in 
the external Pareto-optimal solution set indicate a set of the best solutions, 
each bacterium randomly selects an individual in the external Pareto-optimal 
solution set as the direction towards which to move. In order to enhance the 
population diversity, mutation is applied to the remaining individuals. The 
procedures are repeated until the maximum number of iterations is reached.

After the maximum number of interactions is reached, the solutions stored 

in the external Pareto-optimal solution set compose the final Pareto-optimal 
solution set. As each solution in the Pareto-optimal solution set has the same 
importance for the decision, it is hard to measure whether the power system 
is improved after installing FACT devices. Afterwards, the best compromising 
solution is introduced to be a reference solution in each Pareto-optimal solu­
tion set. Best compromising solution can be chosen from the Pareto-optimal
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solution set based on a decision maker. For each non-dominated solution Xk 
in the Pareto-optimal solution set, the normalised membership function /jk is 
calculated. The individual X/c with the maximal value jak is considered the 
best compromising solution.

The best compromising solution from among the entire Pareto-optimal so­
lution set can be chosen based on a decision maker. The ith objective function 
fi(X) is represented by a membership function pi, which is defined as:

Pi == <

1

f max_fn
Ji Ji

fi = ftmmi
fmm ^ ^ /'maxJi J i

0 fi jtmax

(4.4.33)

where f-mn and /fiax are the minimal and maximal value of the ?'th objective 
function among all non-dominated solutions in the Pareto-optimal solution set, 
respectively. For each non-dominated solution xy, the normalised membership 
function pk is calculated as:

N

y = -Ji' , (4.4.34)
EEy
k=l i=l

where N and Z are the number of objective functions, and non-dominated 
solutions, respectively. The individual xy with the maximal value pk is con­
sidered the best compromising solution. As finite solutions can be found by 
BFAVP, there always exists a best compromising solution that can be selected 
as the reference solution.

4.4.4 Experimental studies and results

Single objective case studies

In order to verify its feasibility, BFAVP was applied for optimal placement 
of multi-type FACTS devices on the IEEE 14-bus test case, which represents 
a portion of the American Electric Power System (in the Midwestern US) as

Mengshi Li



4.4 Optimal Allocation of FACTS Devices 130

Figure 4.12: Single-line diagram of the IEEE 14-bus test case [7]

of February, 1962 [7]. The system has five generators at buses 1, 2, 3, 6 and 
8. The voltage magnitude limits of all buses were set to 0.94 p.u. for lower 
bound and to 1.06 p.u. for upper bound. The single-line diagram of the IEEE 
test system is shown in Figure 4.12. Experimental studies were undertaken 
in order to obtain optimal solutions and provide solution for the placement 
of FACTS devices. In the implementation of BFAVP to allocate multi-type 
FACTS devices, the population size and the maximum number of generations 
were selected as 50 and 300, respectively. The percentages of the bacteria 
on selection of quorum sensing and mutation were set to be 80% and 20%, 
respectively. The maximal length of swimming up along the gradient for each 
bacterium, nc, was set to 4 steps.

To decrease overall operation costs, first of all, suppose that FACTS de­
vices had not been installed on the IEEE 14-bus test case and the SLP A was 
fixed at A = 1.8. Under this circumstance, the total generation fuel cost Cfc 
was minimised as a single objective optimisation problem by BFAVP. For the 
purpose of comparison, two population-based EAs, GA and PSO, were applied 
to the optimisation of the fuel cost as well. The best results for fuel cost over 
20 runs are given in the left column of Table 4.5, which show that BFAVP gets 
a better optimisation result than GA and PSO.

In order to enhance the operating efficiency of the system, four types of
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FACTS devices, i.e., the SVC, TCSC, TCPST and UPFC, were installed and 
located at different branches of the network. The overall operation cost 
including the total fuel cost CVc and the installation cost of FACTS devices 
C'pii, was optimised by the three optimisation algorithms, respectively. The 
best results for the fuel cost found by the three algorithms are given in the 
right column of Table 4.5.

Algorithms Without FACTS ($/h) With FACTS ($/h)

fi Gfc fi Cfc CpH
GA 17698.4 17698.4 16770.1 16729.5 40.5899
PSO 16622.5 16622.5 16611.4 16604.2 7.17208
BFAVP 16614.4 16614.4 16594.0 16592.2 1.85707

Table 4.5: Optimisation of the overall operation cost for the IEEE 14-bus test 
case

As seen from Table 4.5, BFAVP achieved the best result in the case of 
placing multi-type FACTS devices in the IEEE 14-bus test case. Compared 
with the case that no FACTS device was installed in the IEEE 14-bus test 
case, the total fuel cost has been decreased from 16614.4 to 16592.2 $/h. Even 
if the installation cost of FACTS devices is included, the overall operation cost 
is 16594.0 $/h, which is less than the fuel cost of the system without FACTS 
devices installed. It indicates that the optimal allocation of FACTS devices 
helps to decrease overall operation cost.

The optimal allocation of the FACTS devices found by BFAVP, including 
their location and parameters, are listed in Table 4.6. In total, ten FACTS 
devices (1 SVC, 1 TCSC, 7 TCPST and 1 UPFC) are placed at different 
branches to improve the power flow in the network. The average investment 
cost is 1.85707 $/h for the installation of these FACTS devices, and the total 
installation cost is US$ 81386 as given in Table 4.6.
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FACTS Location (bus) Device setting Cost
devices From To Cf ($)

SVC 6 11 Qsvg- 25.366
TCSC 6 13 ^Crcsc : -0.0265
TCPST 1 2 $tcpst: 2.1821

3 4 -1.9675
4 5 -0.0198
4 9 3.1601 8.1386xl04
5 6 1.8707
9 10 0.3508
13 14 0.3138

UPFC 7 9 ^upfc; 1.0371
^upfc: -1.8108
Qupfc; 35.270

Table 4.6: Test results of BFAVP for optimal location and parameter settings 
of FACTS devices in the IEEE-14 bus test case

In order to maximise the loadability of the power system, the SLP A was 
added as another control variable in X. The value of A was limited in [1, 3], 
which represents a 200% increment of power demands was allowed in optimi­
sation process. The evaluation value of /2(A) given in equation (4.4.27) was 
optimised by BFAVP as a single objective, and then the location, setting of 
FACTS devices and optimal installation cost were obtained. To study the ef­
fect of each type of FACTS devices on maximising the system loadability, the 
IEEE 14-bus test case was installed with single and multi-type FACTS devices, 
respective!}''. The detailed results, including the maximal SLP, the location and 
setting of FACTS devices, and the cost of each type of device are given in Table 
4.7.
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Case SLP FACTS Location Device setting Cost
A devices From To Cf ($)

Single 2.1023 SVC 2 3 Qsvc : 67.743 1.6377xl06
type 7 8 8.2932

9 14 18.554
1.8547 TCSC 1 2 Arose • -0.0314 7.9914xl05

4 5 -0.0204
9 14 -0.0972

13 14 -0.0985
1.7812 TCPST 6 13 $tcpst : -0.0589 2.3000x10s

7 8 2.9391
1.9226 UPFC 1 2 Iupfc ; 0.9509

0upfc" 0.2951
Qupfc- 34.764

2.5402 xlO5

3 4 Tupfc : 0.9808
^upfc: -2.9960
Oupfg: 53.178

9 14 Tupfc • 1.0052
<Ajpfc: -3.9619
Cupfc: 29.110

Multi 2.5334 SVC 4 7 Qsvc : 25.631 3.0676 xlO6
-type TCPST 2 3 ^tcpst: -0.2914

6 11 1.0153
UPFC 3 4 Tupfc : 0.9510

0upfc; 0.5455
Qupfc: 87.176

4 9 Tupfc : 1.0935
^upfc-' -1.7265
Qupfc: 24.522

7 9 Tupfc : 0.9643
^iupfc; -3.2152
Qupfc: 28.729

9 14 Tupfc : 0.9517
fiijPFC'- 0.4296
Qupfc: 57.164

Table 4.7: Optimal allocation of FACTS devices in the IEEE-14 bus test case 
to increase the system loadability
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To minimise the real power loss, suppose the load factor was still fixed at 
1.8 for the IEEE 14-bus test case. The total real power loss of the system was 
calculated without installing FACTS devices and the result is 19.4121 MW. Af­
terwards, to improve the performance of reactive power planning of the system, 
multi-type FACTS devices were installed and each of them is located at a dif­
ferent branch. The evaluation value f2(X) in equation (4.4.26) was optimised 
by BFAVP and the minimal power loss Fh obtained is given in Table 4.8. The 
optimal location of the FACTS devices and their corresponding parameters, 
found by BFAVP, are listed in Table 4.9.

BFAVP PSO GA
Power loss (MW) 13.8533 15.1026 18.8402

Table 4.8: The least power loss obtained by BFAVP, PSO, and GA for the 
IEEE 14-bus test case

In order to compare BFAVP with other optimisation algorithms, PSO and 
GA were applied to minimise the real power loss of the network by optimally 
allocating the multi-type FACTS devices as well. The least power loss reached 
by the three algorithms of 20 runs was given in Table 4.8. According to Table 
4.8, it can be concluded that BFAVP achieves the best result in the case of 
installing multi-type FACTS devices in the IEEE 14-bus test case. Compared 
with the original IEEE 14-bus test case without FACTS devices installed, the 
total real power loss has been decreased from 19.4121 MW to 13.8533 MW, 
which is a reduction of about 30%.
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FACTS Location (bus) Device setting Cost
devices From To Cf (S)

SVC 7 9 Qsvc: 35.613
TCSC 1 5 ^tcsc : -0.0620

2 4 -0.0035
4 7 -0.0153 5.1750xl06
6 11 0.0015
6 12 -0.0663
13 14 -0.1440

TCPST 2 3 $TCPST: 0.1417

Table 4.9: Optimal location and setting of FACTS devices to minimise the real 
power loss in the IEEE-14 bus test case

Multi-objective case studies

Furthermore, the performance of BFAVP has been verified on the IEEE 
30-bus test case. The system consists of 48 branches, 6 generator buses and 
22 load-buses. The single-line diagram of the IEEE 30-bus test case is shown 
in Figure 4.2 and the system parameters are given in [4]. Simulations were 
carried out for the optimal location of single or multi-type FACTS devices in 
the system, which was handled as a multi-objective optimisation problem using 
BFAVP with the dominance method adopted. Research work in [6] and [142] 
compared the FACTS devices allocation results obtained by multi-objective 
GA, PSO, GSO and BFAVP. According to the comparison, there is not re­
markable differences among the Pareto-fronts obtained by these algorithms. 
As a result, this experiment only demonstrates the improvement of the power 
system by allocating FACT devices using BFAVP.

When minimising the operation cost and power loss, multi-type FACTS 
devices were placed in the IEEE 30-bus test case [4]. The SLP A was set at 
1.2, which reflects a 20% increment in power demand. BFAVP was applied 
to find optimal allocation of multi-type FACTS devices, and a set of non-
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Figure 4.13: The Pareto-front of BFAVP in a single run for optimal placement 
of FACTS devices

dominated solutions were found. These non-dominated solutions constitute 
the Pareto-optimal solution set. The diversity of the Pareto-optimal solution 
set over the trade-off surface is shown in Figure 4.13.

The operation cost in Figure 4.13 reflects the evaluation value of fi(X) 
in equation (4.4.25), which is the sum of total fuel cost and installation cost 
of FACTS devices. The power loss in Figure 4.13 is calculated by equation 
(4.4.19) considering the system constraint violation penalty. Rom the range 
of the values of power loss, it can be seen that the Pareto-optimal solution set 
plotted in Figure 4.13 contains the solutions found within the system security 
margin.

Each member of the Pareto-optimal solution set was evaluated by the mem­
bership functions given in [132]. The one having the maximal value for mem­
bership function can be extracted as the best compromising solution, which is 
marked by a box (□) in Figure 4.13. The location of FACTS devices concern­
ing the best compromising solution, with their settings of control variables are 
given in Table 4.10.
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FACTS
devices

Location (bus) Device setting Costs ($/h) & 
Power loss (MW)Prom To

SVC 8 28 Qsvc- 51.1987
TCSC 2 6 Atcsc : 0.0023 Cpc: 1033.0323

6 10 -0.1494
12 13 -0.0117
12 14 -0.0617
12 15 -0.0364 CFH: 7.1660
14 - 15 -0.0732
18 19 -0.0339
10 22 -0.0352
25 26 -0.0891
28 27 -0.2529 PL: 14.9583

TCPST 6 8 $tcpst: -0.0265

Table 4.10: The best compromising solution and its optimal location and set­
ting of FACTS devices in the IEEE 30-bus test case

BFAVP was also applied to find the optimal location and setting for one 
single type FACTS device in the system and for the minimisation of the overall 
cost and power loss within the system security margin. For each case of single 
type FACTS devices, a Pareto-optimal solution set was obtained by BFAVP, 
and the best compromising solution was found among each group of solutions in 
the optimal set. For comparison purpose, the results of single and multi-type 
FACTS devices, including system fuel cost Cfc, installation cost of FACTS 
devices Cfh and real power loss PL, are listed in Table 4.11. As indicated in 
Table 4.11, the TCSC has greater impact on minimising power loss compared 
with other FACTS devices, while the TCPST contributes more to decreasing 
system total fuel cost. A compromise between system overall cost and power 
loss is obtained by allocation of multi-type FACTS devices, which is achieved 
by applying BFAVP to solve the multi-objective optimisation problem.
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FACTS
devices

Cfc

$/h
Cfh

$/h
Pl

MW

SVC 1026.1520 6.3307 16.5026
TCSC 1042.8241 0.6746 13.9936

TCPST 1021.0719 0.2624 18.1320
UPFC 1031.0045 1.4345 15.4172

Multi-type 1033.0323 7.1660 14.9583

Table 4.11: The results of best compromising solutions for single and multi­
type FACTS devices

When minimising operation cost and system loadability, suppose that the 
total number of FACTS devices to be installed is given previously. The ob­
jective was to find the maximal load parameter of the IEEE 30-bus test case 
with the help of FACTS devices. At the same time, these FACTS devices were 
optimally placed in the system to minimise the overall operation cost. This 
case was formulated as a multi-objective optimisation problem which is dealt 
with by BFAVP to find the optimal allocation of FACTS devices. In this case, 
the value of the SLP, A, was added as a control variable and bounded in [1,2]; 
and in total eight FACTS devices were placed in the system to increase the 
SLR

The multi-objective optimisation problem was solved by BFAVP placing 
multi-type FACTS devices in the system. The Pareto-optimal solution set 
within the system security margin is obtained and given in Figure 4.14. The 
solution shown at the bottom right of Figure 4.14, which is marked by V, has 
the maximal SLP: Amax = 1.4231. Among the Pareto-optimal solution set, 
the best compromising solution between the system overall cost and SLP is 
found and marked by □. The detailed location and setting of the eight FACTS 
devices installed are given in Table 4.12. They consist of one SVC, four TCSCs 
and three TCPSTs. Each of them is placed at a different branch in the system 
and the SLP for the best compromising solution, Ac, is enhanced to 1.2821.
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Figure 4.14: The Pareto-front set of BFAVP in a single run for allocation of 
multi-type FACTS devices

FACTS
devices

Location (bus) Device setting Costs ($/h) &; 
Power loss (MW)From To

SVC 6 7 Qsvc: 37.6088
TCSC 5 7 Atcsc : -0.0213 CFC: 1131.6469

12 16 -0.0573
15 23 -0.0886 CfH: 2.0153
19 20 -0.0270

TCPST 2 6 $tcpst: -1.6903
6 8 -2.3312 A: 1.2821
6 10 -1.5553

Table 4.12: The best compromising solution found by BFAVP for optimal 
allocation of multi-type FACTS devices

For comparison purposes, the same problem was also solved by BFAVP with 
one single type FACTS device installed in the system each time. A Pareto- 
optimal solution set was obtained for each type of FACTS device. Among 
each of the Pareto-optimal solutions, the best compromising solution and the
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solution having the maximal SLP were found and the results including the fuel 
cost, the installation cost of FACTS devices and the SLP, are given in Table 
4.13. According to Table 4.13, it can be seen that the placement of the UPFC 
can achieve the largest SLP but its installation cost is the highest. SVC achieves 
the second highest SLP followed by the UPFC. The TCSC and TCPST give 
a lower SLP and their costs are cheaper. Compared with the installation of a 
single type FACTS device, the installation of multi-type FACTS devices is a 
wiser choice. Under the latter condition, a larger SLP can be obtained with 
a more reasonable cost. Furthermore, among the best compromising solutions 
for all cases, the case of placing multi-type FACTS devices provides the highest 
SLP with the least operation cost.

FACTS
devices

Case A

S/li
Cpc
$/h

Cfh

SVC Anax 1.4217 1327.4926 145.9535
Ac 1.2684 1127.1230 19.9627

TCSC Amax 1.3416 1197.9395 27,3683

Ac 1.2012 1030.2312 0.5489
TCPST Amax 1.3966 1288.6468 2.0993

Ac 1.2044 1025.2327 2.0995
UPFC Amax 1.4489 1363.9886 214.1062

Ac 1.2811 1131.5116 85.0187
Multi-type Amax 1.4231 1328.4659 77.9569

Ac 1.2821 1131.6469 2.0153

Table 4.13: The results of the best compromising solutions for single and multi- 
type FACTS devices

4.4.5 Summary

This section presented a novel method for the optimal location of multi-type 
FACTS devices in a power system using BFAVP. Four types of FACTS devices
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were chosen and modelled. The optimisation of the locations of the devices 
and their setting parameters were undertaken using BFAVP and this has been 
compared with GA and PSO. It can be seen from the experimental results 
that with BFAVP, that it is possible for utility companies to place multi-type 
FACTS devices in a transmission system such that the optimal reactive power 
planning can be achieved and the system real power loss can be minimised. 
It has verified that BFAVP is suitable for finding the optimal placement of 
multi-type FACTS devices in large-scale power systems, and the result of the 
reactive power planning for the power systems can be improved using this novel 
biologically inspired algorithm.

4.5 Dynamic Harmonic Estimation

4.5.1 Background

BFAVP was used to estimate the harmonic parameters in a dynamic en­
vironment. Power electronic devices feed harmonic currents into the power 
system, which known as harmonic pollution. Harmonic pollution has serious 
hazards on electrical equipments, such as increasing the loss of transmission 
cables from harmonic current, reducing transmission capacity, increasing the 
motor loss and heat, limiting overload capacity and efficiency and lifetime, and 
even damaging the equipments [111]. In electric power networks, the increasing 
use of power-electronic equipment has caused much more harmonic pollution 
[143], which significantly deteriorates the power quality. In order to reduce 
the harmonic pollution, it is necessary to estimate the parameters of the har­
monics. With the estimated parameters, such as amplitudes and phases, the 
harmonic components can be compensated for by injecting the corresponding 
portion into a power system.

There are three types of harmonics. Integral-harmonics are spectral com­
ponents whose frequencies are integer multiples of the system’s fundamental 
frequency. Inter-harmonics are components at frequencies that are not integer 
multiples of the system’s fundamental frequency. Sub-harmonics are inter-
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harmonics with frequencies lower than the fundamental frequency. In the past 
few decades, various approaches have been proposed to estimate the parameters 
of these harmonics.

For integral-harmonics, the most widely used approach is the fast executable 
algorithm derived form the discrete Fourier transform (DFT). However, the 
DFT-based algorithms do not perform stably if certain undesirable conditions 
are given. A successful algorithm is the Kalman filtering approach, which is 
simple, linear and robust [144]. However, it requires a prior knowledge of the 
statistics of the signal and the state matrix needs to be defined accurately as 
well. As for inter-harmonics and sub-harmonics, which also appear frequently 
in electrical signals and severely affect the accuracy of DFT-based algorithms, 
few attempts have been made to estimate them, except for the work of [145], 
which proposes an optimisation algorithm for the estimation of not only the 
phases and amplitudes of integral-harmonics but also the phase, amplitude and 
frequency of the inter-harmonics.

However, despite all of the advantages and disadvantages of the algorithms 
discussed above, they are basically static estimation methods. In most cases, in 
addition to the harmonics, the fundamental frequency also deviates. Moreover, 
its deviation rate varies with time. As a result, it is necessary to estimate 
the parameters of the harmonics as well as the deviation of the fundamental 
frequency. Furthermore, for practical applications, the estimation needs to be 
in real-time. Inspired by the work of [145], this section proposes an optimisation 
algorithm to solve the harmonic estimation problem.

The process of harmonic parameter estimation is described in Section 4.5.2. 
In order to work in a dynamic environment, BFAVP introduces an environment 
adaptation, which is modelled by the growth during the lag phase, to ensure 
the algorithm is adaptive in dynamic environments. The improved algorithm is 
applied to estimate the parameters of the harmonics in dynamic environments 
in Section 4.5.3.
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4.5.2 Harmonic estimation in dynamic environments

This section presents the estimation process of the parameters of harmonics 
in dynamic environments using the non-linear optimisation algorithm and the 
linear least square method. An electrical signal Z(t) can be described as:

N

z{t) = An sm(wnt + (f>n) + v(t), (4.5.1)
n=l

where n = 1,2, ...N represents the order of the harmonic, An, <pn and wn 
are the amplitude, phase angle and angular frequency of the nth harmonic, 
respectively, wn ~ 27rfn, and v(t) is the additive noise. It should be noted that 
in a dynamic environment, wn varies with t.

To estimate the c/>n, wn and An of each harmonic, the following function is 
constructed:

N

z(t) = ^2Ansm(wnt + $n), (4.5.2)
n=l

where An, wn and <fin are the estimation of An, wn and <pn, respectively. 
Thereby, the original signal can be represented as:

N

Z(t) = Z(t) + r(t) = An sm(wnt + 4>n) +r(t), (4.5.3)
71=1

where r(t) is the estimation residual that indicates the difference between Z(t) 
and Z(t). The estimation goal is to search for the best </>n, wn and An such 
that r(t) is the smallest with the condition of N being determined.

Because the phases of the harmonics in the model are non-linear and are 
restricted within [0,27r), the recursive optimisation algorithm is utilised to 
estimate the values of (fin as well as wn. Once the phases and the frequencies 
are estimated in each iteration, the amplitude An is obtained by the standard 
least square method.

The signal Z(t) is converted to its discrete version, Z(rn), by sampling. 
Instead of considering that the frequencies wn that vary sample by sample, it 
is assumed that they vary cycle by cycle. Therefore, the optimisation process 
uses the data of one cycle in each iteration. Supposing a cycle of Z(m) consists
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of M samples, the discrete linear model is given as:

Zc(m) — ffc(m) ■ A + v(m)i m = lt2}... ,M,

sin(teclici + <^i) ... sin(?%/vtci + ^n)

(4.5.4)

Hc(m) -

sin(wcltc2 + (f>i) ..

sin(wcltcm + 0i) ..

sm(wcj^tC2 + <^jv)

All(vjcj\rtc)n -j- (pj\r)

sm(wcNtcM + c()N)sin(wcltcM 4- <^i) .

where wcn = 2nnfc with fc the fundamental frequency of the cth cycle, Zc(m) as 
the mth sample of the cth cycle with additive noise v(m), A = [Ai A2 

is the vector of the amplitudes needing to be estimated, Hc(m) is the system 
structure matrix, wcn is the frequency of the nth harmonic of the cth cycle, and 
tcm is the [(c — 1)M + m]th sampling time. As stated above, the task is to 
find the best wcn, and An to minimise the difference between Zc{m) and 
Zc(m) = Hc(m)A.

After the values of <j>n and wcn are evaluated using a certain optimisation 
algorithm, Hc(m) is calculated. Assuming that Hc(m) is a fulhrank matrix, 
the estimation of A can be obtained via the standard least square algorithm 
as:

A = [Hc(m) ■ #e(m)]_1f?J(m)Zc(m), (4.5.5)

which ensures that the estimation of the signal:

Zc(m) = Hc(m)A (4.5.6)

is the best given the conditions of (f)n and wcn. However, the values of r/>n and 
wcn are not the best solution and need to be optimised. Therefore, in the next 
iteration, (f>n and u)(c+i)n are updated using a certain optimisation algorithm 
according to the cost function F, which is defined as:

M
F = ]P(Zc(m) - Zc(m))2. (4.5.7)

m=l
The process is repeated until the final convergence condition is reached.
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M-l

Figure 4.15: The sample selecting strategy

Suppose it uses At ms to perform the first iteration. Suppose further that 
At ms corresponds to As samples of the signal Z(m). In the next iteration, a 
set of data from Z(s 4- As) to Z(s + As 4- M — 1) is used to update cj>n and 
fs+As- Figure 4.15 briefly illustrates this process. Theoretically, the iteration 
repeats until the final convergence condition is reached, which is either J < £ 
with e as a predefined constant or the maximum iteration K is reached. In 
practice, it ends when all the samples are manipulated.

In summary, the decision variables of the harmonic parameter estimation 
in this experiment are the amplitudes, phase angles and angular frequencies 
of harmonics. The objective of the optimisation is to minimise the difference 
between the reconstructed signal and the measured data.

4.5.3 Experimental studies and results

In a dynamic environment, when the environment changes, the nutrients are 
redistributed and the bacteria need to adapt. Compared to the environment 
of the previous iteration, in which a large amoount of nutrients have been 
absorbed by bacteria, the new environment has more nutrients; thus, it allows 
bacterial growth behaviour. There are four phases in holistic growth. The first 
one is the lag phase, a period of slow growth when bacteria acclimatise to the 
nourishment environment. The lag phase has high biosynthesis rates because
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Generator 6 Pulse Rectifier

Transfer Impedance Load

Figure 4.16: A simple power system: a two-bus architecture with a six-pulse 
full-wave bridge rectifier supplying the load

enzymes and nutrient transporters are produced [73].
In BFAVP, the reaction to the change in the environment results in a short 

lag phase period. During the lag phase, in order to prevent BFAVP from 
converging to the previous optima, which was obtained before the changes in 
the environment, the global best solution is updated, which can be modelled 
by:

Xbest — -^/lrl(xD=min (4.5.8)

where l is the index for the bacterium having the global best solution, and 
P(Xi) is its fitness value. The new global best solution is used for quorum 
sensing of the (k + l)th iteration.

In this section, BFAVP is applied to estimate the harmonic parameters in a 
a dynamic environment, although it was not designed exclusively for this type 
of problem. For the purpose of comparison, the same experimental module 
as used in [146] was employed to produce test signals. Figure 4.16 describes 
a simple power system, which comprises a two-bus three-phase system with a 
full-wave six-pulse bridge rectifier at the load bus. The test signal, denoted 
Z0(t), is a distorted voltage waveform sampled from the terminal of the load 
bus in the system. The frequencies of the harmonics of the test signal are listed 
in Table 4.14. The signal was sampled at the rate of 64 points per cycle.
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Harmonic Order Amplitude (p.u.) Phase (°)

Fundamental n = 1 (50 Hz) 1 0
n = 2 (100 Hz) 0.07 -2.02
n = 3 (150 Hz) 0.05 82.1
n = 4 (200 Hz) 0 \
n = 5 (250 Hz) 0.04 7.9
n = 6 (300 Hz) 0 \
n = 7 (350 Hz) 0.03 -147.1
n = 8 (400 Hz) 0.01 162.6

Table 4.14: Harmonic content of the test signal Z0(t)

To evaluate the performance of BFAVP, a DFT-based scheme and GA were 
also employed in the experimental studies to compare their estimation results. 
The setting of the parameters of GA follows the design of [145]. For the DFT- 
based scheme, the approximation of the fundamental frequency was needed as 
prior information. It first creates a comb filter to remove harmonics other than 
the approximate fundamental harmonic so as to find a new fundamental fre­
quency. Then, the comb filter is redesigned, and the approximate fundamental 
harmonic is updated. These steps are repeated until the approximate funda­
mental frequency converges. After the fundamental harmonic is determined, 
it is easy to obtain the approximation of the frequencies of other harmonics 
because they are the multiples of the fundamental frequency. Therefore, each 
harmonic can be calculated separately following a similar recursive procedure.

Scenario I

In this case, the deviated fundamental frequency / of the test signal is 
assumed to vary in the range of 49 Hz to 51 Hz, and follows the equation:

= m + (4.5.9)
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where y(t) is a square waveform:

and

y(t) =
1 0<t< r/2

—1 r/2 <t <r
(4.5.10)

y{t + r)=y(t). (4.5.11)

Here r is a coefficient for indicating the period of the fundamental frequency 
deviation. The sampling rate is 64 samples per cycle, ie., M = 64. Hence, 
each fitness value is calculated based on 64 samples. In this experiment, two 
cases have been studied, and the period of the fundamental frequency deviation 
is ?’ = 6.4 s and r — 3.2 s, respectively.

Figures 4.17 and 4.18 illustrate the trace of the frequency deviation by 
BFAVP under different conditions of the coefficient r. Obviously, BFAVP es­
timates the deviation of the fundamental frequency successfully. It should be 
noted that all the results presented in this section are the average of 30 runs. 
The test signal lasts 20 s and about 200 iterations are performed during this 
interval, which means it takes roughly 100 ms to estimate /. Since the power 
system signal has a period of 20 ms and / will not change too fast, it is possi­
ble to design a practical system to perform online identification using hardware 
such as DSP.

Figure 4.19 shows the original signal and the signals reconstructed by using 
the parameters identified by BFAVP, GA, and DFT. To view the difference 
more clearly, a segment of Figure 4.19 is enlarged in Figure 4.20. As can be 
observed from these figures, the signal reconstructed by using the parameters 
estimated by BFAVP matches the original signal, while the one using the pa­
rameters identified by GA is slightly different compared to the original one. 
On the contrary, there is a considerable difference between the reconstruction 
result of DFT and the original signal. Obviously, DFT fails to trace the change 
in the fundamental frequency due to the lack of a dynamic mechanism.

In order to analyse the reconstruction results quantitatively, the mean errors 
of the signals reconstructed using the parameters identified by BFAVP, GA,
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Figure 4.17: The trace of frequency deviation by BFAVP (r = 6.4 ms)
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Figure 4.18: The trace of frequency deviation by BFAVP (r = 3.2 ms)
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Figure 4.19: The comparison of the original signal (r = 1) and the signals 
reconstructed using the parameters estimated by GA, DFT, and BFAVP
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Figure 4.20: An enlarged segment of Figure 4.19
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and DFT are listed in Table 4.15. The mean error is the average error of each 
sample, which can be expressed as:

M
£ (Zc(m) - Zc(m))

J _ m—i_____________________________

M ~ M (4.5.12)

The comparison between BFAVP and GA is based on the same numbers of 
evaluations. From the table, it can be concluded that by using the harmonic 
parameters obtained by BFAVP, the reconstructed signal has a smaller error 
than the other two algorithms. DFT fails to obtain the correct parameters to 
reconstruct the signal in the dynamic environment. When the environment 
changes, the individuals consult the old schema to generate a new position. 
Therefore, due to the obstruction of old fitness values, the individuals may be 
trapped at an incorrect position.

r BFAVP GA DFT

6.4 2.3 X icr4 0.0726 0.3712
3.2 4.1 X 10-4 0.0909 0.4608

Table 4.15: Comparison of the mean error (e) among BFAVP, GA, and DFT 
in Case I

Scenario II

In this case, a sawtooth waveform is added to the deviated fundamental 
frequency, /0. The range of /0 is [59,61] Hz and its mathematical expression is 
given as follows.

M) = 2(t/s — floor(t/s) + 0.5), (4.5.13)

where s is a coefficient that indicates the period of the sawtooth waveform, and 
the operator floor(X) rounds the elements of X to the nearest integers towards 
negative infinity.

Figures 4.21 and 4.22 illustrate the trace of frequency deviation l:^ BFAVP 
with sawtooth waveform interference. In the figures, it can be seen that BFAVP
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' “' - ' Estimated Frequency Deviation 
----------Actural Frequency Deviation

Time (s)

Figure 4.21: The trace of frequency deviation by BFAVP (s = 6.4)

traces the change of the environment rapidly. It takes 1.96 ms (s = 6.4) and 
1.38 ms (s = 3.2) for BFAVP to converge, respectively. After the convergence 
period, BFAVP traces the change of the environment iteration by iteration.

It is hard for most of the optimisation algorithms to obtain an accurate 
estimation of the deviated frequency when the fitness values of the entire pop­
ulation are increasing because the searching history interferes with the per­
formance of algorithms. In contrast, a decreasing fitness value in the search­
ing history gives positive assistance. However, as delineated in Figures 4.21 
and 4.22, BFAVP is adaptive to the changing environment despite the kind of 
searching history it has.

Figure 4.23 illustrates the comparison of the original signal and the signals 
reconstructed using the parameters estimated by BFAVP, GA and DFT, re­
spectively. A segment of Figure 4.23 is enlarged and is shown in Figure 4.24. 
The mean errors of these reconstructed signals are listed in Table 4.16. The 
same conclusion can be drawn from the figures and the table as in the previous 
simulation study.
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Figure 4.22: The trace of frequency deviation by BFAVP (s = 3.2)
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Figure 4.23: The comparison of the original signal (s = 6.4) and the signals 
reconstructed using the parameters estimated by GA, DFT, and BFAVP
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Figure 4.24: An enlarged segment of Figure 4.23

s BFAVP GA DFT

6.4 8.9375 x IQ"4 0.0455 0.3377
3.2 0.0015 0.0521 0.3460

Table 4.16: Comparison of the mean error (e) among BFAVP, GA, and DFT 
in Case II

4.5.4 Summary

In this study, BFAVP was applied to estimate the frequencies, amplitudes 
and phases of the harmonics as well as the deviation of the fundamental fre­
quency, which places the problem in a dynamic environment, of a voltage or 
current waveform for power quality monitoring. Two different dynamic envi­
ronments were considered in the experimental studies, and the proposed algo­
rithm achieved an improved performance over GA and DFT-based schemes in 
both cases. The comparison of the numerical estimation results among BFAVP, 
GA and DFT were also presented to demonstrate the advantage of BFAVP in 
terms of accuracy. Experimental results have shown that BFAVP is suitable

Mengshi Li



4.6 Conclusion 155

for the optimisation of the parameters of the harmonics in a dynamic envi­
ronments. Moreover, the convergence rate of BFAVP is high enough for the 
algorithm to be developed for on-line estimation.

4.6 Conclusion

In this Chapter, BFAVP was applied to four real-world power system op­
timisations. In contrast to the conventional EAs, BFAVP has a varying pop­
ulation which was introduced by simulating the phenomenon of cells’ division 
and this contributes significantly to global search. The applications of the 
OPF problem, allocation of FACTS devices and harmonic parameter estima­
tion have been considered complicated optimisation problems in power systems. 
This chapter demonstrated the results of solving these problems using BFAVP, 
which was proposed in Chapter 2. The results not only have shown its ad­
vantages in tracking power system optimisation problems in both static and 
dynamic environments but also have verified its potential in other real-world 
applications.
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Chapter 5

Applications of PBO to Power 
System

This chapter applies Paired-bacteria Optimiser (PBO) to solve two real- 
world power system optimisation problems. The first application aims to op­
timise the fuel cost in a dynamic environments. Then a stochastic Optimal 
Power Flow (OPF) is adopted to describe the real-world power system envi­
ronment, and PBO is applied to optimise the distribution of the stochastic fuel 
cost.

5.1 Introduction

Most research assumes the power system is static during the optimisation 
process [119] [121] [88]. However, the properties such as the loads, generation 
capacities and network connections in a power system are always changing with 
time. In this chapter, PBO proposed in Chapter 3 is introduced to solve the 
OPF problem with dynamic loads. To meet the demand of online optimisation, 
PBO is improved to adapt to the environmental changing. The experimental 
results have demonstrated that PBO is able to track the environmental change 
rapidly and has a superior performance over Particle Swarm Optimiser (PSO).

Furthermore, a power system model with stochastic real power loads is
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proposed in this chapter. The model is able to predict a fuel cost distribution 
based on load rated values. Evolutionary algorithms (EAs) are notorious for the 
intensive computation caused by a large amount of evaluations of the objective 
function required by all individuals. To reduce the computational time on 
stochastic OFF, PBO is adopted to solve the expensive optimisation problem 
in this chapter. The PBO is applied to a stochastic optimal voltage control and 
fuel cost reduction problem, which is a crucial part of power system planning. 
The experimental results have shown that PBO has a more reliable performance 
than the widely applied EAs.

The rest of this chapter is organised as follows. In Section 5.2 PBO proposed 
in Chapter 3 is applied to minimise the fuel cost in a dynamic OPF. Then the 
algorithm is applied to optimise the fuel cost of a stochastic OPF in Section 
5.3. Conclusions about the applications of PBO are drawn in Section 5.4.

5.2 Optimal Dynamic Power Flow

5.2.1 Background

The OPF has been conventionally regarded as a static optimisation prob­
lem, based on many assumptions made about power system operation condi­
tions and load patterns. However, in practice, power system operations are 
always subject to relevant uncertainty factors because the loads, generation 
capacities and network connections in a power system are always changing 
over time. It is understood that the online OPF computation takes place ev­
ery 10—20 minutes for power system economic dispatch and secondary control 
purposes. It is also noted that after the completion of this online task, the 
state of a power system has already changed, since over such a long period 
of time, the system loads vary. However, in past few decades, an assumption 
has been made in that no change is applied to power system states during the 
duration of the online OPF computation, and the results obtained from this 
online computation task are accurate and can be used for many other tasks of 
power system operation such as network and generation control, system dis-
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patch, etc. The assessment regarding the errors caused by this assumption has 
never been computed.

In order to waive the above assumption, developing a methodology that 
could be used to trace the optimum solution of power flow in a dynamic en­
vironment is desired. In the first step, real power demands with various load 
changes are considered in the experimental test case. Then PBO assumes the 
load is a constant in each iteration as a static optimisation problem. Global 
optima are also updated during each change to prevent individuals from being 
attracted to previous optima before the environmental change occurs.

Section 5.2.2 gives a description of the OPF formulations in dynamic envi­
ronments. In Section 5.2.3, PBO has been evaluated on the IEEE 30-bus test 
case. The experimental results and analyses are also included.

5.2.2 Optimal power flow in dynamic environments

The OPF problem in a dynamic environment is expressed as:

min F(ud,uc,d(t)) (5.2.1)

s.t. G(ud,uc,d(t)) < 0 (5.2.2)

H(ud,uC) d(t)) = 0 (5.2.3)

Different from equation (4.2.1), (4.2.2), and (4,2.3), the formulation in a dy­
namic environment introduces a d(t) to describe the dynamic loads in time t, 
which is expressed as:

d(t) = (^(i),^^),...,^^)), (5.2.4)

where di(t) indicates the dynamic load of the ith bus at time t. The real power 
demand Pd in equation (4.2.6) in the dynamic environment is calculated as:

PD(t) = PD0+d(t), (5.2.5)

where PDo indicates the real power demand of the original rated value. As PD 
is changing with time one set of control variables and one corresponding fuel 
cost can be estimated by PBO in each iteration.
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5.2.3 Experimental studies and results

The PBO algorithm was tested on the standard IEEE 30-bus test system, 
which was adopted from [4]. The layout of the test case is illustrated in Figure 
4.2. To operate such a complex case, 23 variables were chosen to be the control 
variables, which are defined in Section 4.2.2. In order to simulate the dynamic 
power flow variation, the real power demand at branch 7 was varied in prob­
ability during the simulation process. However, when solving the power flow 
equation inside an iteration, the value is fixed to a constant. In this case, the 
objective function is the total fuel cost, which is formulated in Section 4.2.3

To evaluate the performance of PBO in dynamic OPE problems, various 
environmental changes were applied in the experimental studies, which could 
be divided into three ranges:

• Case I - Slow level of environmental changes

• Case II - Intermediate level of environmental changes

• Case III - High level of environmental changes

The level of changes is reflected in the frequency of changes in the environ­
ment, which is defined as a probability r. The environmental change rates in 
these three cases were 0.005, 0.01, and 0.05. In the simulation, r indicated the 
probability of occurrence of environmental changes after each iteration. The 
environmental changes were simulated with PD7 varying by 20% of the initial 
real power demand of branch 7.

The performance of PBO was compared with that of Particle Swarm Opti- 
miser (PSO) [35] in this section. For PSO, a population of 50 individuals was 
used. The inertia weight, uq was set to 0.73, and the acceleration factors cl 
and c2 were both set to 2.05 which follows the recommendations from [36]. For 
PBO, the population size was always 2 individuals in each generation. The 
inertia weight, 7, was set to 0.85. The two-value random factor, cc, was set to 
0.02 and 20. The quorum sensing attraction factor, cq, was set to 2.05.
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Figure 5.1: The fuel cost of the system operated by the parameters from PBO 
and PSO (r = 0.005)
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Figure 5.2: The detailed fuel cost of the system operated by the parameters 
from PBO and PSO (r = 0.005)
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Figure 5.3: The fuel cost of the system operated by the parameters from PBO 
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Figure 5.4: The detailed fuel cost of the system operated by the parameters 
from PBO and PSO (r = 0.01)
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Figure 5.5: The fuel cost of the system operated by the parameters from PBO 
and PSO (r = 0.05)
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Figure 5.6: The detailed fuel cost of the system operated by the parameters 
from PBO and PSO (r = 0.05)
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cost ($/h) Best Average Standard Deviation

PBO 804.3789 805.4484 0.0987Case I
PSO 804.9361 805.8290 0.5682
PBO

Case II
PSO

793.0167 794.2588 0.1338
793.9406 794.8434 0.8682

PBO 803.1470 804.6442 0.2645Case II
PSO 804.0126 805.1825 1.0048

Table 5.1: Riel cost of the system operated by the parameters from PBO and 
PSO

The best result, average results and standard deviation of PBO and PSO 
from 30 runs are shown in Table 5.1. The comparisons of the above two algo­
rithms are given in Figures 5.1~5.6. It is demonstrated in these figures that 
PBO is able to trace the environmental changes more effectively than PSO. 
The lack of population size causes a slow convergence in the earlier stages. 
However, the PBO is more accurate than PSO after convergence. In contrast, 
the individuals in PSO follow the global best in each generation, so the reflec­
tion of the environmental change is slower than that in PBO. As a result, the 
results obtained by PSO are not as stable as those of PBO.

5.2.4 Summary

Some of the existing EAs have been used in recent years to solve the dy­
namic OPF problems. However, most of them are too complex to adapt rapidly 
enough for the environmental changes, and few successful results have been 
reported. PBO was simulated on the dynamic environment of the OPF prob­
lems with three different levels of load changes in probability. Meanwhile, the 
performance of PBO was compared with PSO in the experimental studies. 
The experimental results have shown that in all three ranges of environmental 
changes, PBO is able to provide satisfactory performance, and can trace most 
of the environmental changes rapidly.
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5.3 Optimal Stochastic Power Flow

5.3.1 Background

PBO was applied to optimise the distribution of the fuel cost in the stochas­
tic power system test case in this section. In past research, OPF has been 
widely studied using Evolutionary Algorithms (EAs), such as PSO [37] and 
Bacterial Foraging Algorithm with Varying Population (BFAVP) [88]. Most 
of the research assumes that the power system modelling is based on a sta­
ble environment, ie., the environment is constant during the optimisation. 
As shown in the research of [147], uncertainty also plays an important role 
in optimal dispatch, and OPF with uncertainties have been given increasing 
attention. Although some research used a predefined dynamic power load to 
simulate the power system environment, it was still not accurate to describe 
the real-world power system [148]. In order to provide a valuable reference for 
future power dispatching, a stochastic OPF model is introduced in this section. 
In the stochastic OPF, load uncertainty means the system operators cannot 
forecast the real load demand at load buses in the future, but the possible 
distribution of the load is known based on the statistical data of system op­
eration. The objective of the optimisation problem is to dispatch the power- 
supply subject to the minimum total fuel cost.

In order to evaluate the performance of PBO, it is applied to the opti­
misation of the stochastic power flow by estimating the fuel cost distribution 
function. The experimental results have shown that PBO not only estimates 
a reliable distribution function with optimised mean fuel cost and standard 
deviation, but also has a minimal computation time.

Section 5.3.2 gives the formulations of the OPF improved with a stochastic 
load. Then the experiment on the IEEE 30-bus system is presented in Section 
5.3.3. The fuel cost distribution model estimated by Genetic Algorithm (GA), 
PSO, and PBO are compared after the experiment.
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5.3.2 Optimal power flow with stochastic loads

Because of the uncertainty of the real power load, it is impossible to forecast 
the exact real load demand at load buses. As a result, it is necessary to generate 
a set of samples based on the distribution of the load. In this case, the power 
network parameters are assumed to be constant. To describe a stochastic OFF 
in an uncertain environment, the real power loads are randomly set using the 
Gaussian distribution. Denote the real power load of the ith bus by P^.. Hence, 
during each power flow evaluation process, Pdi is generated as a set of random 
scalars and is expressed as:

Pn, - Tbi,! PDi.2 ••• PiDi,JVs •A/X/iD^UDi), (5.3.1)

where iVg indicates the number of the samples in a power flow evaluation, which 
is the same for all the buses, /iDi is the mean value, and <r^i is the standard 
deviation.

5.3.3 Experimental studies and results

In this experiment, PBO was applied to the standard IEEE 30-bus test case 
[4] to estimate the optimal fuel cost distribution functions. To estimate each 
distribution function, a number of samples of fuel cost were generated in one 
power flow evaluation with randomly distributed real power loads. The fuel 
cost of the jth sample Fcostj is calculated by the following equations:

ng

.Fcost; =E/co5t,,3-) (5.3.2)
i—1

/costiii7- — biPQ^j + CiPQi j) (5.3.3)

where fcostu indicates the fuel cost ($/h) of the ith generator in the jih sample, 
cti, bi, and q are fuel cost coefficients, and Pq^ is the real power output gener­
ated by the zth generator in jth sample. The optimisation aims to minimise the 
mean and standard deviation of the fuel cost, which is expressed as follows:

P = A mean ' Pmean + Astd ' Fstdj (5.3.4)
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Figure 5.7: The distribution of the real power demands
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(5.3.5)

(5.3.6)

Inequations (5.3.4), (5.3.5) and (5.3.6), Amean indicates the coefficient of the 
mean fuel cost, Fniean indicates the mean fuel cost of the evaluation, which is 
calculated from equation (5.3.5), Astd indicates the coefficient of the standard 
deviation of the fuel cost, Fstd indicates the standard deviation of fuel cost, 
which is calculated from equation (5.3.5), and NA indicates the number of 
samples in each evaluation.

The objective function of the stochastic OFF is more expensive than that of 
the static OFF due to the computation complexity of sample evaluation of each 

F’cost, . In this simulation, Amean and Astd were set to 1 and 100, respectively, 
due to their feasible ranges. Meanwhile, NA is set to 50, i.e., 50 samples with 
different real power loads were taken in each evaluation.

The layout of the IEEE 30-bus test case is illustrated in Figure 4.2. In each 
evaluation process, the real power loads of nodes 3, 7, 17, 21, and 24 are the 
stochastic variables given with a Gaussian distribution with a mean value of 
the original rated value and a standard deviation of 10% of the mean value. 
The distribution of the real power demand is illustrated in Figure 5.7.
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The performance of PBO is compared with the performances of GA and 

PSO in this experiment. The parameters of the algorithms are the same as 
described in Section 3.3. The mean and standard deviation of the fuel cost 
distribution function estimated by GA, PSO, and PBO are listed in Table 5.2, 
which are the average of 30 runs. In order to test their veracity, a two-sample 
t-test was carried out on these distribution functions. The fuel cost distribu­
tion functions estimated by the three algorithms were assumed as hypothesis 
models, and then 50 new samples were generated as the comparison data. The 
threshold chosen for statistical significance was set to 0.05 in the t-test. The 
p-values obtained in the t-tests are listed in Table 5.2 as well.

f?
-F mean

($/h)
std

(S/h)
p-value CPU time

(h)

GA 805.8491 7.2767 0.6544 2.71
PSO 804.5307 5.9873 0.5076 2.84
PBO 804.1164 5.4122 0.7691 2.25

Table 5.2: The average mean and standard deviation of the fuel cost model 
estimated by GA, PSO, and PBO, t-test results and computation time

As shown by the t-test results,- all three algorithms successfully described 
the fuel cost model with an acceptable error. Among them, PBO has the 
minimal mean fuel cost and standard deviation. At detailed stochastic com­
parison is illustrated in Figure 5.8, and it can be seen that the fuel cost model 
estimated by PBO is more stable than in the other two models. Meanwhile, 
the computation load of PBO is less than that of GA and PSO. Because the 
major computation in GA is logical computation, the time consumption of GA 
is slightly less than that of PSO.

5.3.4 Summary

This section described the stochastic OFF problem, which involves more 
uncertainties in the power system voltage control and generation dispatch. In
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Figure 5.8: Probability density of the fuel cost model estimated by GA, PSO. 
and PBO

a stochastic OPF, the real power loads were represented by a set of random 
scalars with Gaussian distribution. Although the stochastic model is consid­
ered, the computational complexity increased accordingly. In order to solve 
this expensive optimisation problem, PBO was developed. PBO was applied to 
minimise the mean and the standard deviation of the fuel cost in the stochastic 
OPF. The experimental results have shown that PBO could effectively reduce 
the mean and standard deviation of the fuel cost in stochastic power system 
environments with an outstanding convergence speed.

5.4 Conclusion

In this Chapter, PBO was employed to solve two power system optimisation 
problems. PBO is a simple EA, which only contains two bacteria in a popu­
lation. Two searching principles, both based on the distance between the two 
bacteria, are implemented. As a result, the gradient searching and the random 
searching are combined in PBO. In the first application, a novel approach to 
dynamic OPF problems has been presented. The experimental results show 
that PBO is able to trace the variation of fuel cost rapidly. Then PBO is ap­
plied to optimise the fuel cost distribution in a power system with stochastic
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loads. Compared with GA and PSO, the computational complexity of PBO is 

significantly less. Moreover, thanks to its population diversity, PBO is suitable 
for applications in both dynamic environments and stochastic environments.
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Chapter 6

Conclusion

This chapter concludes the thesis and summarises the achievements of the 
work done on bacteria-inspired optimisation algorithms and their applications. 
Suggestions for future research are also included.

6.1 Summary of Results

This research has been undertaken with the aims to develop bacteria- 
inspired optimisation algorithms by adopting the knowledge obtained from 
the studies of bacterial behaviours and apply them for power system optimi­
sation. In this thesis, two novel optimisation algorithms, BFAVP and PBO, 
have been developed. Following the methodological studies, the developed al­
gorithms have been applied to resolve the power system economic dispatch, 
voltage control, and harmonics problems. The summary of the research work 
presented in this thesis is listed below.

Chapter 1 began with the explanation of the motivations and objectives 
of this work. Various EAs were then reviewed, including GA, EP, GP, ES, 
PSO, AGO, GSO, and BFA. Meanwhile, the background of bacterial forag­
ing behaviours was introduced. The major contributions of this thesis were 
presented at the end of the chapter.

The first part of the thesis was devoted to the development of the two novel 
BIAs, BFAVP and PBO. In Chapter 2, the bacterial foraging patterns and
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mathematical framework of BFAVP were investigated in detail, which include 
the studies of modelling chemotaxis, metabolism, proliferation and elimination, 
and quorum sensing. Once the further understanding of bacterial foraging be­
haviours was achieved, the mathematical equations were developed to form the 
BFAVP algorithm. The BFAVP has been evaluated on a large set of benchmark 
functions that cover almost all cases of complex optimisation problems, in com­
parison with the popularly used EAs . From the simulation results obtained, 
It has been found that the performance of BFAVP has the performance similar 
to the other EAs for unimodal functions. However, the algorithm greatly out­
performs the other EAs on most of the multimodal functions. Then BFAVP 
has been evaluated the experimental studies, with a range of algorithm pa­
rameters, to investigate the sensitivities of the performance to the algorithm 
performance. Finally, in order to demonstrate the advantages of the varying 
population size framework, a series of experiments have been undertaken. The 
experimental results show that BFAVP has not only an excellent convergence 
speed but is also able to achieve global search with finding local optima in a 
single run.

Chapter 3 has described another bacteria-inspired optimisation algorithm, 
PBO. The algorithm was developed with the aim of enhancing computational 
efficiency. Following this target, PBO have been developed with a simple struc­
ture, which contains only two individuals in a population. In each iteration, 
these two individials perform gradient searching and random searching alter­
nately. In this chapter, the PBO has been evaluated on the benchmark func­
tions adopted in Chapter 2. The experimental studies have shown that PBO is 
able to achieve superior results on multimodal functions with a much smaller 
number of function evaluations, in comparison with other EAs, and the better 
search performance in terms of accuracy and convergence speed. Furthermore, 
the number of mathematical and logical operations of PBO has been calculated 
to demonstrate its lower computational load in comparison with the other EAs.

The second part of this thesis has devoted to power system applications. In 
order to evaluate the proposed algorithms, the research work initially focussed
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on the setup of comprehensive experimental environments, which includes fol­
lowing five aspects: 1) The power system simulation software packages which 
are used to calculate the power flow and fuel costs with constraints applied to 
the bus, branch and generator data under different conditions of power system 
operation. 2) A power system partitioning method which is developed to di­
vide the IEEE 118-bus test case into 2 independent test cases by mimicking the 
rest of the system as a dummy generators. 3) Four models of different types of 
FACTS devices which are used in a power system to control the power flow and 
reduce the real power loss. 4) A power system simulation program which gen­
erates supposititious harmonic pollution with consideration of the variations 
of fundamental frequency, phases and amplitudes of integral-harmonics and 
inter-harmonics. 5) A statistical model and its program which estimates the 
probability distribution from a sequence of fuel costs generated by the power 
flow program, with providing stochastic loads. The experimental environments 
addressed above provide various scenarios for the comparison between proposed 
BIAs and other EAs.

Chapter 4 began with a brief introduction to four power system applica­
tions: OFF, partitioned OFF, allocation of FACTS devices, and estimation of 
harmonic parameters. Compared with GA and PSO, BFAVP is able to sig­
nificantly reduce the fuel costs for the OFF computation of the IEEE 30-bus 
and IEEE 118-bus test systems respectively. Meanwhile, BFAVP also outper­
forms GA and PSO in reducing the fuel cost in the partitioned OPF. With 
dividing the complex IEEE 118-bus system into two partitions, BFAVP is able 
to optimise each partition simultaneously, and the time consumption of the 
optimisation process has been greatly reduced. In the third application, using 
FACTS devices to reduce the real power loss has been investigated. BFAVP 
was employed to meet the demand of multi-objective optimisation and to op­
timise the locations of FACTS devices, including their types and ratings. The 
application of BFAVP for optimal FACTS locations and control has been eval­
uated in the IEEE 14-bus and IEEE 30-bus test systems respectively. With the 
optimal location of these FACTS devices, found by BFAVP optimising the fuel
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cost, the voltage profile was also improved. In the last application, two devi­
ated harmonic fundamental frequencies with some variation were successfully 
estimated by BFAVP. Compared with GA and DFT, the harmonic parame­
ters estimated by BFAVP have exhibited minimal error associated with the 
reconstructed signal. These four applications have verified that BFAVP is a 
competent algorithm for power system optimisation problems.

Chapter 5 demonstrated two applications of PBO for power system opti­
misation: solving OPF problems in a dynamic environment, and optimising 
fuel cost with stochastic real power loads. In the first application, a brief in­
troduction to the OPF problem which contains dynamic real power loads was 
given, followed by the experiment undertaken on the IEEE 30-bus test system 

with three different rates of environmental changes. PBO is able to rapidly 
trace the real-time minimal fuel cost, due to its simple structure. Then PBO 
was applied to estimate the optimal fuel cost distribution in the IEEE 30-bus 
test system with stochastic real power loads applied. The simulation results of 
these two applications show that PBO outperforms GA and PSO in terms of 
accuracy and convergence speed.

Conclusively, from the successful developments of the two novel EAs, this 
thesis demonstrates the prospects of the studies of bacterial foraging behaviours. 
The knowledge of bacterial behaviours provides a new vision for high-dimensional 
optimisation problems. This thesis also demonstrates the outstanding perfor­
mance of these two algorithms while they are applied to solve power system 
optimisation problems.

6.2 Suggestions for Future Work

In this section, suggestions for future work that aims to develop and improve 
the algorithms and applications are listed.

1. As discussion in Chapter 1, the most important feature that distinguishes 
BFA from other EAs is the reproduction and elimination in bacterial be­
haviours. The varying population framework in BFAVP is developed from
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these two features. The experiments in Chapter 2 also demonstrate that 
the varying population framework not only accelerates the convergence 
speed of BFAVP but also increases the population diversity. However, 
these features are not sufficiently discovered to improve the performance 
of other EAs. Thus, further work needs to be done to improve EAs based 
on inspiration from the varying population framework.

2. The experiments in Chapter 2 show that although BFAVP has made no­
ticeable progress on multimodal functions, its performance on unimodal 
functions is still not greatly improved. To overcome this drawback, PBO 
in Chapter 3 adopts gradient searching as the major searching method. 
However, the pseudo gradient is only approximate to the real gradient 
value. It is worthwhile to enhance the performance on multimodal func­
tions by investigating the gradient searching method.

3. Chapter 3 shows that time consumption of PBO is much less than other 
EAs. The convergence speed is accelerated by simplified quorum sending. 
Simplified quorum sensing exchanges the gradient information among 
individuals, while congregating individuals to the global optima. It is 
worthy to study this behaviour and introduce the concept to other EAs 
in further work.

4. This study extends the application of BIAs in engineering problems, es­
pecially in power systems. However, the gap between the modelling of 
biological systems and the applications to real-world problems requires 
a large amount of work in this area. In further work, more large-scale 
real-world problems can be solved by applying the algorithms proposed 
in this research.
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Appendix A

Benchmark Functions

These benchmark functions are employed from [9].

A,1 High-dimensional Unimodal Benchmark Func­

tions

Sphere Model
30

h(x) — ~ 100 < < 100

min(/i) = /i(0, ...j0) = 0

Schwefel’s Problem 2.22
30 30

/2(»)=i^i+n i^i - io < ^ < io
2=1 2=1

min(/2) = /2(0, ...,0) = 0

Schwefel’s Problem 2.21

fs(x) = max{|a:i|, 1 < i < 30} - 100 <Xi< 100
i

min(/3) = /3(0J...,0) = 0 

Generalised Rosenbrock’s Function
29

fA(x) = J^[100(a;i+i - a?)2 + (Xi - l)]2; -30 < ay < 30
Z~1
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Step Function

30

/5W = 5Z(l-:I:i + 0'5J)2 - 100 <Xi< 100
2=1

mm(/5) = /5(0J...,0) = 0

A.2 High-dimensional Multimodal Benchmark 

Functions

Generalised Schwefel’s Problem 2.26
30

f6(x) = ^ ~xi sin(''/M) ~ 500 <Xi< 500
i=i

min(/6) = /6(420.9687,...,420.9687) - -12569.5 

Generalised Rastrigin’s Function

30

AW = “ 10cos(27rrci) + 10]2 - 5.12 < Xi < 5.12
i=l

min(/7) = /7(0, ...,0) -0

Ackley’s Function

/sW
,30 ..30

-20 exp ( - 0.2, xl) - exP ^2 cos(27t^)) + 20 + e
\ i=l i=l

-32 < Xi < 32

min(/8) = /8(0, ..,,0) = 0

Generalised Girewank Function
, 30 30

/^)=iooo^-n-w+i
i—l V *

-600 < Xi < 600

min(/9) = /9(0,...,0) = 0
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Generalised Penalised Function
29

/ioM = ^{10sin2(to/!) + ^(t/i - 1)2[I + 10sin2(7rym)] + feo)2}
2—1

30

+ ^^(^,5,100,4),

-50 < Xi < 50 

min(/io) =/io(l,...,l) = 0 

where ^ 1 + + 1),

ik^CCi 1) , Xi ^ n,

0, -a < Xi < a, 

k(-Xi - l)m, Xi < -a.

A.3 Low-dimensional Multimodal Benchmark 
Functions

Shekel’s Foxhole Function

where

fu(x) — --------------.J u ; L500 ^
-65.536 <Xi< 65.536 

min(/n) « /n(—32, -32) ps 1

(aij) —
32 - 16 0 16 32 - 32
-32 - 32 - 32 - 32 - 32 - 16

0 16 32 
32 32 32

Kowalik’s Function
n

/12M - Y1 [ai
i=l

rci(6? + 6^2) -12

6 < Xi < 6hf -\- biXs + Xi.

min(/i2) « /12(0.1928,0.1928,0.1231,0.1358) « 0.0003075 

Six-Hump Camel-Back Function

fis(^) = 4a:2 — 2.1xi "h 0^1 X1X2 — 4a:2 + 4a;2
O

—5 < < 5

min(/13) - /i3(0.08983,-0.7126) - -1,0316285
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Table A.l: Kowalk’s function /12

i 1 2 3 4 5 6

0.1957 0.1947 0.1735 0.1600 0.0844 0.0627
Kl 0.25 0.5 1 2 4 6

i 7 8 9 10 11
(Li 0.0456 0.0342 0.0323 0.235 0.0246
K1 8 10 12 14 16

A.4 Dynamic Functions

Quartic Function with Noise

30

fu(x) — + random[0,1) — 1.28 < Xi < 1.28

min(/i4) = /14(0,...,0) = 0

Generalised SchwefePs Problem 2.26 with Noise
30

fis(x) = —Xi sin( \/f^j) + raiidom[0,1) — 500 < Xi < 500
2=1

nim(/15) = /i5(420.9687, ...,420.9687) - -12569.5

Goldstein-Price Ftniction

fie(x) = [1 + (xi + X2 + l)2(19 — 14a:i + 3a;f - 14£2 + 6x1^2 + Sa;2)]

x[30 + (2xi — 3a;2)2(18 — 32a;i + 12a;2 + 48a;2 - 36a;ia;2 + 27a;2)] 

+random[0,1)

-2 <Xi<2 min(/14) = /16(0, -1) = 3
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Appendix B

Notations in Thesis

B.l Notations in BFAVP
Xp the position of the pth bacterium, in the tumble-run pro­

cess of the kth iteration
F(Xp) the evaluation value of the bacterium 

the heading angle of the bacterium 
Dp(ipp) the tumble length of the bacterium
^max the maximal rotation angle
(ftp the head angle of the bacterium after tumble
Nc the maximal number of run steps
Xp,h the position of the bacterium at the hth run step 
Anax the maximal step length
iVf the number of the run steps performed
6p the energy of the bacterium at the beginning of the A;th

iteration
a the coefficient for energy transform
Anin the minimal evaluation value in the history
6p the energy after the tumble-run process
Op the age of the bacterium
Mspan the mean of the bacterial lifespan
cSpan the standard deviation of the bacterial lifespan
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V the probability density of bacterial lifespan expectancy 
Xbest the position of the current best global solution updated 

after the evaluation of each function 
c the rate of bacteria performed repelling 
A-ange the range of the search space

B.2 Notations in PBO
Xk the position of the primary individual at the kth iteration
Xk the position of the pseudo individual at the kth iteration
SDk the distance between the primary individual and pseudo

individual
df the distance between the primary individual and pseudo

individual on the Ith dimension 
Bio, the lower boundary on the Ith dimension
BUPl the upper boundary on the Ith dimension
cc the two-value coefficient for placing the pseudo individ­

ual
gk(Xk\ Xk) the pseudo gradient between the primary individual and 

pseudo individual
Velk velocity of the chemotaxis in the k[h iteration
Velk the velocity of the primary individual
7 the inertia weight of the velocity
Pk ■ the position of the best individual form the past k iter­

ations
velfinji the maximal velocity of primary individual along the Ith

dimension
Velk the velocity of attraction in the kth iteration
Velk the velocity of learning in the A:th iteration
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B.3 Notations in Power System

Oij voltage angle difference between bus i and j (rad)
Bij transfer susceptance between bus i and j (p.u.)
G{j transfer conductance between bus i and j (p.u.)
Qk conductance of branch k (p.u.)
Nq the total number of total buses excluding slack bus 
iVe the total number of total buses 
Nq the total number of shunt compensators 
A/d the total number of power demand buses 

the total number of network branches 
Nq the total number of generator buses 
Ni the total number of buses adjacent to bus i, including 

bus i

A/pq the total number of PQ buses 
A/py the total number of PV buses
A/q11 the total number on buses on which injected reactive 

power outside limits

Nt the total number of transformer branches 
Ny11 the total number on buses on which voltages outside 

limits

Poi the demanded active power at bus i (p.u.)
Pci the injected active power at bus i (p.u,)
Qci the reactive power source installation at bus i (p.u.) 
Qoi the demanded reactive at bus i (p.u.)
Qch the injected reactive power at bus i (p.u.)
Vg the voltage vector of PQ buses (p.u.)
Tj the tap position at transformer i 
Vi the voltage magnitude at bus i (p.u.)
Sit the apparent power flow in branch k (p.u.)
Ud the vector of dependent variables such
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uc the vector of dependent variables such 
-Fcost the fuel cost of the system

the penalty factors of the voltage on the ith bus 
Xgi the penalty factors of the reactive power on the ?’th bus
A,5,. the penalty factors of the apparent power flow on the zth

bus
./cost; the fuel cost of the ith generator 
NP the number of partitions in partitioned OPF
AQi the injected power of the SVC at bus i
Eij the reactance of line ij 
Cp the cost of FACTS devices

Pmax the thermal limit of the branch where the TCPST is to 
be installed

IC the installation cost of the TCPST

Cfh the average investment cost of installation of the FACTS
devices

Qsvc the reactive power injected or absorbed by the SVC
Ftcsc the value of the capacitance or inductance of the TCSC
#tcpst the angle of bus voltage, adjusted by the TCPST
Fupfc the transformer voltage magnitude turns ratio of UPFC
</>upfc the phase shifting angle of UPFC
Qupfc the reactive power injected or absorbed by the UPFC
Jsc the system security constraint
Vk the voltage levels of bus i
14; the voltage magnitude at bus i
Bolj the branch loading and penalty overloads in the bus j 
A the system load parameter
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