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Abstract

In order to meet the demand for high speed ubiquitous communications, fourth gen­

eration (4G) wireless communication systems employ large transmission bandwidth, 

which needs to be allocated efficiently to all the users in the system. This thesis in­

vestigates computationally efficient dynamic physical resource block (PRB) allocation 

for 4G wireless communication systems using orthogonal frequency division multiple 

access (OFDMA) and single carrier FDMA (SC-FDMA) techniques. The proposed 

dynamic PRB allocation schemes, based on greedy algorithms, aim to allocate the 

available spectrum according to the time and frequency selectivity of different users,
'■i

and significantly enhance the spectral efficiency (SE) and bit error rate (BER) of the 

system over the existing allocation algorithms such as the one dimensional (1-D) and 

two dimensional (2-D) greedy algorithms.

This work contains three main contributions. The first two contributions focus on 

addressing the inherent bias of the existing greedy algorithms in user ranking, while 

the third contribution aims to reduce the complexity of the PRB algorithms proposed 

in the first two contributions.

First, three enhanced ranking PRB allocation algorithms are proposed, which are 

referred to as the maximum greedy (MG), mean enhanced greedy (MEG) and single 

mean enhanced greedy (SMEG) algorithms. Simulation results show that the proposed 

algorithms significantly outperform the existing 1-D and 2-D greedy algorithms in terms 

of BER and data rate fairness. In particular, the MEG algorithm is shown to achieve an
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SE performance close to that achieved by the Hungarian algorithm (optimal algorithm 

to maximise the required wireless utility), while requiring a much lower computational 

complexity. In addition, the effects of imperfect channel estimation, root mean square 

(RMS) delay, Doppler spread and channel estimate feedback delay on performance are 

investigated. Furthermore, the impact of different optimisation utilities (such as BER 

and SE) on performance of the allocation algorithms is investigated.

Second, the work in the first contribution is extended to utilise multi-criteria ranking 

(MCR) for greedy PRB allocation, where different ranking criteria, such as the mean 

and standard deviation of users utility, are assigned different weights. Simulation re­

sults show that the proposed MCR based greedy algorithms can provide near-optimal 

PRB allocation in terms of BER, SE and outage probability, irrespective of the opti­

misation utility employed. It is also of interest to see that when MCR is coupled with 

the channel frequency response (CFR) utility, the BER performance is comparable to 

case with the BER utility, while at a much lower complexity.

Third, a so-called selective greedy PRB allocation is proposed to reduce the com­

plexity of the algorithms in the first two contributions, where the greedy PRB allocation 

is applied to a number of selected users with poor rankings, while the rest users with 

better rankings area allocated PRBs randomly (without optimisation). Simulation re­

sults show that the selective mean enhanced greedy (SLMEG) and the selective MCR 

greedy (SLMCRG) algorithms outperform the 1-D and 2-D greedy algorithms in terms 

BER and outage probability, especially at high SNR.
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Chapter 1

Introduction

The need for faster and ubiquitous wireless communications has greatly spurred on 

the development of the fourth generation (4G) wireless communication systems. The 

current second generation (2G) and third generation (3G) wireless communication sys­

tems are at the limit of their data carrying capacity because of the dramatic increase in 

the number of personal mobile devices that connect to the internet. This strain on the 

network often causes customer dissatisfaction due to dropped voice calls or extremely 

slow data downloads. The increasing uptake of smart phones and mobile broadband 

internet, will only worsen the situation. Therefore, different proposals have been put 

forward that improve or totally replace the current systems with more efficient and 

faster systems. Two examples of such proposals are the beyond 3G long term evolution 

(LTE) [3] and worldwide interoperability for microwave access (WiMAX) [4] wireless 

communication systems and their 4G enhancements, LTE-Advanced (LTE-A) [5] and 

WiMax-2 [2]. It is stipulated by the International Telecommunication Union (ITU) 

that 4G wireless communication systems should have peak data capacities of 1.5 Gbps 

and 500 Mbps in the downlink and uplink, respectively [6]. To provide those data rates, 

the 4G systems will have to use bandwidths in the order of 100 MHz.

To efficiently handle such large bandwidths, 4G systems employ multi-carrier trans-
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mission systems such as orthogonal frequency division multiplexing (OFDM) [7], which 

divides the wideband channel into smaller orthogonal narrowband channels referred to 

as subcarriers. OFDM conveniently provides scalability with which multiple users can 

conveniently share the available resources using a multiple access scheme referred to as 

orthogonal frequency division multiple access (OFDMA) [8]. In addition, the OFDM 

system is also effective at using larger bandwidths because of its inherent ability to 

effectively combat severe frequency selective channels with simple equalisers, hence 

keeping the complexity of these new broadband wireless systems acceptable [9].

Another kind of multiple access technique used in modern high speed wireless com­

munications is single carrier - frequency division multiple access (SC-FDMA) [8]. SC- 

FDMA is a special case of precoded OFDMA [10,11], with the underlying difference 

being that the data is transmitted in the same domain (time) it was created, giving it 

a single carrier structure, nevertheless, the underlying multi-carrier nature of OFDMA 

is still present. Unlike OFDMA, where each data symbol occupies a single frequency 

band (subcarrier), the energy of each data symbol in SC-FDMA is spread over several 

subcarriers, which combats the situations where there are deep fades on certain subcar­

riers. At the receiver, equalisation of the SC-FDMA symbols is done in the frequency 

domain [12] which is similar to that of the OFDMA system. Therefore, SC-FDMA 

has a lower peak-to-average power ratio (PAPR) [3], higher frequency diversity than 

OFDMA [8], little or no frequency synchronisation issues and similar complexity to the 

OFDMA system. Therefore, SC-FDMA is to be used in the uplink of the LTE and 

LTE-A systems [3,13].

The large bandwidths and multi-carrier techniques used in the 4G systems, allow 

for channel dependent allocation of resources to the users in the system. Multi-carrier 

systems can effectively use dynamic resource allocation (RA) algorithms for bandwidth 

allocation, by allocating resources according to different users’ time and frequency se­

lectivity. Therefore, 4G systems, when coupled with dynamic RA, benefits from in-
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creased bandwidth efficiency, which is not the case for older wireless communication 

systems [3]. Resource allocation techniques have been explored in the literature for the 

OFDMA and SC-FDMA systems [14-25] and references therein. Most of the existing 

RA algorithms allocate subcarriers singly to different users, and perform bit and power 

allocation for each subcarrier. However, the large amount of subcarriers in the current 

wide band wireless communication systems renders the complexity of implementing 

these subcarrier by subcarrier RA algorithms intractable. Therefore, 4G systems allo­

cate subcarriers in blocks referred to as physical resource blocks (PRBs) in the LTE-A 

system [3] and sub-channels [26] in the WiMAX-2 system. Users are allocated one or 

more blocks depending on their needs.

1.1 Motivation and Objectives

There are a few existing greedy algorithms that allocate PRBs to users [13,27-29]. 

Greedy algorithms [27] are used to keep the complexity low, especially when there are 

many users in the system, as is proposed for the large cell sizes in the 4G systems [13,26]. 

However, due to the myopic nature of greedy algorithms, the performances achieved 

are not always acceptable, especially in terms of capacity, bit error rate (BER) and 

outage probability simultaneously.

The existing greedy algorithms such as the one dimensional (1-D) and two di­

mensional (2-D) greedy [27,28] are too myopic in nature. The 1-D greedy algorithm 

allocates a PRB to each user independently, without considering the effect of the allo­

cation on the performance of other users. The 2-D greedy algorithm allocates the best 

PRBs in the early iterations, at the price of allocating very poor PRBs to users allo­

cated in the later iterations. The result of both these algorithms is poor average BER 

and bandwidth wastage, due to very high outage probability. The existing optimal 

Hungarian algorithm [30], is too complex to be used for real time wireless communica-
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tion systems, while heuristic algorithms such as genetic algorithms (GA) [31] may not 

always meet the strict timing requirements of real time communications, due to long a 

convergence time. Therefore, novel high performance, low complexity efficient greedy 

PRB allocation algorithms are desired.

In this work, the main objective is the development of practical and computationally 

efficient PRB allocation algorithms that can be used in 4G wireless communication 

systems.

1.2 Summary of Contributions

The following are the main contributions of this thesis:

• Three enhanced ranking PRB allocation algorithms are proposed, which are re­

ferred to as the maximum greedy (MG), mean enhanced greedy (MEG) and single 

mean enhanced greedy (SMEG) algorithms. The enhanced ranking is used to de­

termine the order with which the greedy algorithm optimises PRB allocation, 

since a greedy algorithm cannot simultaneously optimise PRB allocation across 

the users. Simulation results show that the proposed algorithms significantly out­

perform the existing 1-D and 2-D greedy algorithms in terms of BER and data 

rate fairness. In particular, the MEG algorithm is shown to achieve an SE per­

formance close to that achieved by the Hungarian algorithm (optimal algorithm 

to maximise the required wireless utility), while requiring a much lower compu­

tational complexity. In addition, the effects of imperfect channel estimation, root 

mean square (RMS) delay, Doppler spread and channel estimate feedback delay 

on performance are investigated. Furthermore, the impact of different optimisa­

tion utilities (such as BER and SE) on performance of the allocation algorithms 

is investigated.

• The work in the first contribution is extended to utilise multi-criteria ranking
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(MCR) for greedy PRB allocation, where different ranking criteria, such as the 

mean and standard deviation of users utility, are assigned different weights. Ex­

tensive numerical analysis is used to determine the best operating weights for 

the criteria. Simulation results show that the proposed MCR based greedy algo­

rithms can provide near-optimal PRB allocation in terms of BER, SE and outage 

probability, irrespective of the optimisation utility employed. In particular, when 

MCR is coupled with the channel frequency response (CFR) utility, the BER and 

outage probability performance is comparable to case with the BER utility, while 

at a much lower complexity.

• A so-called selective greedy PRB allocation is proposed to reduce the complexity 

of the algorithms in the first two contributions, where the greedy PRB allocation 

is applied to a number of selected users with poor rankings, while the rest users 

with better rankings area allocated PRBs randomly (without optimisation). The 

random PRB allocations to better ranked users incurs negligible computational 

cost. Simulation results show that the selective mean enhanced greedy (SLMEG) 

and the selective MCR greedy (SLMCRG) algorithms outperform the 1-D and 

2-D greedy algorithms in terms BER and outage probability, especially at high 

SNR.
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Chapter 2

Wireless Communications

In this chapter, wireless communications is introduced. In Section 2.1, the wireless 

communication channel parameters and models are explained. An overview of wireless 

communication systems, with an emphasis on the 4G systems is presented in Section 

2.2. Finally, the multi-carrier and multi-user wireless communication techniques used 

in the 4G systems are explained in section 2.3.

2.1 Wireless Communication Channels

2.1.1 Additive White Gaussian Noise Channel

The fundamental problem that affects all types of communications is noise. Noise 

are the unwanted signals that affect the fidelity of the desired signal. In wireless 

communications, there are numerous sources of noise: thermal noise that exists in all 

matter, artificial noise from other electrical machinery and impulse noise from radiation 

emitting devices [9]. Due to the central limit theorem, the composition of these different 

noise sources is white and Gaussian distributed. The effect of this composite noise 

on the transmitted data is additive, hence the name additive white Gaussian noise

7
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(AWGN). The received data through an AWGN channel is given by

r(t) = x(t) + n(t) (2.1)

where r(t) and x(t) are the received and transmitted data at time t, respectively, and 

n(t) is the effect of AWGN at time t modelled by a complex Gaussian random variables 

with a noise power density of iVo/2 per dimension. The easiest way of combating AWGN 

is to make the power of the transmitted signal considerably greater than that of the 

noise.

2.1.2 Large Scale Fading

Path loss and shadowing are the main causes of large scale fading (experienced over 

hundreds/thousands of metres) in wireless communication systems. Path loss is the 

reduction in the average received power due to the distance between transmitter and 

receiver, while shadowing is the change in received power due to terrain and large 

obstacles in path of transmission. Unlike AWGN, the effects of large scale fading is 

multiplicative, not additive [32,33]. The received signal is expressed by

r(t) = \/Px(t) + n(t) (2.2)

where r(£), x(t) and n(t) are the received, transmitted and noise signals, respectively. 

While P is the average large scale fading factor which includes the effects of both the 

path loss and shadowing. In general, P is to a large extent dependent on the distance 

between transmitter and receiver and time independent, however, in large coverage 

areas, P may exhibit a time dependence if the mobile is traveling quickly away from 

the base station (BS) [33]. P also has a random effect due to shadowing, because the 

effect of shadowing is not deterministic [34]. To compensate for the effect of path loss, 

the transmit power of the signal is increased, within acceptable bounds. Unfortunately,
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this will not always solve the shadowing problem, because shadowing is random.

2.1.3 Small Scale Fading

Small scale fading is the general term for the rapid fluctuations of the amplitude, phase 

and delay of the transmitted signal while propagating through the channel. These 

amplitude and phase fluctuations are caused by the interference due to reflection and 

diffraction between multiple versions of the transmitted signal that arrive at the receiver 

at different times (delays). Unlike large scale fading, the effects of small scale fading 

are realised over very small distances (a few wavelengths) and are time dependent. The 

parameters that affect small scale fading are discussed below based on [9,32,33].

Power Delay Profile

The Power Delay Profile (PDP) is the average power of the Ith path in the channel 

impulse response (CIR) /i(Z), which is a function of the reflection and diffraction ele­

ments in the channel. The PDP is usually exponentially decreasing, which implies that 

the average power of h(l) decreases exponentially with increase of the delay. This is 

because signals with large delay will most likely have travelled larger distances, which 

in turn cause them to have weaker signal power at the receiver (path loss). The PDP 

of the channel, h(l) is expressed by

E\hi\ — 6exp ^——

where the expectation operator E implies that the PDP is an ensemble average of a 

large number of channel realisations, b is the normalisation parameter, 07 is the delay 

of the Zth path and a is the root mean square (RMS) delay spread. A normalised 

exponential PDP of a channel is shown in Figure 2.1

The PDP of a typical urban (TU) wireless channel with six delay bins is displayed
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RMS delay of 1

^ 0.25

m 0.15

delay (ns)

Figure 2.1: Normalised exponential power delay profile

Table 2.1: Power delay profile for the T.U. six channel [1]
Delay (/.is) 0.0 0.2 0.6 1.6 2.4 5.0
Power (dB) -3.0 0.0 -2.0 -0.6 -0.8 -10.0

in Table 2.1.

Root Mean Square Delay Spread

The RMS delay spread of the channel is the square root of the second central moment 

of the PDF, and is expressed by

a =
Hi p(°i)

Hi P(<7l)(7l\2
HiP^i) ) (2.4)

where P((Ji) = |h(Z,z)|2 is the power of the Ith path of h in the zth time interval. 

According to (2.4), cr = 0 if h(/, i) = 0 V/ ^ 0 and cr > 0 otherwise. Therefore, for a 

channel with only one path h(l, i) at l = 0, the RMS delay is equal to zero. The RMS 

delay spread is highly correlated to the amount of frequency dispersion channel has on
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the transmitted signal. This frequency dispersion increases the frequency diversity of 

the channel.

Coherence Bandwidth

The coherence bandwidth BCi is the group of frequencies over which the effects of the 

channel remain static or highly correlated. This implies that a signal with bandwidth 

BS) passing through a channel with coherence bandwidth BC) will experience minimal 

variations in its amplitude and phase, if Bs < Bc, When the frequency correlation 

function is above 0.5, the Bc is approximately related to the RMS delay spread by [33],

Bc 5<t
(2.5)

Therefore, a large RMS delay spread implies a small bandwidth over which the effect 

of the channel on signal remains static. A channel with a large RMS delay spread, 

is highly frequency dispersive. This frequency dispersiveness can be harnessed by 

sufficient coding or channel dependent scheduling.

Doppler Spread

The Doppler spread B^ is the amount of broadening a signal experiences as it propa­

gates through the channel. This is affected by the relative speed and direction between 

the transmitter, receiver and other objects in the terrain. The Doppler shift fd is given 

by

fd = jCOs9 (2.6)

where v is relative velocity between transmitter, receiver and other reflective and re­

fractive objects in the terrain, A is the wavelength of the carrier frequency and 9 is the 

angle between the the direction of motion of receiver and transmitter. The Doppler 

spread is the maximum Doppler shift defined as Bd = fm = f •
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Coherence Time

The coherence time Tc, is the period (time) over which the channel does not exhibit 

any significant changes in amplitude or phase. In other words, this is the period over 

which two samples of the channel have a high correlation. When the time correlation 

function is above 0.5, the Tc is is given by [33],

Tc —
9

167T/m
(2.7)

where fm is the maximum Doppler shift (Doppler spread). This implies that a sig­

nal with symbol duration Ts passing through a channel with coherence time Tc, will 

experience minimal time variations of its amplitude and phase if Ts <TC.

Types of small scale fading channels

Based on the parameters explained above, the small scale fading effects of the channel 

can be characterised into the following categories.

Flat fading channel: A channel is regarded as flat fading if the bandwidth of the 

signal B3 is much smaller than the coherence bandwidth of the channel Bc and the 

RMS delay spread of the channel <r is much smaller than the symbol duration of the 

signal Ts. Furthermore, from (2.5), when the RMS delay spread is zero, the coherence 

bandwidth is infinite, meaning the channel is frequency flat over all the frequencies 

concerned.

Bs « Bc and Ts » cr (2.8)

Frequency selective fading channel: A channel is regarded as frequency selective, if 

the bandwidth of the signal Bs is greater than the coherence bandwidth of the channel 

Bc and the symbol period of the signal T3 is smaller than the RMS delay spread of the 

channel a. In general, the higher the RMS delay spread, the more frequency selective
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a channel. According to (2.5), as the RMS delay spread increases, the bandwidth over 

which the channel is frequency flat (Bc) reduces.

Bs > Bc and Ts < a (2.9)

Slow fading channel: A channel is regarded as slow fading if the signal symbol period 

Ts is much smaller than the coherence time Tc of the channel and the bandwidth of the 

signal Bs is much greater than the Doppler spread of the channel Bj. According to (2.6) 

the slower a mobile moves, the smaller its Doppler spread becomes, hence increasing 

its probability (the symbol period of the signal Ts is also important) of encountering a 

slow fading channel.

Ts « Tc and Bs » Bd (2.10)

Fast fading channel: A channel is regarded as fast fading if the signal symbol period 

Ts is larger than the coherence time of the channel Tc and the bandwidth of the signal 

Bs is smaller the Doppler spread of the channel Bd, This means that the signal passing 

through this kind of channel will experience time variations of its amplitude and phase. 

The probability of encountering a fast fading channel is increased when the speed of 

the mobile increases, because the coherence time decreases with an increase in Doppler 

spread according to (2.6) and (2.7).

Ts > Tc and Bs < Bd (2.11)

The first two types of channel (flat and frequency selective fading) determine the 

frequency diversity of the channel while the last two (slow and fast fading) determine 

the time diversity of the channel.

Nevertheless the combination of these effects create four types of channel: slow flat 

fading, fast flat fading, slow frequency selective and fast frequency selective fading.
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Current 4G systems have large bandwidths, high data rates and a maximum specified 

centre frequency in the order of 11 GHz. Therefore, the most encountered channel is 

the slow frequency selective fading channel [33]. It is slow fading because at speeds of 

about 200 km/h (a practical upper-limit), is about 2 kHz (using centre frequency 

of 11 GHz and (2.6)), which is less far less than the minimum 1.25 MHz bandwidth 

of the LTE system (the minimum bandwidth in WiMAX is 5 MHz), and at the same 

speed, Tc is about 89.52 (is (using (2.7)), which is greater than the 1/1.25 MHz = 800 

ns symbol time Ts, hence satisfying (2.10). It is also frequency selective because the 

RMS delay spreads <r, of the wideband channels is in the order of 1 to 10 /^s [3], which 

is greater than the maximum 800 ns signal period Ts and the signal bandwidth of 1.25 

MHz is larger than the coherence bandwidth Bc which has values of about 200 kHz 

(calculated with (2.5) and minimum RMS delay of 1 /rs), hence satisfying (2.9).

An effective way to include all the parameters of the wireless communications chan­

nel into the mathematical model ft(i,i), is the Clark’s model which is explained in [33]. 

In the Clarke’s model, the time autocorrelation, of the complex envelop of the channel, 

Re is specified by

Re{r) = PavJo(27rBdr) (2.12)

where Pav is the average received power in the channel, Jq is the zeroth-order Bessel 

function of the first kind, Bd is the Doppler spread and r is the time offset. The power 

spectrum of the wireless channel is determined by the Fourier transform of Re) which 

is expressed by

Se =
I <Bd 

f>Bd
(2.13)

where f/Bd is the the normalised frequency of the channel. To generate the channel, 

two independent Gaussian noise sources are filtered by (2.13) above, before being passed 

through an IFFT to get the time domain characteristics as described in [33]. An
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alternative process used to generate the channel is the autoregressive process, which is 

based on the Bessel function [35].

The signal detected at the receiver at discrete time instant i is the convolution of 

the CIR (h(l,i)) with the transmitted signal expressed by

L-l
r(i) = s/P h(ly i)s{i — l) + n(i) (2.14)

1=0

where h(l, i) G C is the Ith path gain (Z = 0,1, • • •, L — 1), which combines the effects 

of the small scale fading and the transmit and receive pulse shaping filters at time 

i [34], P is the effect of large scale fading, while n(i) is the complex AWGN with noise 

power spectral density of iVo/2 per dimension. L is the total number of resolvable multi­

paths (taps) in the channel. h{l,i) is a complex independent and identically distributed 

(i.i.d.) random variable which have a Rayleigh distributed magnitude according to

p(\h(lA)\) 1MM)I exp(— 2r)2 1 (2.15)

and uniformly distributed phase. The Rayleigh distribution is shown in Figure 2.2.

Figure 2.3 shows a typical snapshot of how the power in dB of a Rayleigh fading 

channel varies with time. It is clear to see the reoccurrence of deep fades - instances 

where the power of the channel is very low (less than -20 dB). The Rayleigh channel 

model is most relevant in non line of sight (NLOS) situations, where there is no direct 

path between transmitter and receiver, which is mostly the case in urban scenarios of 

wireless communication systems. Other distributions, such as the Rice distribution [34] 

is used to model the channel when there is a LOS, as well as other signal scatterers 

between transmitter and receiver.
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Figure 2.2: Rayleigh distribution of the magnitude of channel for 77 = 1.

2.2 Wireless Communication Systems

Wireless communications, as the name implies, is the ability to transfer information 

across two physically remote points without the need for a physical connection. The 

ability to send information in this manner has existed for a long time, for example, the 

smoke signals at the top of a mountain that relays information to observes in remote 

locations. However, the use of electromagnetic signals has made wireless communica­

tions more efficient and widespread. Wireless communications has predominantly been 

used to carry speech signals, either as messages between two points, for example, one 

way radio communications (walkie talkie), or as broadcast of a message between one 

point and many others, for example, news broadcast, where many people with receiving 

devices can tune to required frequency to receive the signals. First generation personal 

wireless communication systems such as AMPS and ETACS were used predominantly 

for speech communications [33].

In more recent times, wireless communications are not used to carry only voice
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Figure 2.3: The power in dB of a typical Rayleigh fading channel at 2 GHz

signals but also various kinds of data, such as text and pictures and the development 

of digital communications has greatly benefited this new wave of data transfer. The first 

widespread digital communication systems are the GSM and the CDMA based IS-95A 

(cdmaOne), which are both regarded as 2nd generation (2G) wireless communication 

systems. Their data rates of about 10 Kbps was sufficient for voice communications, but 

too slow for data communications that is found on the internet. Hence, enhancements 

to the GSM system in the form of GPRS (171 kbps) and EDGE (384 kbps) and to 

the cdmaOne system IS-95B (64 kbps), were created. These enhancements commonly 

referred to as 2.5G allowed efficient IP based transmission of data. However, these 

2.5G speeds were still unsuitable for real time video data. Hence, the 3G UMTS 

(2 Mbps) and CDMA2000 (2.4 Mbps) systems that employ the W-CDMA technique 

were invented [33] enhance video communications. However, with the explosion of 

smart handheld devices that frequently access the internet, it became clear that these 

systems will not be sufficient for all the internet traffic. Therefore, the UMTS system
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has enhancements such as HSPA and HSPA+ [3] that improve the data transfer rate. 

However, all these systems, while supporting IP data transfer, still possess circuit 

switched connections for voice communications.

Proposals to create future high speed data communications then began and a move 

to all IP data transfer was chosen. Two such systems are the third generation partner­

ship project - long term evolution (3GPP-LTE), commonly known as the LTE system 

and the WiMax system developed by the IEEE. To provide the required date rates, 

large transmission bandwidths of up to 20 MHz are employed. In addition, new radio 

techniques such as OFDMA and SC-FDMA that effectively use these large bandwidths 

are also used. These LTE and WiMax systems are not real 4G systems, because they 

do not meet with the ITU specifications. Hence, the LTE-Advanced (LTE-A) [5] and 

WiMax 2 are the 4G enhancements to the LTE and WiMax systems, respectively. To 

achieve the required data rates, these systems will use bandwidths up to 100 MHz 

bandwidth and will employ advanced techniques such as MIMO [36], carrier aggrega­

tion [37], relay [38], co-ordinated multi-point (CoMP) [39] and collaborative spatial 

multiplexing (GSM) [40] [41]. The LTE-A and WiMax 2 will be backward compati­

ble with the current systems. Therefore, the core technologies such as OFDMA and 

SC-FDMA will be the same [42,43].

Table 2.2 shows a comparison between the pre-4G (LTE and WiMax) and 4G 

systems (LTE-A and WiMax 2).

2.3 Wireless Communication Techniques

Time division duplex (TDD) [33] systems enables a user to transmit and receive data 

in two time slots on the same frequency spectrum. This allows full duplex commu­

nications, where a user can transmit as well as receive data. An advantage of TDD 

operation is that channel estimation is simpler, because estimating the channel in one
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Table 2.2: Comparison between the common pre-4G and 4G systems.
LTE LTE-A WiMax WiMax: 2

Radio Tech. SC-FDMA (UL) SC-FDMA (UL) OFDMA OFDMA
OFDMA (DL) OFDMA (DL) MIMO MIMO

MIMO MIMO
CSM, CoMP

Relay

Relay
Peak Data 

Rate (Mbps)
300(DL)
75(UL)

1000 (DL)
500 (UL)

128 (DL) 
66(UL)

300 (DL) 
112 (UL)

Subcarrier Localised Localised Interleaved Interleaved
Mapping Localised Localised

Bandwidth 1.25 to 20 1.25 to 100 5, 7, 5 to 20
(MHz) 8.75, 10

Forward Turbo Turbo Turbo Turbo
Error Convolutional Conv. Block Block

Correction Conv. Conv.
LDPC

direction (transmission), also gives the channel in the opposite direction (reception), 

due to channel reciprocity [44].

Frequency division duplex (FDD) [33] systems enables a user to transmit and receive 

data on two frequency spectrums simultaneously. This also allows full duplex commu­

nications. It is more complex to estimate the channel for FDD systems, because the 

two channels need to be estimated, hence there is wastage of spectrum due to excessive 

channel overhead for sounding/reference signals for both channels [3]. TDD and FDD 

are the fundamental techniques used to guarantee two-way communications. They are 

employed in both of the discussed 4G systems.

Examples of multiuser systems are time division multiple access (TDMA), frequency 

division multiple access (FDMA) and code division multiple access (CDMA) that share 

the time, frequency and code resources among all the users, respectively [9]. Space 

division multiple access (SDMA) [45] is a multiuser access scheme, where directional 

antennas are used to stir signals to different users in space. In modern high speed
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wireless communication systems, two or more of these multiple access systems can be 

employed. For example, the GSM system uses TDMA overlaid on an FDMA system, 

while the CDMA2000 system uses CDMA overlaid on an FDMA system [9].

2.3.1 OFDMA Technique System Model

OFDMA is the multiple access technique based on OFDM. OFDM is a form of multi- 

carrier communications, where the available spectrum is divided into smaller orthogonal 

parts known as subcarriers [7] and each subcarrier is used to carry a symbol(s) of data, 

simultaneously. Due to the orthogonality of the subcarriers, the data transmitted on 

the subcarriers are free from intercarrier interference which is the usual problem with 

older non-orthogonal FDM systems [46]. Three orthogonal subcarriers are depicted in 

Figure 2.4.

0 2 4 6 8 10 12 14 16
Normalised frequency

Figure 2.4: Three subcarriers in an OFDM system

Figure 2.5 depicts the block diagram for the OFDM system. Forward error correc­

tion (FEC) may or may not be applied to the data (depends on the system), then the 

data are parallelised. The fast Fourier transform (FFT) operations are used to modu-
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Data

Figure 2.5: OFDM block diagram

late the signals onto the different orthogonal subcarriers [46,47]. In the presence of a 

frequency selective channel, block data transmission techniques such as these are prone 

inter-block interference (IBI). To overcome the effects of IBI, a cyclic prefix (CP) - a 

copy of at least the last (L — 1) symbols - is appended to the front of the block of data, 

where L is the number of multipath in the frequency selective channel. In addition 

to tackling IBI, the CP makes the channel appear cyclic, so that the frequency selec­

tive channel appears as a flat fading channel [7]. The (N x N) time-domain circulant 

Toeplitz channel convolution matrix is given by H, which includes CP insertion and 

removal, with the first column H^’1) = [/i(0) h(l) • • • h(L — 1)0 • • • 0]7 and first row 

= [h(0) 0 • • • 0 h(L — 1) h(L — 2) • • • h(l)]. The received signal is given by,

r = HF#d + n (2.16)

where d is the data vector and is the (N x N) inverse discrete Fourier transform 

(IDFT) matrix, n is the AWGN vector with complex-valued elements that have zero 

mean and variance Nq. At the BS, the received signals are demodulated by the N-point 

discrete Fourier transform (DFT), to get r = [f° • • • f7'7-1], where fn is the received data 

on the nth subcarrier (n = 0, • • •, JV — 1). r is expressed as

r = F,vHF#d + F,vv (2.17)

Defining H = F/vHFj^, where H is diagonalised by pre- and post multiplication with
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the DFT and IDFT matrices, respectively. Substituting Hu into (2.17) gives

r = Hd + v (2.18)

where H is the (N X N) is the diagonal channel frequency response (CFR) matrix. This 

implies that the frequency selective channel is transformed into multiple frequency flat 

channels with the addition and removal of CP, hence linear one tap equalisers can be 

used to remove the effect of the^ channel instead of long finite impulse response (FIR) 

filters. _This means that the complexity of an OFDM system is tractable even for 

systems with very large bandwidths, where the multipath of the channel can be very 

long.

In OFDM A, different users are allowed to transmit data on a portion of the avail­

able sub carriers. However, due to interference issues users cannot share sub carriers 

simultaneously, i.e., users are orthogonal in the frequency domain [8], The block dia­

gram for OFDMA is shown in Figure 2.7 with U users and a total number of N data 

carrying subcarriers. The N sub carriers are divided into K physical resource blocks 

(PRBs) (K > U), with M subcarriers in each block (N — KM). Let d™ denote the 

mth (m = 0, • • • ,M — 1) data symbol of unit average symbol energy within a block 

dw = of M symbols transmitted by the user w (li = 0, • • •, t/ — 1). (Each

user is allocated M subcarriers by the subcarrier mapping module, where each user’s 

subcarrier mapping is unique. There are three types of subcarrier mapping: localised 

mapping, where each user is allocated a contiguous set of subcarriers, interleaved map­

ping, where the users sub carriers are alternated and distributed mapping, where users 

are allocated subcarriers in neither a perfectly localised or interleaved way [8]. The 

mapping can be viewed as a multiplication of a mapping matrix of size (N x M)
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with the DFT of du. Assuming K = U, the localised mapping matrix Mu is given by

Mu =

Q{kuM)xM

Ijw

^(N-kuM-M)xM

(2.19)

which indicates that kuM to (kuM + M— 1) subcarriers (0 < < K — l) are allocated

to the uth user. Similarly the interleaved mapping is given by

Akufi

Mu =
Aku,l

(2.20)

where Aaif, represents an (M x M) matrix that has 1 in the ath row and the 6th column 

and zero elsewhere. The distributed mapping matrix will have one in random positions 

as desired. A visual representation of the three mapping methods are shown in Figure 

2.6 for f/ = 3 users, a total of A" = 9 subcarriers and M = 3 subcarriers per user.

After subcarrier mapping, an A-point IDFT is used to transform the data into 

the time domain and a CP is appended before transmission, similar to the single user 

OFDM case.

At the receiver, the CP is removed and the received signal is the sum of all the 

users transmissions given by

u~i
r ='^2 HuFffiMgdu + v (2.21)

u=0

where Hu is the circulant channel matrix which includes the effects of CP insertion and 

removal for the 'uth user, Mu is the sub carrier allocation matrix, du and v are the user’s 

data and noise vectors, respectively. The DFT operation is used to the demodulate the
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Figure 2.6: Different types of subcarrier mapping for [/ = 3 users, N = 9 subcarriers 
with M = 3 subcarriers per user.

data to obtain
U-i

r = F^HuF^Mudu + F^v (2.22)
tt=0

Similar to the OFDM system, Hu = where Hn is diagonalised by pre- and

post multiplication with the DFT and IDFT matrices, respectively. Substituting Hu 

into (2.22) gives
u-i

r = HuMudu + V (2.23)
u=0

where Hu = diag([^u° • • ■ H^~1}r) and H™ = Y^i=o hu(l)exp(-j2nnl/N), (n = 0, • • •, N— 

1) is the discrete frequency response of the channel for the uth user, v = F^rv is the 

frequency domain AWGN. Due to the orthogonality of the mapping, each subcar­

rier n can be associated with a unique user and each user’s frequency domain data 

?u = [r° • r^f~1}T is de-mapped from f using M^, which is the transpose of the
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Figure 2.7: OFDM A block diagram 

initial mapping matrix. Each user’s received data is given by

fu = Mjr = MjHuMudu + v„ . (2.24)

where vu = M^v is a (M x 1) noise vector for the uth user. Since the users subcarriers 

are orthogonal to one another, channel equalisation can be done independently for 

each user as shown in Figure 2.7. OFDMA minimises the interference between users 

in the system and also allows the use of less complex channel equalisation. Hence, the 

OFDMA system keeps all the advantages of the single user OFDM system.

2.3.2 SC-FDMA Technique System Model

SC-FDMA is the multiple access technique based on single carrier - frequency do­

main equalisation (SC-FDE). SC-FDE, unlike OFDM, is a single carrier communica­

tion technique. However, the data is transmitted in blocks similar to OFDM. SC-FDE
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also includes a CP to the blocks of data before transmission, in a similar fashion to 

OFDM, as seen in Figure 2.8. At the receiver, the CP is removed and the signal is 

transformed into the frequency domain before channel equalisation is performed [48]. 

After equalisation, the data is then transformed back into the time domain, after which 

FEC decoding takes place.

EQZ -FEC “ S/P “ P/S

Figure 2.8: SC-FDE block diagram 

At the receiver, the signal is given by

r = Hd + n (2.25)

where H is the time domain circulant channel matrix and n is the (AWGN) vector with 

complex-valued elements that have zero mean and variance Nq, similar to the OFDM 

case. This is then transferred into the frequency domain by Af-point DFT, to get f = 

[f° • • • where fn is the received data on the nth frequency bin (n — 0, ■ • •, A — 1).

f is expressed as

f = FjvHd + Fivn (2.26)

Defining d — F^d and H = FatHF^, where F;vHd = F^HF^FArd and H is diago- 

nalised just like in the OFDM system. Substituting d and H into (2.17) gives

r = Hd + n (2.27)

which is the frequency domain representation of the SC-FDE system. Simple one tap 

equalisation can now be performed in the frequency domain for each frequency bin.
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SC-FDE keeps the same advantages of OFDM, and avoids the problems of subcar­

rier synchronisation [49]. Furthermore, in uncoded systems, SC-FDE provides more 

frequency diversity [11], because the symbol energy is spread across the whole band­

width, unlike OFDM where symbol energies are restricted to single subcarrier which 

could be prone to severe fading. In addition, SC-FDE has a PAPR than the OFDM 

system, which is suitable for mobile applications where the mobile device power con­

sumption is of great importance. Due to the non-linear amplifier design in transmission 

circuits, high PAPR causes more power wastage [50].

In SC-FDMA, the users’ data is transmitted in the same domain it is created, unlike 

the OFDMA system. This is achieved by DFT precoding of the user’s data, therefore, 

SC-FDMA is sometimes referred to as pre-coded OFDMA. Unlike OFDMA, where each 

data symbol occupies a single frequency band (subcarrier), the energy of each data 

symbol in SC-FDMA is spread over several subcarriers, which combats the situations 

where there are deep fades on certain subcarriers. Therefore, SC-FDMA has a lower 

PAPR, and higher frequency diversity than OFDMA [8], and it has been proposed to 

be used in the uplink DTE [3]. A single user SC-FDMA system, it is similar to an SC- 

FDE system. The SC-FDMA system is illustrated in Figure 2.9. The major difference 

between SC-FDMA and OFDMA system is the transferring/spreading of each user’s 

data block dw into the frequency domain by an M-point DFT in SC-FDMA, before 

being mapping symbols to subcarriers. The mapped data are transferred back into the 

time domain by Appoint IDFT and each block of N symbols is prepended with a CP. 

The CP is discarded at the receiver to combat IBI and to make the channel appear to 

be circular, similar to the OFDMA system.

The received signal block r = [r° • • • rN~1]T after CP removal at the BS is ex­

pressed as
u-i

r='^T H^F/yM-uFm^-u + V (2.28)



CHAPTER 2. WIRELESS COMMUNICATIONS 28

where v = [v° • • • is the AWGN vector with complex-valued elements that have

zero mean and variance N0. Similar to the OFDMA system, at the BS, the received 

signals are transferred into the frequency domain by iV-point DFT,

if-i

y ' FjvUuF^M^F^fd^-{-Fjvv (2.29)
u=0

Defining Hu = FatH^F^, where Hu is diagonalised by pre and post multiplication 

with the DFT and IDFT matrices, respectively. Substituting Hu into (2.17) gives

t/-i
HuMuFMdM + v (2.30)

u=0

where Hu is the frequency response of the channel for the uth user, similar to OFDMA. 

v = Fjyv is the frequency domain AWGN. The received data corresponding to each 

user ru = [f£ ■ • • r£f~1]T is de-mapped from f using Mj, which is the transpose of the 

initial mapping matrix,

fu = Mjr = M^H^M^F jydu + vu (2.31)

where vu = M^v is an (M x 1) noise vector for the wth user.

2,3.3 Peak to Average Power Ratio

The PAPR of the transmitted signal x(t) (signal after addition of CP), defined by

PAPR = maxa |a;(i)|2
(2.32)

is the ratio of the peak power of transmitted signal to the average value of the sig­

nal [50]. A high PAPR is particularly detrimental to uplink transmission of mobile 

devices, where there is limited power due to current battery performances. PAPR
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Figure 2.9: SC-FDMA block diagram

is also dependent on the type of subcarrier mapping used. In [8], it is shown that 

the interleaved mapping has the smallest PAPR when compared to the localised and 

distributed sub carrier mapping techniques.

2.3.4 Equalisation for OFDMA and SC-FDMA

As previously discussed, the wireless channel and noise create inter-symbol interference 

(ISI) which affects the quality of the received signal. These adverse effects can be 

removed by channel equalisation [34], From (2.18) and (2.27), equalisation is performed 

independently on each subcarrier (OFDM) or frequency bin (SC-FDE), respectively 

[46]. The soft estimate of the data after equalisation is given by

du = Fjjwufu (2.33)
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where Wu is the frequency domain channel equaliser matrix. There are many equalisa­

tion techniques in the literature that involve both linear and non-linear signal process­

ing. In this work, the linear minimum mean square error (MMSE) technique is used 

because of its relative simplicity in terms of complexity, and its generally acceptable 

performance. Other methods such as the zero forcing (ZF) and maximum likelihood 

detection (MLD) are briefly discussed.

Minimum Mean Square Error (MMSE)

The (M x M) frequency domain MMSE equaliser weight matrix Wu, is given by [51]

Wu = H"(H„H^ + TVqIm)-1 (2.34)

where Hu — M^HUMU is the diagonal (M x M) frequency domain channel response 

for the uth user, de-mapped by a pre- and post multiplication of Hu with the inverse 

mapping and mapping matrices, respectively. Wu is derived by minimising the block 

mean square error (MSE) Ju, expressed as

1 M_1 1
= M E MSE« = (2.35)

m=0

where MSE]]1 = Eld™ — d™j2 is the MSE between d™ and its soft estimate d™. eu = 

denotes the error vector between du and its soft estimate du and Ree;it = 

E[eue^] is the error auto-correlation matrix for user u which is expressed as

Ree;w = I - (HUH? + NoIm^H-u (2.36)
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The MSE for each sub carrier 0 < m < (M — 1) allocated to the uth user is given by 

the mth diagonal element of Ree;u

MSE!? -
|^”M+"*|2/iV0 + 1

(2.37)

The output signal-interference-to noise ratio (OSINR) (received SNR after equalisation) 

of each subcarrier is given related to the MSE?1 by 7^ = mSE771' “ -*• which gives,

V4 —lu
iff,kuM+m\ 

u I

N0
(2.38)

This is suitable for OFDM A, where each subcarrier is independent of each other and 

the OSINR for a PRB for the uth user is the average of each sub carrier output SINR,

= J_ y^M-l m 
M fu

In SC-FDMA, the MSE of the wth user is the average MSE of the subcarriers in 

the PRB allocated to that user, MSEU — (1 /M) Y^m=o MSE?1'. Similarly, the output 

SINR Tu of the uth user is related to the MSE by 7^ = ^§^7 — 1 [11,51]. Therefore, 

the output SINR of the PRB allocated to the uth user is given by

7* = , v'M—1 1 1 --- - 1 (2-39)
M 2^m=0 \HtuM+m\2/NQ+l

Zero Forcing (ZF)

The ZF equaliser completely removes the ISI caused by the channel. The ZF equaliser 

weight matrix is the inverse of the diagonal frequency domain channel matrix [52], 

expressed as

W„ = H"(H„H")-1 (2.40)

where Hu is the frequency domain channel for all the sub carriers or frequency bins, sim­

ilar to the MMSE case (2.34). Notice that = 1, which represents total removal
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of the ISL Since the received data r„ is a combination of frequency selective fading 

and AWGN, the AWGN will be amplified by a factor of W as shown mathematically 

below,

r« = W^H^du + n) = du -+- Wun (2.41)

which is especially detrimental when the channel gain is very low (deep fades), hence 

giving Wu a very large noise amplification effect. In addition, when there are spectrum 

nulls (areas where the channel spectrum values are zero), the ZF equaliser cannot be 

estimated because of the issue of dividing by zero [34].

Maximum Likelihood Detection

MLD, as name implies, maximises the probability of detecting the data. For each re­

ceived data bit or symbol, the ML equaliser searches through all the possible bit/symbol 

combinations to find the one which has the highest probability of being the transmitted 

bit [53]. The estimate of the nth received data rn is expressed by,

<%i = mm |K - HZdu(s)\\ V du(s) £ D (2.42)

where D is the set of all possible symbols of du{s) and s — 1, • • • jS1, and S is the 

cardinality of D. Therefore, if the signal space D is large, then for every symbol on 

a subcarrier or frequency bin, a search has to be made over all the possible symbols. 

This is the optimal detector, however, it is complex to implement, especially when the 

number of subcarriers, the signal space and length of the channel are large [54].

Other Equalisers

Other equalisation schemes exist, such as decision feedback equaliser (DFE) and Blast 

[53] that help in reducing interference, by cancelling the interference of already detected 

symbols on yet to be detected symbols. Furthermore, iterative techniques such as
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turbo equalisation [55] have been proposed that exchange information between the 

FEC decoder and the equaliser in order to improve the reliability of the detected 

symbol.

2.3.5 Simulation Results

In this section, some simulations results for the SC-FDMA and OFDMA systems are 

presented.

QPSK and MMSE with Fixed SA

#0-0- ^ o.-

-e-OFDMA (SNR=15dB)
- * - SC-FDMA (SNR=15dB) 
—©—OFDMA (SNR=25dB) 

SC-FDMA (SNR=25dB)

60 80 
Number of Users (U)

Figure 2.10: Uncoded performances of OFDMA and SC-FDMA at SNR = 15 dB and 
25 dB with QPSK modulation.

Figure 2.10 shows the uncoded BER performance of the OFDMA and SC-FDMA 

system across a varying number of users for single BS (single cell) with fixed subcarrier 

allocation (SA) and quadrature phase shift keying (QPSK). Fixed SA is when the 

users are assigned subcarriers sequentially, without any optimisation. Notice that the 

OFDMA does not show any difference in performance irrespective of the number of 

users in the system, because its performance cannot get any worse due to independence
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of the user subcarriers. In general, the OFDMA performance improves with increasing 

SNR. On the other hand, the SC-FDMA system has a decreasing performance with 

increasing number of users in the system. The single user case (SC-FDE) has the best 

performance, due to frequency diversity, however as the number of users increase the 

performance degrades, down to the OFDM performance. Therefore for the LTE system 

with a huge number of users, both systems will provide similar BER performances. 

Nevertheless, the SC-FDMA transmission technique is still beneficial due to its lower 

PAPR [8] is will be shown next.

Figure 2.11 uses the complementary cumulative distribution function (CCDF) to 

demonstrate the performance of the PAPR for both SC-FDMA and OFDMA using 

three modulation levels. Fifty thousand data transmissions are simulated and the 

probability that the PAPR is higher than a certain threshold is calculated. The QPSK 

SC-FDMA system has the best performance and is about 1 dB better than both the 

quadrature amplitude modulation 16 (QAM -16) an QAM-64 SC-FDMA systems. The 

OFDMA systems are about 3 dB worse than the QPSK SC-FDMA system in terms of 

PAPR, irrespective of modulation used.

Comparing Figure 2.12 to Figure 2.11 shows that the PAPR is affected by the 

amount of subcarriers are used to carry data. When M = 120 subcarriers carry data, 

the PAPR is higher than the situation when only M — 12 subcarriers are used to carry 

data. There is approximately a 1 dB performance degradation for all the SC-FDMA 

systems, while there is about a 2 dB performance degradation for all the OFDMA 

systems when the number of data carrying subcarriers increase ten fold.



CHAPTER 2. WIRELESS COMMUNICATIONS 35

M = 12 Data Subcarriers, N = 600 Total Subcarriers
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Figure 2.11: PAPR in dB of a block of M = 12 occupied subcarriers, with N = 600 
total subcarriers in system.

M = 120 Data Subcarriers, N = 600 Total Subcarriers
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Figure 2.12: PAPR a block oi M = 120 occupied subcarriers, with N = 600 total 
subcarriers in system.



Chapter 3

Resource Allocation

3.1 Introduction

The invention of discrete multi-tone (DMT) system - the wired version of OFDM 

- facilitated the invention of resource management based on the frequency domain 

characteristics of the channel [56]. In these single user systems, the frequency diversity 

of the channel is exploited by adapting the transmit power and the amount of bits 

transmitted on each frequency tone to the channel. The amount of transmitted bits 

was determined by changing the QAM modulation levels, while the transmission power 

was determined by a technique called water-filling (or pouring) [47,57-61]. Due to the 

time varying nature of wireless communications, dynamic bit and power allocation was 

extended to the single carrier time domain system in [62] and [63] for uncoded and 

trellis coded systems, respectively. The same water-filling power allocation technique 

was found to be optimal in the time domain, because of the duality of the time and 

frequency domain channels [64]. Hence, dynamic bit and power allocation is possible 

in the time and frequency domain for wideband multicarrier systems [44].

In multiuser systems where the available resources have to be shared amongst the 

active users, resource allocation plays an important role in the efficient utilisation of

36
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the available resources. The most important (expensive) of these resources is the spec­

trum (transmission bandwidth), which has to be effectively utilised. Other resources 

such as the available transmission time, power and space can also be efficiently shared 

among the available users. This has spurred the development of many resource alloca­

tion techniques, whose implementations depend on the type of system. For example, 

the time slots [65,66], frequency subchannels [15,16], space and code resources have to 

be appropriately allocated in the TDMA, FDMA, SDMA and CDMA systems, respec­

tively.

In multiuser multicarrier systems such as OFDMA, dynamic resource allocation to 

different users plays a crucial role in system performance in the presence of time varying 

frequency selective channels. Dynamic subcarrier allocation (SA) for OFDMA systems 

have been greatly explored, and many algorithms have been developed that allocate 

subcarriers, rate and power, to optimise the desired wireless communication utility . 

The most extensively used optimisation utility is the Shannon capacity, which is max­

imised in [14-18,22,24,67,68]. Other important optimisation utilities are the BER, 

transmit power, CFR, OSINR, etc. The transmit power utility is minimised [19,21,25], 

and the CFR is also maximised in [21,27], Fairness is another important optimisation 

utility, and it can either be optimised in the time domain [15] or in frequency do­

main [65]. Due to the complexity of the optimal solution, especially when the number 

of users and subcarriers are large, the algorithms presented in above citations use 

greedy and iterative methods to find suitable but often sub-optimal solutions for the 

PRB allocation problem. Heuristic algorithms such as GA [31] and particle swarm 

optimisation [69] have also been used for resource allocation in OFDMA. However, 

their performances and computational complexities are variable and depend on many 

parameters, such as chromosomes length, generation size, number of generations and 

mutation factor for GA. Most of the aforementioned OFDMA resource allocation al­

gorithms allocate a varying amount of individual subcarriers to users which can be
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very computationally expensive, and is more suitable for downlink resource allocation, 

where the BS has the information for all the users and has enough processing power 

to perforin all the optimisations. Nevertheless, this subcarrier by subcarrier allocation 

does not adhere to current 4G systems such as the LTE and WiMAX, where subcarriers 

are allocated in blocks. In [27], OFDMA subcarriers were allocated to users in blocks, 

similar to the LTE specification.

3.2 Dynamic Resource Allocation

In wireless communications, transmission of data from the BS to the mobile users is 

known as downlink transmission or forward link [3]. In this case, the BS acts as a 

common source for all users’ data. Therefore, the BS can optimally allocate resources 

to different users so that the overall channel bandwidth can be utilised properly. To 

achieve this, the BS periodically gathers information about all the users’ channel state 

information (CSI) using reference and channel sounding data.

On the other hand, the transmission of data from mobile devices to the BS is 

known as uplink or reverse link [3]. It is more difficult to design an optimal central 

resource allocator, because the BS does not have all the information about the users’ 

transmissions. In current 4G systems, some information about the users’ data are 

transmitted back to the BS, however, these contribute to the over-head data, which 

reduces the amount of resources left for relevant user data. The LTE and WiMAX-2 

systems specify the transmission of a single bit to the BS, which indicates the priority of 

data about to be transmitted by a user [3,70]. The BS then specifies the the amount of 

resources to be allocated to the user. Nevertheless, the user independently determines 

which data (service) will currently utilise the allocated resources: a higher priority 

is given to real time services like voice, while email data can have more latency [70]. 

Furthermore, in a wireless communication link with rapidly changing channels (fast
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fading), uplink resource allocation is harder to achieve, because the data reported 

to the BS might be out of date, hence making the resulting allocation irrelevant in 

the current time slot. Therefore, uplink resource allocation must be fast enough to 

match the speed at which the channel changes [71], which puts a huge restraint on the 

complexity of the algorithm used for resource allocation.

3.2.1 Bandwidth/PRB Allocation

In order to keep the complexity, overhead and PAPR low, especially in the uplink, 

the LTE system uses a PRB based allocation instead of the subcarrier by subcarrier 

allocation [3,72]. In Figure 3.1, the frequency domain channel with PRB resolution, for

— User 1
- - User 2

40 6C
PRB index, k

Figure 3.1: Frequency diversity: PRB frequency response for two users. 18 MHz 
bandwidth with 180 KHz per PRB

two users is shown. Observe that both users do not always simultaneously experience 

deep fades on all the PRBS. Therefore, when the PRBs are allocated to the users 

based on their channel performance, there will be a remarkable system performance
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gain, because the deep fades that waste power and corrupt data would be avoided. This 

gain is known as the frequency diversity, which increases when there are more users 

in the system because the probability of allocating a PRB in deep fade is minimised. 

For example, in Figure 3.1, the deep fades around the 90th PRB cannot be avoided, 

irrespective of which user is allocated those PRBs, but as the number of users with 

independent fading increases, the probability of these PRBs being in deep fades for 

all the users reduces. In current wideband 4G systems, the bandwidth and hence 

the number of PRBs are considerably high. Therefore, many users can be allocated 

PRBs simultaneously making the cell size very large [3]. The large bandwidth and large 

number of users imply that the system performance can be considerably enhanced with 

dynamic PRB allocation.

Little work on the PRB based resource allocation has been reported in the literature, 

especially for SC-FDMA systems. In [28], a suboptimal two-dimensional (2-D) greedy 

PRB allocation algorithm was proposed to maximise the sum users’ capacity in an 

SC-FDMA system, which is essentially the same as algorithm for OFDMA in [27]. 

However, the work in [28] ignores the fairness among users, and as a result, users with 

deeply faded channels, may get little or no PRBs. The algorithm in [29] uses the same 

algorithm in [28], but the fairness is improved by employing the logarithm capacity 

utility but this method of improving fairness lowers the peak data rates achievable. In 

addition, none of the aforementioned literature considered the effects of PRB allocation 

on the BER performance of uplink LTE systems. In [73] a greedy subcarrier allocation 

for SC-FDMA is proposed that strictly adheres to the subcarrier adjacency requirement 

of uplink LTE, however, it also allocates a random amount of subcarriers to users and 

not PRBs. Furthermore, the issues of adaptive transmission bandwidth and carrier 

aggregation are considered in [13] and [74] for uplink LTE systems.
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Figure 3.2: Time diversity: time varying channel for two users

3.2.2 Time Slot Scheduling/Allocation

Similarly, the time diversity of the fading channel is shown in Figure 3.2, and with 

the aid of proper time allocation techniques, the deep fades in the time domain can 

be avoided. As already mentioned, a TDM A system divides the available resources 

into time slots, and a user is allowed to transmit its data on a particular time slot. In 

older systems, for example, the GSM, time slot allocation is static, meaning the user is 

allocated a time slot at the beginning of the session and uses it for the whole duration 

needed. The allocation is carried out by a round robin scheduler, where the users take 

turns to use the available bandwidth, disregarding the channel information.

To improve the system capacity, time diversity can be also exploited. The maximum 

rate scheduler [3] is described by

u* = maxfrM
U

(3.1)
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where r* is the instantaneous data rate of the wth user in transmission time interval 

(TTI) t. This scheduler allows the user with the highest instantaneous rate to transmit 

data in any TTI. It maximises the multi-user diversity and it is the theoretical optimal 

allocation strategy. However, the fairness between the users is lost and some users may 

not be allowed to transmit any data for long periods of time, because they consistently 

have a bad channel link. The bad channel link can come about when a user(s) is located 

at a large distance from the BS, ie., cell edge users or suffer severe shadowing due to 

terrain.

Another time domain allocation technique is the proportional fair scheduler [3,65], 

which is described by

u* = max ( —^— ] (3.2)
u \ ]Ct=o ru /

where T is a suitable interval over which the instantaneous data rate of the each user is 

averaged. This helps to maintain a certain fairness over the chosen interval. It ensures 

that the users take turns in using the channel based on their previous average rate. 

This strategy does not maximise the multi-user diversity, but guarantees that all users 

have the opportunity to transmit data, irrespective of their channel link quality.

3.2.3 Bit and Power Allocation

Power allocation involves sharing the available power resource among all the users in 

the system. Power allocation is more relevant in the downlink, because the BS has a 

common power source which can be effectively managed. However, in the uplink, the 

available power is distributed among the users. Therefore, it is more difficult to have 

a central power allocator.

CDMA has historically used power allocation to combat interference (the near far 

problem) [3]. However, it does not play a direct part in maximising the capacity of 

the user. In orthogonal multi-carrier systems, it is possible for each user to use the
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water-filling algorithm on their allocated subcarriers to maximise capacity. However, 

this adds complexity to the system, increases the PAPR and provides very marginal 

gains, because it is well known that constant power allocation is near optimal when 

the subcarrier allocation is good, z.e., when the subcarriers in deep fades have already 

been avoided [14,44,58,59].

Bit allocation is the specification of the number of bits that a user is allowed to 

transmit in a subcarrier. This is the most common form of link adaptation, where 

higher QAM modulation levels are used when the subcarrier gain is high [56,60]. Most 

current systems employ the BPSK, QPSK, QAM-16 and QAM-64 modulations, which 

provide spectral efficiencies of 1, 2, 4 and 6 bits/s/Hz, respectively [34], It is also 

usual to vary the FEC coding rate, which determines the actual data throughput. The 

simultaneous adaptation of both the FEC coding rate and the modulation level, to the 

channel link performance is referred to as adaptive modulation and coding (AMC) [3]. 

Both the LTE and WiMAX systems specify the use of AMC to boost the user effective 

data rates.

In general, there is a link between all the resources to be allocated. For example, 

power allocation is affected by the time and frequency allocations, which in turn deter­

mines the bit allocation. However, jointly optimising allocation across all the resources 

involves multi-utility optimisation, which is highly complex, especially when there are 

more than two utilities or resources [75].

The following factors affect the mode and operation of the resource allocation al­

gorithms:

• Power control is used to mitigate interference from other cells (beneficial to cell 

edge users) and used for path loss and shadowing compensation [13,74]. This 

usually involves increasing the user transmit power by 1 dB or reducing it by 

1 dB for subsequent TTI, depending on the received SINR in the current TTI. 

This implies that individual subcarriers are not power adjusted, and therefore
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the water-filling optimum power allocation is somewhat irrelevant in the uplink 

LTE. Furthermore, in the literature [14, 59] and references therein, it is known 

that when the time slot and subcarrier allocation is properly carried out (very 

deeply faded time slots and or subcarriers are avoided), the water filling power 

allocation adds marginal gains to the system.

• In order to keep data overhead low, uplink LTE does not involve extensive time 

scheduling of data packets. Each data packet is assigned a priority, and only 

this parameter is transmitted to the BS. The BS uses the priority information 

to select the users that will be allowed to transmit in the next TTI and specifies 

the transport format (TF) based on PRB allocation to the chosen users. The 

TF contains all information required for a user transmission, which includes the 

number of PRBs and the modulation and coding scheme (MCS) allocated to the 

user. The user makes independent choice of which data service (data packets) 

is going to be transmitted on the current slot with the allocated transport for­

mat. Therefore, extensive packet scheduling is not very suitable for the uplink 

transmission [3,70].

• AMC is employed for the uplink LTE. Information about the current code rate 

and modulation level is included in the TF information. However, the MCS level 

is the same irrespective of the amount of PRBs allocated to the user. If a large 

number of PRBs are allocated to a single user, the probability of being allocated 

the lowest MCS increases, because the adjacent PRBs in the TF are averaged 

to determine the composite MCS (LTE enforces adjacency). It is also shown in 

the literature that PRB allocation degrades as the PRB size increases, especially 

when it is much larger than the coherence bandwidth of the channel [44,76]. 

Therefore, AMC works better with the TF that has a limited number of PRBs.

• PRB allocation is a very important aspect of resource allocation, especially for
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the uplink LTE system where the benefits of the other adaptation schemes are 

somewhat limited. When PRB allocation is done efficiently, allocating PRBs in 

deep fades is minimised. This reduces power wastage, aids the application of 

efficient MCS levels on the allocated PRBs and prevents spectrum wastage by 

reducing data overhead. Furthermore, the computational cost reduction achieved 

with greedy PRB allocation improves the overall system efficiency.

• Finally, the WiMAX systems prefer interleaved subcarrier allocation, which ex­

ploits frequency diversity. However, WiMAX has a mode referred to as Band 

AMC [26], which groups subcarriers into subchannels or PRBs, similar to the 

LTE system. This allows the same PRB allocation algorithms to be applied to 

both the LTE and WiMAX systems in both uplink and downlink scenarios.

3.3 Problem Formulation

The objective of this research work is to allocate a PRB to each user so that the overall 

BER, SE and outage probability performance across all the users is optimised.

3.3.1 Objective Function

To achieve optimal PRB allocation, the following cost function must be maximised:

LT-lK-l
J ^ ^ ^ ^ bukSuk (^‘^)

«—0 fc=0

subject to:

Suk G {0,1} (3.4)
u-i
^ ^ suk — 1
ii=0

(3.5)
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K-l
J2suk = l (3.6)
fc=0

where buk represents a certain wireless communication utility which is discussed in 

Subsection 3.3.2. When the kth PRB is allocated to the iith user, suk — 1, otherwise 

suk — 0. (3.4) - (3.6) ensure that only one PRB is allocated to one user. buk and suk 

can be put into square matrices, B, the utility matrix, and S, the allocation matrix, 

respectively, where the elements in each row belong to a unique user across all the 

PRBs and the elements in each column belong to a unique PRB across all the users. 

k and u are coupled into one notation ku, which denotes the kth PRB allocated to the 

iith user.

3.3.2 Optimisation Utility

The various optimisation utilities, represented by buk in (3.3), provide information on 

the channel link quality. There are different optimisation utilities such as:

CFR

The channel frequency response (CFR) is the fundamental parameter used in describing 

the link quality between two transmission points. The CFR is the frequency domain 

equivalent of the CIR discussed in Chapter 2. The CFR is also essential for data 

equalisation, because all equalisation techniques discussed in Subsection 2.3.4, require 

an accurate channel estimate to calculate the required equalisation matrices. The 

CFR is estimated by transmitting data previously known at the receiver, referred to as 

reference and sounding data [3]. Across a PRB, the average channel gain is calculated 

by averaging each subcarrier CFR. Therefore, buk in (3.3) is the average gain of the M 

subcarriers in the kth PRB for the nth user, which is given by

^ kM+M—l
b^ = M £ l#"1

n=kM
(3.7)
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where, H™ is the CFR for the nth subcarrier for the nth user, /c = 0, • • •, (if — 1) and 

u = 0, • • •, (U — 1). buk, is maximised across all the users according to (3.3) - (3.6). 

The CFR utility is maximised in [21,27].

Output SINK

The OSINR is a useful utility, because it includes the effect of the transmitted power 

and the interference experienced by the user. It is also known as the received signal 

power after channel equalisation. The OSINR is dependent on what kind of equalisation 

is used, because different equalisers remove different amounts of interference. In SC- 

FDMA, the output SINR utility across all the users’ PRBs using the MMSE equaliser 

is given by

buk -1 (3.8)
(WIVJVo + i)-1

where buk is the output SINR of the kth PRB for the nth user. Notice that this is 

similar to (2.39), while the OFDMA OSINR is given by

buk
kM+M—l

E
\H.n |2

M ^ N0
n—kM

(3.9)

which is related to (2.38). This utility is maximised, similar to the CFR utility. The 

maximum OSINR was used in [77], to allocate subcarriers to all the users. It was also 

employed in [25] to find the allocation that provides the minimum total transmit power 

in an OFDMA system.

SE

The Shannon channel capacity formula through an AWGN channel is given by [33]

C = B log2(l + SNR) (3.10)
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where B and SNR are the bandwidth and SNR, respectively. However, in the presence 

of Rayleigh fading channel and MMSE equalisation, the Shannon capacity utility of 

the kth PRB for the idh user is given by

buk — B log2(l + Buk) (3.11)

where is the OSINR is given by (3.8) for SC-FDMA. For OFDMA, the capacity of 

each subcarrier is found independently by substituting the output SINR for each sub­

carrier (2.38) into (3.10) and then the capacity of the PRB is the sum of all subcarrier 

capacities in the PRB. This utility is maximised in [28] and to improve fairness, the 

logarithm of this Shannon capacity is maximised in [29].

The disadvantage of the Shannon capacity utility is that it assumes that the BER 

is zero (perfect retrieval of transmitted data), which is not the always the case. To 

rectify this, the following utility is derived for QAM modulations in [62]

(3.12)

where is the spectral efficiency (SE) utility of the kth. PRB for the itth user, £1 is the 

desired BER and F^/g is the output SINR of the kth PRB for the nth user given by (3.8) 

for SC-FDMA. For OFDMA, the capacity of each subcarrier is found independently 

by substituting the output SINR for each subcarrier (2.38) into (3.12). Then the SE of 

the PRB is the sum of all the subcarrier SEs in the PRB. Notice that a lower desired 

BER, reduces the peak SE. This utility is maximised in [14] for an OFDMA system.

BER.

The BER is a very important measurement for wireless communications because the 

data throughput (actual amount of bits transmitted across the channel) is highly af­

fected by the BER. The uncoded BER utility of the kth PRB for the nth user with



CHAPTER 3. RESOURCE ALLOCATION 49

QAM modulation in an SC-FDMA system is estimated by [34]

buk « 2 (l - -jCj Q (3-13)

where M is the the QAM level, rufc is the output SINK (3.8)) and the Q-function of a
t2

value x is given by Q(x) = In OFDMA, the BER of each subcarrier is

estimated by substituting (2.38) into (3.13) and then the BER of the PRB is determined 

by averaging the subcarrier BERs. This utility represents the uncoded BER, however, 

all modern broadband wireless communication systems employ FEC coding for error 

control, which is far more complex to estimate. A method used to estimate the coded 

BER for multi-carrier systems is discussed in subsection 3.3.2.

Effective Exponential SNR Mapping

FEC is the means by which the reliability of the received data can be improved by 

increasing the redundancy in the transmitted data. This has become the de-facto 

technique by which channel errors are tackled in modern wireless communication sys­

tems [78]. The advances in digital signal processing hardware and software have en­

abled the implementation of FEC in low power mobile devices. The most common 

and widely used error correcting codes in multiuser wireless communication systems 

are convolutional and turbo coding.

Effective exponential SNR mapping (EESM) [79,80] is the technique by which the 

impact of FEC coding on data transmission is modelled. Unlike uncoded wireless com­

munications, where the BER is a function of only the OSINR of the bit at the receiver 

as shown in (3.13), the BER of a coded signal is a function of many parameters such as 

the data block length, MCS, frequency and time diversity of the multi-carrier channel, 

etc. All these parameters make the a priori estimation of the BER more complicated. 

In fact, there is no closed form equation that provides an accurate estimate of the
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coded BER in a multi-carrier system. The BER is determined by the EESM technique 

as expressed by

Kk = BERAWGNiluk} (3.14)

where buk is the estimated BER of the kih PRB for the tith user, which is mapped out 

from the database of BER performances under the AWGN channel and an identical 

EEC coding, represented by BERawgn- Due to the lack of closed form equations for 

the BER, even the BERawgn is found by simulation [79]. is the effective OSINR 

of the fcth PRB for the itth user, expressed as

ilk =
M

kM+M—l

E *
n=kM

(2M.)
(3.15)

where (3 is the correction factor and 7u(n) is the OSINR of the nth subcarrier for the 

nth user given by,

<yn = lu
\Hl

-No
(3.16)

where H™ is the CFR of the nth sub carrier for the nth user and Nq is the single sided 

noise power spectral density. The correction factor (3 also needs to be determined for 

each MCS employed.

Throughput

The throughput is the actual amount of data transmitted over the communication 

link, unlike the system capacity which specifies the maximum achievable data rate. 

The throughput is highly dependent on the modulation and coding scheme (MCS) 

employed. The EESM derived BER, plays an important role in determining the PRB’s 

throughput. The throughput of a PRB is given by

buk = 1} (3.17)
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where is the SE of the zth MCS. is expressed as

Az _
uk

if ^uk —

0 if Quk > fl
(3.18)

where Am and Ac are the SEs of the modulation level and EEC, respectively, Quk is 

the EESM estimate of the PRB BER, and Ll is the BER threshold, below which error 

free data transfer is assumed. A sufficient values of ri is 10~6. In general, if the coding 

scheme is the same, the higher the modulation level, the larger the observed BER [9].

Table 3.1 summarises all the discussed optimisation utilities.

Table 3.1: Summary of optimisation utilites.
Utility Synopsis
CPU This is the channel frequency response of 

all the PRBs across all the users. This is 
the most readily available utility, gotten 
by pilot data transmission. All other util­
ities are functions of this particular utility.

OSINR This is the observed SINR at the receiver 
after data equalisation for all the PRBs 
across all the users. It combines the effects 
of transmit power, channel and equalisa­
tion technique employed.

SE This is the spectral efficiency of all the 
PRBs across all the users. It is theoretical 
data rate given by the Shannon formula.

BER This is the BER of all PRBs across all the 
users. It depicts the reliability of a PRB 
to carry data through the communications 
link. In this work, EESM method is used 
to estimate the BER.

Throughput This is the actual amount of data that can 
be transmitted though a PRB. In takes 
into account the MCS scheme used. It is 
the most suitable utility when AMC is em­
ployed in the system.
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It is worth pointing out that all the output SINK, SE, BER and throughput utilities, 

all ultimately depend on the estimated CFR. Therefore, it can be stated that the CFR 

utility is the fundamental utility of a wireless communication link.

3.4 Existing PRB Allocation Algorithms

3.4.1 Hungarian Algorithm

The Hungarian algorithm [30, 81] was initially used to find the optimum result for 

the assignment problem. Similarly, in the graph theory, it is used to find the optimum 

matching of a weighted bipartite graph [82]. It optimises the sum minimum or maximum 

of the particular optimisation utility employed, hence if it is used with the CFR utility, 

it will find the maximum sum CFR across the users, but not necessarily provide the 

maximum sum capacity or minimum sum BER. It employs iterative row and column 

reductions to find the minimum cost of a complete matching given a certain utility 

matrix. The algorithm is briefly explained in Algorithm 1 below.

Algorithm 1 Hungarian Algorithm
1: Find minimum of each row in cost matrix B and subtract it from the corresponding 

row. Zeros should appear on each row.
2: If there are also zeros in each column, go to step 3, otherwise, perform step 1 on 

the columns. Now there should be zeros in all the row and columns.
3: Try to cover the zeros with the minimum number of lines (horizontal or vertical). 

If the minimum number of lines equals K (size of square cost matrix), then the 
final solution is reached. Otherwise go to Step 4.

4: Find the minimum cost in the uncovered part of the cost matrix, and subtract it 
from the uncovered rows, then add it to the covered columns.

5: Repeat steps 3 and 4 until the minimum number of lines covering the zeros in 
matrix is at least the size of one edge of the matrix.

If finding the maximum is required, apply the algorithm to —B. An example is 

given below. Notice that the matrix is already negated, because the cost matrix is to 

be maximised.
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-0.7 -4.8 -2.1 -8.2 7.5 3.4 6.1 0

-8.1 -2.6 -6.2 -0.5
-»

0 5.5 1.9 7.6

-7.8 -7.5 -4.4 -1.1 0 0.3 3.4 6.7

-3.2 -0.2 -1.1 -7.6 4.4 7.4 6.5 0

7.5 3.1 4.2 0 4.4 0 1.1 -3.1

0 5.2 0 7.6 0 5.2 0 7.6

0 0 1.5 6.7 0 0 1.5 6.7

4.4 7.4 4.6 0 1.3 4.3 1.5 -3.1

4.4 0 1.1 0 0 1 0 0

0 5.2 0 10.7 0 0 1 0
Sh =

0 0 1.5 9.8 1 0 0 0

1.3 4.3 1.5 0 0 0 0 1

Observe that after step 1, there are 2 columns that do not have any zero on them. 

Perform step 2. Two more zeros are added to the system, but all the zeros can be 

covered by 3 lines (the 2 middle rows and the 4th column) which is less than 4. The 

minimum cost, 3.1, is subtracted from the top and bottom rows (uncovered rows). This 

introduces negative numbers on the covered column. Adding 3.1 to the covered column 

(4th column) removes the negative numbers and adds more zeros to the system. For 

each iteration of steps 3 and 4, more zeros will be added to the system, with the last 

set of zeros guaranteed to be still in place [30].

It is worth noting that from the example above, there might be more than K zeros in
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the final matrix, but only the important zeros are considered - a single zero in a row or 

a column or in both a row and column. After selecting this zero, the next zero is found 

from the cofactor matrix (matrix remaining after the row and column corresponding 

to the first zero are removed), this is iterated until the last zero is assigned. Finally 

Sh in the example above, has I’s in the positions of chosen zeros which represent the 

PRB allocation pattern. The solution is 4.8 + 6.2 + 7.8 + 7.6 = 25.3.

In [83], a summary of other algorithms such as Edmonds and Karp’s algorithm and 

Gabow’s algorithm, that find the optimum solution, similar to the Hungarian problem, 

are provided.

3.4.2 1-D Greedy Algorithm

A greedy algorithm has a myopic view of the solution space. It analyses only a local part 

of the solution space (subspace or subgraph) at a time [84]. In this scenario the greedy 

method emulates a situation, where a user chooses the best part of the spectrum (PRB) 

based on only his/her channel information, rendering the chosen PRB in-accessible to 

subsequent users [27]. Since the users cannot be optimised simultaneously, a so-called 

user-order is necessary, which informs the 1-D greedy algorithm of the order in which 

the users should be optimised. A user-order is a permutation of row (user) indexes 

varying from 0 to (f7 — 1) of matrix B, according to which the independent iterative 

PRB allocation is performed. In this work, a user-order is represented by a row vector 

sa - [s° • • • s^-1], where denotes the uth element of the ath (a — 0, • • •, A — 1) 

user-order. For example, sq = [2 3 0 1] is the 0th user-order that tells the algorithm 

to maximise user (row) 2 first, followed by user 3, then user 0 and finally user 1. This 

algorithm is described sequentially in Algorithm 2.

The example above with performs PRB allocation with the user-order s = [3 1 2 0], 

with solution 7.6 + 8.1 + 7.5 + 2.1 = 25.3, which is less than the optimum Hungarian 

result. Si£) is the final solution matrix. Note that from the example, there is an inherent
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Algorithm 2 1-D Greedy Algorithm 
1: Specify the user-order s = [s° • • •
2: for Each element v = 0, • • •, (C/ — 1) in the user-order s do
3: Allocate the best PRB, i.e., k* = argmaxfc 5^, to the user indexed by sv\
4: Set = 0 (A: = 0, • • •, AT — 1) and bgv^* = 0 (u = 0, • • •, t/ — 1), so that users

do not share subcarriers according to (3.5) - (3.6).
5: end for

bias in the 1-D greedy algorithm, where the available PRBs reduce by one after each 

iteration, leaving fewer and fewer choices to the remaining users, in fact the last user 

does not have any choice. This is one of the major problems with greedy algorithms. 

Nevertheless, in terms of complexity, this reduction in optimisation size is an advantage. 

Therefore, greedy PRB allocation algorithms that have high performance, irrespective 

of the reducing search space, are very beneficial.

0.7 4.8 2.1 8.2 0.7 4.8 2.1 0

8.1 2.6 6.2 0.5
—

8.1 2.6 6.2 0

7.8 7.5 4.4 1.1 7.8 7.5 4.4 0

3.2 0.2 t—
i

T----
1 7.6 0 0 0 0

0 4.8 2.1 0 0 0 2.1 0

0 0 0 0 0 0 0 0
-»

0 7.5 4.4 0 0 0 0 0

0 0 0 0 0 0 0 0
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Sld

0 0 10 

10 0 0 

0 10 0 

0 0 0 1

3.4.3 2-D Greedy Algorithm

The 2-D greedy algorithm [27, 28] is a sub-optimal algorithm used for solving the 

formulated combinational assignment problem. This algorithm iteratively searches for 

the best available PRB amongst all the users, ie., it searches through all the PRBs in 

matrix B, finds the optimal PRB, and allocates it to the row (user) in which that PRB 

is found. This algorithm allocates very good PRBs to users in early iterations, at the 

cost of allocating the poorest PRBs to the users that are allocated in the later iterations. 

Algorithm 3 describes this algorithm. Steps 1 and 2, imply that the best PRB across all

Algorithm 3 2-D Greedy Algorithm
1: Find the best PRB for each user, i.e., buk* = argmax^
2: Find and allocate the best PRB to the user on which it exists, ie., =

arg maxu buk*
3: Set bu*k = 0 (fc = 0, ■ • •, AT — 1) and bujc* = 0 (u = 0, • • •, Z7 — 1), so that users do 

not share subcarriers according to (3.5) - (3.6).

users and PRBs is found and allocated to the user on which the particular PRB is found. 

This means that the users’ interactions are not taken into account, which implies that 

PRB allocation is made strictly from the view of the PRBs. This is analogous to the 

time domain maximum rate scheduler. Step 3, just ensures that the required constraints 

that one user gets only one PRB is upheld. The example for the 1-D greedy algorithm 

gives the same result for the 2-D greedy algorithm. Notice that, it is not always the
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case, because a different user-order for the 1~D greedy algorithm will produce a different 

result. The final solution for the 2-D greedy example is 8.2 + 8.1 + 7.5 + 1.1 = 24.9, 

which is less than both the Hungarian and 1-D greedy solution. However, note that 

the 2-D greedy solution is one of the possible solutions that the 1-D greedy can find, 

because the 1-D greedy is dependent on the user-order. For example, the user-order 

s — [0 1 2 3] with the 1-D greedy algorithm, will produce the same result as the 2-D 

greedy algorithm.

0.7 4.8 2.1 8.2 0 0 0 0

8.1 2.6 6.2 0.5
->

8.1 2.6 6.2 0

7.8 7.5 4.4 1.1 7.8 7.5 4.4 0

3.2 0.2 1.1 7.6 3.2 0.2 1.1 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
—^

0 7.5 4.4 0
-A

0 0 0 0

0 0.2 1.1 0 0 0 1.1 0

S2D

0 0 0 1 

10 0 0 

0 10 0 

0 0 10

Notice that the Hungarian algorithm has a better spread of PRB allocations, with 

its minimum allocated value being 4.8. However, it does not choose the largest PRB
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values. The 1-D and 2-D greedy algorithms prefer choosing the largest PRB values 

immediately. This increases the probability of poor PRB allocations such as the 1.1 

and 2.1 values in the 2-D and 1-D greedy algorithms, respectively.



Chapter 4

Enhanced Ranking based Greedy 

PRB Allocation

4.1 Introduction

As discussed in Chapter 3, the 1-D and 2-D greedy algorithms are too myopic in nature. 

The 1-D greedy algorithm employes either a fixed user-order or randomly chooses a 

user-order for PRB allocation. The 2-D greedy algorithm does not consider user inter­

action, and performs allocation from the viewpoint of the PRBs. Both these methods 

increase the probability that some users are allocated poorly performing PRBs.

In this Chapter, three enhanced ranking based greedy PRB allocation algorithms, 

referred to as the maximum greedy (MG), mean enhanced greedy (MEG) and single 

mean enhanced greedy (SMEG) algorithms, are proposed. The MG algorithm finds the 

best greedy PRB allocation out of multiple evaluations of different user-orders, while 

the MEG algorithm uses the iterative calculation of the mean (average) of different 

users’ PRB performances to determine the user-order with which the iterative greedy 

allocation is implemented. The SMEG algorithm is a reduced complexity version of 

the MEG, by replacing the MEG algorithm’s iterative mean estimation of users’ PRBs

59
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with a single mean calculation. The proposed greedy algorithms are different from 

existing greedy algorithms (e.g. the 2-D greedy algorithm [27]), in that they provide 

an appropriate ranking of the users, so that the users with relatively poor channel 

qualities (low ranking) are given a higher priority during PRB allocation. Further­

more, unlike heuristic algorithms such as GA and particle swarm optimisation that 

have variable computational complexities, the proposed algorithms are deterministic, 

have fixed complexities and are relatively fast, which make them suitable for real time 

wireless communication systems.

The BER performance of the PRB allocation algorithms is crucial in wireless com­

munications and was hardly considered in other relevant work. In addition, the pro­

posed algorithms are applicable to both PRB based SC-FDMA and OFDMA systems. 

It is shown with simulations, that the SE performances of the proposed algorithms 

are close to the performance given by the Hungarian algorithm [30] (optimal searching 

algorithm to maximise the SE), while offering a huge computational advantage. The 

superior BER performances of the proposed algorithms allow them to have a more pos­

itive impact on the actual data throughput of the system when compared to the 1-D 

and 2-D greedy algorithms. In addition to the computational complexity and fairness 

analysis, the effects of imperfect channel estimation, root mean square (RMS) delay 

and Doppler spread on performance of the proposed algorithms are investigated.

Furthermore, a so called selective greedy (SG) algorithm is proposed to reduce the 

complexity of the greedy algorithms by by selecting only a fraction of the total num­

ber of users for optimisation. This SG algorithm is coupled with the mean enhanced 

ranking technique so that only very worst users (low ranking) optimise their PRB allo­

cation, while the remaining highly ranked users are randomly allocated PRBs (without 

optimisation). The random allocations do not incur any computational cost. This 

combination of the SG and the mean enhanced ranking is referred to as the selective 

mean enhanced greedy (SLMEG) algorithm. It is shown with simulation, that the
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SLMEG algorithm provides superior performance over the 1-D and 2-D greedy algo­

rithms, when it is used to minimise the sum BER across the users, especially at fairly 

high SNRs.

4.2 Enhanced Ranking based Greedy Algorithms

4.2.1 Maximum Greedy Algorithm

As previously discussed, the 1-D greedy algorithm allocates PRBs to users by sequen­

tially finding the maximum PRB in each row (user) of B, while upholding constraints 

(3.4) - (3.6), which ensure that once a PRB is allocated to a user, no other users can 

subsequently find it. The proposed MG algorithm performs this sequential allocation 

multiple times according to pre-determined user-orders and selects the PRB allocation 

provided by the best user-order (the user-order is explained in the context of the 1-D 

greedy algorithm described in Chapter 3). Each user-order has a corresponding solution 

Ta = , which is the sum of all the k* chosen PRBs values for the ath user-order.

In this work, the A user-orders out of Al user-orders are selected by taking the initial 

vector sq = [0 1 • • • (17 — 1)] and cyclically shifting it (U — 1) times. Therefore, the 

selected user-orders are given by {s0 = [0 1 • • • (f/ — 1)] , si = [1 2 • • • ([/ — 1) 0], 

• • •, sa-i = [(17 — 1) 0 1 • • • (U — 2)]}. This method of selecting user-orders ensures 

that each user-order’s solution Ta definitely includes at least one user’s best result, 

because a different user is always optimised first for each user-order chosen in this 

fashion. However, the user-order with the best overall solution is chosen, as described 

in Algorithm 4 below.

The selection of A user-orders in step 1 can be appropriately chosen based on the 

details of the system at hand, or can be randomly initialised. However, the method 

of initialisation in this work ensures that each users’ optimum allocation is compared 

against each other. The maximisation in step 5, would become a minimisation if the
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utility considered is to be minimised, for example the BER utility. The MG algorithm’s

computational complexity can be scaled by adjusting the value of A based on the

desired performance. Nonetheless, analysing a relatively small number of user-orders

will produce good results, as shown in Section 4.5. The MG algorithm will definitily

provide the optimal performance of the particular utility if all the possible Al user-

orders’ solutions are found and compared. This approach is highly computationally

complex and requires lots of memory because over a million user-orders’ solutions need

to be evaluated and stored when there are more than 9 users in the system.

Algorithm 4 Maximum Greedy Algorithm 
1: Select A user-orders.
2: for Each user-order a = 0, • • ■, (A — 1) do
3: Initialise the user-order’s solution: Ta = 0
4: for each element u = 0, • • •, U — 1 in the user-order a, do
5: allocate the best PRB, i.e., k* = argmax^ to the user indexed by s^;
6: accumulate allocated PRBs into the current user-order solution: Ta = Ta -\-

bslk*\
7: set bsvk = 0 (fc = 0, • • •, A — 1) and bsv^* = 0 (u = 0, • • •, £7 — 1), so that users

do not share subcarriers according to (3.5) - (3.6).
8: end for
9: end for

10: Select the user-order with the best solution in terms of sum PRB values i.e., a* = 
argmaxaTa, as the user-order with which PRB allocation is carried out.

An example of the MG algorithm is provided below, with only two user-orders 

evaluated.

1st instance of 1-D Greedy 2nd instance of 1-D Greedy

with user- Drder [0 12 3] with user-order [3 2 1

0.7 4.8 2.1 8.2 0.7 4.8 2.1 8.2

8.1 2.6 6.2 0.5 8.1 2.6 6.2 0.5

7.8 7.5 4.4 1.1 7.8 7.5 4.4 1.1

3.2 1.1 0.2 7.6 3.2 1.1 0.2 7.6
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8.1 2.6 6.2

7.8 7.5 4.4

3.2 1.1 0.2

7.5 4.4 

1.1 0.2

0.7 4.8 2.1

8.1 2.6 6.2

7.8 7.5 4.4

4.8 2.1

2,6 6.2

0.2

Notice that the two user-orders provide different results. The [0 12 3] user-order 

provides a total of 24, while the [3 2 10] user-order provides a total of 26.4. Therefore 

the MG algorithm will choose the solution provided by the [3 2 10] user-order.

4.2.2 Mean Enhanced Greedy

The MEG algorithm utilises the users’ PRB mean (average) performance for determin­

ing the dynamic user-order with which the users are optimised. Therefore, unlike the 

MG algorithm where multiple user-orders are evaluated, the MEG algorithm uses only 

one user-order, which is not initialised at the start of optimisation, but is constantly 

adjusted after each allocation of a PRB to a user.

The mean of the PRBs in each row of matrix B are calculated and the user with 

the least mean value is permitted to search for its best PRB, after which (3.4) - (3.6) 

are upheld. The mean of the remaining users PRBs are re-calculated after subsequent 

allocations, because the users’ mean performances change due to parts of the spectrum

4.8
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rendered unobtainable. The algorithm is described in Algorithm 5 below.

Algorithm 5 Mean Enhanced Greedy Algorithm
1: Calculate the mean PRB performances Tu — buk for all available users.
2: Find user u* — argminuTu with the worst mean PRB.
3: Allocate the best PRB, i.e., k* = argmax^^fc) to user u*.
4: Set bu*k ~ 0 (fc = 0, ■ • •, AT — 1) and buk* = 0 (ii = 0, ••*,[/ — 1), so that users do 

not share subcarriers according to (3.5) - (3.6).
5: Repeat steps 1-4 until all the users have been allocated PRBs.

An example of the MEG algorithm is given below, where the mean (average) of 

each iteration is in the vector on the right.

Utility Values Average

0.7 4.8 2.1 8.2 3.95

8.1 2.6 6.2 0.5 4.35

7.8 7.5 4.4 1.1 5.20

3.2 0.2 1.1 7.6 3.02

0.7 4.8 2.1

8.1 2.6 6.2

7.8 7.5 4.4

2.53

5.63

6.56

8.1 6.2 7.15

7.8 4.4 6.10

6.2 6.2
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The solution provided is the 26.4. Note that all the PRBs with low values have 

been avoided. Furthermore, notice that in the MEG algorithm, no explicit user-order 

is initialised at the start. However, the algorithm constantly determines the most 

appropriate user for optimisation in any particular iteration, by recalculating the mean 

and choosing the user with worst average PRB value, i.e., steps 1 and 2 are repeated 

before any allocation of a PRB to a user. The standard parts of the greedy algorithm 

that allocate the PRB and uphold the required constraints are performed in steps 3 and 

4, respectively. The minimisation and maximisation in steps 2 and 3, would become a 

maximisation and minimisation, respectively, if the BER utility were considered.

The MEG algorithm gives users that have a poor channel link quality, a higher 

priority, which allows them to search for PRBs first. This aims to maximise these poor 

users’ probabilities of obtaining fairly good PRBs. While the users that on average, 

have good PRB values, will most likely be allocated good PRBs irrespective of their 

priority.

4.2.3 Single Mean Enhanced Greedy Algorithm

The SMEG algorithm reduces the complexity of the MEG algorithm by calculating the 

mean of the users’ PRBs (&„*.) only once and followed by a sorting of the calculated 

mean values. Unlike the MG algorithm that evaluates the performance of multiple 

user-orders, the SMEG algorithm evaluates only A ~ 1 user-order. The only user- 

order is determined by ascending or descending (for BER) order of users’ mean PRB 

performance Tu — Ylk=o buk- The SMEG algorithm is described in Algorithm 6 

below.

An example of the SMEG algorithm is shown below. The mean of the users’ utility 

values are in the vector on the right. Notice that the mean values do not change after 

every iteration, which is unlike the MEG algorithm.
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Algorithm 6 Single Mean Enhanced Greedy Algorithm
l: Calculate the mean PRB performances Tu = ^uk f°r aU users u —

0, •• •,[/-!.
2: Determine s = [s° • • • s^-1] by ascending order of Tu}s.
3: for For each element — lin the user-order s, do
4: Allocate the best PRB, i.e., k* = argmax*, to the user indexed by
5: set bsvk = 0 (k = 0, ■ ■ •, K — l) and bsvk* = 0 (u = 0, ■ ■ •, Z7 — 1), so that users do

not share subcarriers according to (3.5) - (3.6).
6: end for

Utility Values Average

0.7 4.8 2.1 8.2 3.95

8.1 2.6 6.2 0.5 4.35

7.8 7.5 4.4 1.1 5.20

3.2 0.2 1.1 7.6 3.02

0.7 4.8 2.1

8.1 2.6 6.2

7.8 7.5 4.4

3.95

4.35

5.20

8.1 6.2 4.35

7.8 4.4 5.20

4.4 5.20

The SMEG algorithm provides a solution of 24.9, which is slightly better than the 

2-D greedy algorithm and worse than the MEG algorithm. However, the poor PRBs
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have been avoided also. Steps 1 and 2 of the MEG algorithm, determine the enhanced 

ranking (user-order), with which the greedy algorithm (steps 3-6) uses to allocate 

PRBs. If minimisation of the utility is required, for example the BER utility, the user- 

order in step 2 would be determined by descending order of Tu’s and the maximisation 

in step 4, would become a minimisation.

4.3 Selective Enhanced Ranking based Greedy Algorithms

In this section, a so-called selective greedy (SG) algorithm is proposed. It reduces the 

complexity of the greedy algorithm, by reducing the number of users that optimise 

PRB allocation. It is based on the hypothesis; if the PRB allocation for the fraction of 

users that have poor PRBs on average is optimised, then the remaining users, can be 

randomly allocated PRBs without the risk of allocating bad PRBs to them. Therefore, 

the greedy optimisation is selectively performed for a fixed number of users (7i, and 

after these fixed number of users have iteratively searched for PRBs, the remaining 

(U — Ui) users are randomly allocated the remaining PRBs. For example, in a f7 = 100 

user system, Ui — 50 poorly ranked users are allowed to search for PRBs based on the 

performance of their buCs, while the remaining 50 users are allocated PRBs randomly, 

without any consideration of their buk performance. The complexity of the system is 

reduced because only Ui greedy search iterations are carried out, while the random 

allocation incurs negligible computational costs (similar to the fixed allocation/round- 

robin system). The proportion of selectiveness is given by r = (^-). For example, in 

& U = 100, user system, if Ui — 75 the proportion of selectiveness is r = This 

algorithm is described in Algorithm 7.

In step 1 of the SG algorithm, the user-order is determined in any appropriate 

fashion. On its own, similar to the 1-D greedy algorithm, the SG algorithm does not 

provide suitable results, however, its performance can be enhanced by using the mean
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Algorithm 7 Selective Greedy Algorithm 
1: Specify the user-order s = [s° • • • s17-1].
2: Initialise the desired amount of randomness, r%.
3: Define the new reduced-size user order si = [s° • • • srU~1].
4: for Each element t> = 0, • • • ,r£/ — 1 in the new user-order si do 
5: Allocate the best PRB, i.e., k* = argmaxjt to the user indexed by sv;
6: Set bsvf- =0 (k = 0, K — 1) and = 0 (v = 0, • • ■, Cf — 1), so that users

do not share sub carriers according to (3.5) - (3.6).
7: end for
8: Randomly allocate PRBs to the remaining (1 — r)U users.

enhanced ranking discussed earlier. For example, the algorithm that combines the SG 

algorithm and the SMEG algorithm is referred to as the selective mean enhanced greedy 

(SLMEG) algorithm. In addition, the SG algorithm can be combined with the MEG, 

where the mean is re-calculated after every iteration. However, this would increase the 

complexity. An example of the SLMEG algorithm is presented below:

Utility Values Average

0.7 4.8 2.1 8.2 3.95

8.1 2.6 6.2 0.5 4.35

7.8 7.5 4.4 1.1 5.20

3.2 0.2 1.1 7.6 3.02

0.7 4.8 2.1

8.1 2.6 6.2

7.8 7.5 4.4

3.95

4.35

5.20

8.1 6.2 4.35

7.8 4.4 5.20
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Notice that the algorithm stops after the first two allocations. The poor PRBs have 

been avoided and random PRB allocation can now take place, either one of the 8.1 and 

4.4 or the 6.2 and 7.8 permutations can be used.

4.4 Complexity and Memory Analysis

4.4.1 Computational Complexity

The complexities of the proposed algorithms are derived and compared to those of 

the Hungarian algorithm [25,30] and the sub-optimal 1-D and 2-D greedy algorithms 

[27,28], in terms of the number of comparisons needed to allocate PRBs to all the users 

in the system. In this work, since the number of users is equal to the number of PRBs, 

ie., (U = RT), the complexity of the algorithms will be written in terms of the the 

number of users U alone. A computation, such as addition, subtraction, multiplication 

or division is assumed to have the same complexity as one comparison. This might not 

be totally realistic, but it does serve as a benchmark for counting all the operations 

(comparisons and computations).

The computational complexity of the Hungarian algorithm is given by T# = 

^(11 f/3 + 12?72 + 31C/) [30]. The iterative nature of the algorithm means lots of com­

parisons are needed for the optimal solution.

The 1-D greedy algorithm needs (U — 1) to find the best PRB for the first user. 

Nevertheless, the number of searches reduce by one, after each iteration, because fewer 

and fewer users need optimisation. Therefore, the total number of comparisons needed 

for the whole allocation procedure is Xi£> = Ylu=i(u ~■ 1) = ?>(U2 — U).

In a similar manner, the total number of comparisons needed by the 2-D greedy 

algorithm to find the best PRB in the first iteration, out of the initial U2 PRBs in matrix 

B is (U2 — 1). However, after each iteration, the size of the matrix reduces by one until 

there is just one element remaining. Therefore, the total number of comparisons needed
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for the whole allocation procedure is T2D — Y^l=i{u2 — 1) — — |C/.

The number of comparisons for the MG algorithm is given by Tmg ~ A —

1) _l_ (^4 _ 1) — ^{U2 — C/) + (A — 1), where the first term is the number of comparisons 

needed for the total iterative allocation of one user-order multiplied by the total number 

of user-orders A, and the second term is the number of comparisons used for finding 

the best out of A user-orders.

The following assumptions are used to derive the number of comparisons for the 

MEG algorithm:

1. Addition is taken as one computation for two numbers.

2. Division is also taken as one computation for two numbers.

3. Calculating the mean of U numbers needs (U — 1) additions and one division. 

Which gives credence to assumption 2, because the complexity of one division is 

negligible when compared to all the additions, especially in a system with large 

number of users.

Based on the above assumptions, to calculate the mean of U PRBs, U — 1 + 1 = U 

computations are required. Therefore, the number of computations for all the U users 

is U2. The total number of computations needed for a complete allocation using the 

MEG algorithm is given by TM£?g = T,u=i(u2+U~l) = ^{U2+U)(2U-\-l)P^(U2~U), 

where the first term is the total number of computations needed for calculating the 

mean of all the users PRBs and the second term is the total number of computations 

needed for the iterative allocation of PRBs for one user-order (1-D greedy). After 

simplification, the total number of computations is given by Tmeg ~ ^U3 -\-U2 — ^U.

The number of comparisons for the SMEG algorithm is given by Tsmeg = X)u=i(u— 

1) + [/2 — |(3f72 — U), where the first term is the number of comparisons needed for 

the iterative allocation of one user-order added to the total number of computations 

(U2) needed for calculating the mean of the U users mean PRB values.
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Table 4.1: Number of operations for each algorithm and normalised complexity, A = 
U — 100 for the maximum greedy algorithm_____ _______________ _____________

Algorithm Number
of computations

Normalised
complexity

Memory
Requirements

2-D Greedy [27] [28] i£/3 + ktf* - 68.30 2
Hungarian [25] (lltf'6 + 12U2 + 31?7)/6 374.52 Variable
1-D Greedy [27] W2 - v) 1 2

SG 1/2(17? - Ut) 0.56 (r = 75%) 
0.25 (r = 50%)

2

MG A±(U2-U) + A-l 100 U2 + U+ 4
MEG V3 + u2 - W 69.4 2

SMEG ?(3U2 — U) 3.02 log U 4-U+ 2
SLMEG 1/2(77? - Hi) + U2 2.58 (r=75%)

2.27 (r=50%)
log U 4- U 4~ 2

The SG algorithm has a lower complexity than the 1-D greedy algorithm because 

only a fraction of the users PRBs are allocated through optimisation. The SLMEG 

algorithm’s computational complexity benefits from the computational saving of the 

SG algorithm. The SLMEG algorithm has an additional U2 computations which is due 

to the estimation of the all the users’ mean PRB values. Therefore, the total number 

of computations for a complete PRB allocation by the SLMEG algorithm is given by 

1/2{U2 - Ui) + U2, where Ui = rU.

The complexities of the discussed algorithms are summarised in Table 4.1. Column 

2 of Table 4.1 presents the computational complexity in terms of the number of users U. 

Column 3, presents the 1-D greedy normalised numerical complexity of the algorithms 

for U — 100 users.

4.4.2 Memory Requirements

In terms of memory, all the algorithms require U2 memory slots to store the matrix of 

users’ utility values. In addition, comparisons that find the minimum or maximum of 

a PRB value for a user can be efficiently done with two memory slots, using a compare
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and discard scheme (where only two elements are compared in each instant, and the 

minimum in each comparison is saved while the other value is replaced by the new value 

to be compared). In all the greedy algorithms, except the MG algorithm, the required 

memory reduces after every iteration, therefore, to estimate the required memory, the 

largest memory required at the start of the algorithm is estimated. Furthermore, all 

the algorithms will need either U memory locations to store the final allocation result, 

nevertheless, extra memory is not needed because after the first iteration 2U memory 

slots are freed, which can then be used to store the solutions after each iteration.

The 1-D and 2-D greedy algorithms only require the two extra memory slots at the 

beginning of the algorithms to carry out the required comparisons.

The MEG algorithm is similar, because only two memory slots are required to store 

and compare the users’ mean utility values, two users at a time. When the user with 

the smallest mean utility value is found, the same two memory slots can be used for 

that user’s specific comparisons to find the best PRB.

The SMEG algorithm requires U memory slots to store all the users’ mean PRB 

values because the users’ mean utility values have to be ranked (sorted). This is unlike 

the MEG that just needs to find the poorest user. In addition, the MEG algorithm 

will need extra memory to perform the sorting; if the in place quicksort algorithm is 

employed, the extra memory requirement will be log(!7). Finally, two memory slots 

are required for the comparisons required to find each user’s best PRB, similar to the 

other greedy algorithms. Therefore, the SMEG algorithm needs a total of £/ + 2 + log t/ 

memory slots. The SLMEG algorithm required the same amount of memory as the 

SMEG algorithm.

The MG algorithm requires another U2 memory slots to keep a copy of the users’ 

utility matrix, which prevents the destruction of the utility matrix after an evaluation 

of the 1-D greedy algorithm. Furthermore, U memory slots are required to keep the 

user-order of the current 1-D greedy evaluation. In addition, it needs 2 memory slots
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for the comparisons needed to find the best PRB. Finally, two slots are required to 

store and compare the final solutions of two subsequent user-orders. Therefore the 

largest memory required for the MG algorithm is 272 + £/ + 4

The Hungarian algorithm is quite heuristic and there is no definite amount of 

memory requirement. Two slots are also needed for the comparisons needed to find 

minimum on each row and each column. A varying amount of memory is needed to 

specify the location of the zeros in the utility matrix after the first two iterations, the 

worst case here is f/2, where all the elements are equal. However, the algorithm stops 

in this instance. A varying amount of memory is also needed to find the lines needed 

to cover all the zeros.

4.5 Simulations

4.5.1 Setup

Monte Carlo simulations are used to determine the performance of the proposed algo­

rithms, in comparison to the Hungarian algorithm [30], 2-D algorithm [27] and fixed 

subcarrier allocation (SA) method, a fixed pattern of allocating PRBs to users, which 

is analogous to the time domain round robin allocation method [3]. The average per­

formances of BER, capacity and throughput provided, are averages across all the users 

in the system.

A centre frequency of 2 GHz is assumed, with six different transmission bandwidths, 

ranging from 1.25 MHz (6 PRBs which supports 6 users in this work) to 20 MHz 

bandwidth (100 PRBs which supports 100 users) K — U. Each PRB is made up of 

12 subcarriers, with a subcarrier spacing of 15 KHz, therefore, each PRB occupies 

180 KHz. Perfect CSI is assumed for all the simulations, except in Figure 4.6. The 

wireless channel is Clarke’s NLOS Rayleigh fading with the typical urban (T.U.) area, 

6 tap PDP (Table 2.1), which is generated by the process described in [33]. It has an
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Table 4.2: Correction value j3 for EESM derived BER estimation.
QPSK QAM-16 QAM-64

OFDMA 1.3 3.0 8.0
SC-FDMA 1.3 4.5 15.0

approximate RMS delay spread of 1 fis [1], except in Figure 4.7 where and exponential 

channel is used so that the RMS delay spread can be varied according to (2.3). A 

Doppler spread of 370 Hz with channel coherence time of about 1.14 ms (calculated 

with 0.423/Bd as in [33]) is used except in Figure 4.8 where the speed of the mobile is 

varied to change the Doppler spread according to (2.6). The desired BER D = 10-5 

and the QPSK modulation is used for all simulations except for the investigations 

into throughput and outage probability performances in Sub-section 4.5.5. The noise 

is modelled by AWGN described in Section 2.1.1, with noise power density of Nq/2 

per dimension. The EESM technique is used to model an un-punctured 1/2 rate 

convolutional code with the correction values /?, which are given in the Table 4.2 for 

all the modulation levels, therefore all BER performances are under this coding rate. 

The SNR is defined as the average ratio of the received signal power to noise power.

The P values in Table 4.2 are derived using the same technique in [79]. This cali­

bration has to be performed before hand and the values stored in memory, in addition 

to the AWGN BER performance of a system with the same parameters described in 

the preceding paragraph.

4.5.2 BER and SE Performance Comparisons

In this Sub-section, the SE utility is used for PRB allocation. A 10 MHz bandwidth is 

used, which supports K = 50 PRBs and in this work U = K.

Figure 4.1 demonstrates the SE performance for all the discussed algorithms. With 

the exception of the fixed SA algorithm, there are negligible SE differences between all
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—e—MEG 
-a-MG 
—a—SMEG 
—*— Hungarian 
- * - 2-D Greedy 
—i— Fixed SA

SNR (dB)

Figure 4.1: Average SE performance of the discussed dynamic PRB allocation algo­
rithms for U = 50 users.

the algorithms, and they all have a gain of about 5 dB over the fixed SA at an average 

SE of 5 bps/Hz.

The real system performance such as throughput is highly dependent on actual 

BER. Hence, in Figure 4.2, the MEG provides the best BER performance, with a gain 

of approximately 5 dB and 8 dB at a BER of 10-5 over the Hungarian, and both the MG 

and SMEG algorithms, respectively. The MEG algorithm also has a gain of 13 dB over 

the 2-D greedy algorithm at a BER of 10-3. Remember that the MEG achieves this 

with a comparable complexity to the 2-D greedy algorithm and a far lower complexity 

than the Hungarian algorithm, as presented in Table 4.1. Furthermore, both the SMEG 

and MG algorithms outperform the 2-D greedy algorithm by 10 dB and 8 dB, at a BER 

of 10-3, respectively. The MG and SMEG algorithms performances come within 1 dB 

of the Hungarian algorithm at low SNR and have only about a 3 dB loss at high SNR, 

while having a huge computational complexity gain.

Figure 4.3 shows the impact of the number of users on the average SE performance 

of different algorithms at a fixed SNR of 15 dB. The SE improves with the increase
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-SMEG
— Hungarian

— 2-D Greedy
— Fixed SA

SNR (dB)

Figure 4.2: Average BER performance of discussed algorithms for U = 50 users.

-e—MEG 
-b—MG 
-^-SMEG 
—*— Hungarian 
- * - 2-D Greedy 
—|— Fixed SA

Number of Users (U)

Figure 4.3: Impact of the number of users on the SE performance of the PRB allocation 
algorithms at SNR = 15 dB.
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—e—MEG 
—b—MG 
—A— SMEG 
—•— Hungarian 
- * - 2-D Greedy 
—'— Fixed SA

40 50 60
Number of Users (U)

Figure 4.4: Impact of the number of users on the BER performance for the PRB 
allocation algorithms at SNR = 10 dB

of the number of users, due to multiuser diversity. The MEG, MG and 2-D greedy 

algorithms have negligible performance differences, and they come within 0.1 bps/Hz 

of the Hungarian algorithm, while the SMEG algorithm comes within 0.2 bps/Hz of 

the Hungarian algorithm.

Figure 4.4 shows the impact of the number of users on average BER performance 

of different algorithms at a fixed SNR of 10 dB. The MEG algorithm takes huge ad­

vantage of the multiuser diversity gain that comes about by an increase in number of 

users, achieving 10~6 for U = 100 users. The MG, SMEG and Hungarian algorithms 

have their minimum BER around 10-4 for U = 100 users. In particular, the SMEG al­

gorithm, has a worse performance as the number of users in the system increases. This 

phenomenon could be attributed to the in-efficient ranking (user-order) of the SMEG 

algorithm which only performs well (very similar to the MEG) when there are about 

6 users in the system. As the number of users increase, the ranking loses its ability 

to properly differentiate between users’ performances. The 2-D greedy and fixed SA
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-e-MEG

—SMEG 
—*—Hungarian 
- * - 2-D Greedy 
—♦—Fixed SA

SNR (dB)

Figure 4.5: Outage probability performance of the PRB allocation algorithms for U = 
50 users; minimum required user data rate is 0.5 Mbps.

algorithms extract no multiuser diversity gain from the system.

The actual data throughput performance of the proposed algorithms are superior 

to the 2-D greedy algorithm, because in Figure 4.2, the proposed algorithms achieve 

the desired BER at much lower SNR levels than the 2-D greedy algorithm. Therefore, 

extra processing (performance penalties in form of re-transmissions, stronger coding, 

etc. ) would be needed by the 2-D greedy algorithm to practically achieve the desired 

BER, which in turn affects the actual data throughput.

The outage probability is a measure used to judge the fairness of a system, where 

all the users require the same quality of service (QoS). The probability that users do 

not meet the minimum required SE of 2.78 bps/Hz is demonstrated in Figure 4.5 . 

An SE of 2.78 bps/Hz is equivalent to 0.5 Mbps for one 180 KHz wide PRB. The 

MEG algorithm has a performance gain of about 1 dB, 2 dB and 3 dB at an outage 

probability of 10~3 over the Hungarian, SMEG and MG algorithms, respectively. The
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MEG also has about 8 dB gain over the 2-D greedy algorithm at an outage probability 

of 10~2. The 2-D greedy algorithm is the worst performing PRB allocation algorithm 

in terms of outage probability, with more than 1Q“2 at 25 dB, which is over three orders 

worse than the MEG algorithm. In addition, AMC will improve the outage probability 

of the proposed algorithms, because they give more users the opportunity to avoid bad 

(deeply faded) PRBs. AMC will not benefit the all the users which suffer outage under 

the 2-D greedy algorithm, because those users are not even allocated PRBs that can 

carry the minimum amount of data.

4.5.3 Effects of Channel Parameters

Effect of channel estimation error: The impact of pilot symbol assisted modulation 

(PSAM) [85] channel estimation, on the PRB allocation algorithms is investigated 

using,

hu ~ + eu (4.1)

where hu = [Au(0) hu(l) • • • hu(L)]T is a vector of the (L + 1) non-zero elements on the 

first column of the (N x N) time domain circular CIR matrix and zu is the estimate 

of hu. The error vector £u has (L + 1) i.i.d. elements, each being Gaussian with zero 

mean and variance (1 — \phz\2), where phz is the correlation co-efficient between hu and 

zu. Note, phz — 1 corresponds to perfect channel estimation. In the simulations, zu is 

used for dynamic PRB allocation, while perfect CSI is used for equalisation to isolate 

the impact of imperfect CSI on PRB allocation performance. In Figure 4.6, phz varies 

between 0.8 and 1, corresponding to 20 % and 0% channel estimation error, respectively. 

The MEG algorithm has the best performance compared to the other algorithms, while 

the SMEG, MG and Hungarian algorithms have similar performances. The 2-D and 

fixed SA algorithms do not show any performance gain, regardless of the quality of 

channel estimates.
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—e— MEG
—B— mg

—A— SMEG 
—»— Hungarian 
- * - 2-D Greed> 
—i— Fixed SA

0.86, 0,88 0.9 0.92 C
I estimation correlation co-el

Figure 4.6: Effect of imperfect channel estimation on the BER performance of the PRB 
allocation algorithms. SNR = 7.5 dB and U = 50 users.

Effect of RMS delay spread: The effect of the RMS delay spread [33] of a wireless 

channel has hardly been investigated in the literature for a SC-FDMA system employing 

dynamic PRB allocation. An exponentially decaying 20-tap channel with the RMS 

delay spread varying between 0 ps and 4.5 ps is used in Figure 4.7 to illustrate this 

point. At 0 ps (flat fading channel), there is no difference between the algorithms due 

to lack of frequency diversity. However, as the RMS delay increases, the frequency 

diversity increases which the MEG algorithm fully exploits. Nevertheless, at very high 

RMS delay, the SMEG and MEG algorithms lack the information to provide good 

allocation due to the rapid changes in the frequency domain channel, hence they are 

outperformed by the Hungarian algorithm. Especially, the MEG algorithm has its best 

performance between 1 and 1.5 raws RMS delay, but when the frequency diversity in the 

channel increases, the mean criterion cannot fully describe the different performances 

of the users in the system. The fixed SA technique, extracts no frequency diversity 

gain from the system.
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-e-MEG 
—b—MG 
—a—SMEG 
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- * - 2-D Greedy 
—i— Fixed SA

RMS Delay (ns)

Figure 4.7: Effect of RMS delay spread on the BER performance of the PRB allocation 
algorithms, SNR = 7.5 dB and U = 50 users.

Effect of Doppler Spread: To investigate the effects of Doppler spread on the al­

gorithms, the Doppler spread is varied between 10 Hz and 370 Hz (5 km/h and 200 

km/h) and dynamic PRB allocation is performed every 10 ms, 10 times less than as 

specified in the uplink LTE standard. Figure 4.8 shows that at high Doppler spread, 

the performance of all the algorithms are similar because the channel is changing too 

fast, and the specified user allocation is outdated. The advantage of the MEG algo­

rithm is in the low Doppler spread region, where the performance constantly improves 

as the Doppler spread reduces, while the other algorithms have an almost constant 

performance between values of 10 Hz and 100 Hz. Therefore, when the users have low 

mobility, the MEG would be beneficial, while for high mobility systems, the SMEG 

would be suitable due to its lower complexity and comparable performance.

Furthermore, Figure 4.8 also sheds light on the feedback delay of CSI. The one 

millisecond (ms) LTE TTI, is suitable for speeds of up to 200 km/h, this can be verified 

with equation 5.40c in [33], where a 200 km/h user would have a channel coherence
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Figure 4.8: Effect of Doppler spread on performance with SNR = 7.5 dB and allocation 
performed once every 10 ms.

time of about 1.1 ms for a centre frequency of 2 GHz. However, feedback of the CSI 

every 1 ms would be computationally intensive. Therefore, in Figure 4.8, allocation is 

performed once every 10 ms, which reduces the computational burden on the system. It 

also shows that a CSI feedback delay of at most 10 ms still provides good performance 

at reasonable user speeds.

4.5.4 Effects of Optimisation Utilities

Figure 4.9 shows the average BER performance of the discussed algorithms, with the 

same setup as Figure 4.2. This BER utility based MEG and SMEG algorithms have 

identical performance to the optimal Hungarian algorithm, while requiring much lower 

computational complexities, according to Table 4.1. The BER utility based MG is 

marginally worse than the optimum Hungarian algorithm. All the proposed algorithms 

outperform the 2-D greedy algorithm by approximately 10 dB at a BER of 10~3. At 

a SNR of 10 dB, the 2-D greedy algorithm achieves a BER of 8 x 10~3 which is not
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Figure 4.9: Average BER performance of the algorithms with U = 100 users, with the 
EESM derived BER utility.

Utility: CFR
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Figure 4.10: Average BER performance of the algorithms with U = 100 users and CFR 
utility.
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even suitable for speech communications. Comparing figures 4.2 and 4.9, it is easy to 

see that the 2-D greedy algorithm does not perform any better under the BER utility. 

This could be attributed to the inherent unfairness of the 2-D greedy algorithm.

In Figure 4.10, the performances of the algorithms using under the CFR utility are 

illustrated. Observe that the BER performances of all the algorithms are worse than 

their corresponding counterparts in Figure 4.9. Maximising the CFR utility would 

definitely provide the optimal BER performance in a single user case. However, for the 

complete problem formulation in this work, directly using the Hungarian algorithm to 

maximise the CFR does not provide the optimal BER performance. The impact of 

the CFR utility on BER performance is even more obvious when used with the greedy 

algorithms. The greedy algorithms, except the MEG, do not achieve a BER of 10~5, 

even at a SNR of 15 dB. The only algorithm that employs CFR as utility and still has 

a very similar performance under the BER utility, is the MEG algorithm.

In Figure 4.11, the performances of the algorithms using under the OSINR utility 

are shown. Observe that the BER performances of all the algorithms are worse than 

their corresponding counterpai'ts in Figure 4.9. This is similar to the CFR utility based 

optimisation. However, Hungarian algorithm is particularly adversely affected by this 

OSINR utility, because even the OSINR based SMEG algorithm outperforms both the 

Hungarian and MG algorithms. The MEG algorithm still has the best performance, 

achieving 10-5, at an SNR of 12.5 dB. However, comparing Figure 4.11 with Figures 

4.9, 4.10 and 4.2, this OSINR utility gives the worst MEG performance.

Figure 4.12 shows the BER performances of the SLMEG algorithm under two util­

ities (BER and CFR) and two amount of randomness (r = 75% and r = 50%) for 

U — 100 users. The BER utility based SMEG algorithm, which has very near optimal 

performance as seen in Figure 4.9 is included for comparison. From Figure 4.12, it 

is easy to see that the BER utility based SLMEG algorithm with both r = 75% and 

r = 50% is about 2 dB and 8 dB worse than the SMEG algorithm at a BER of 10-5,
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Utility: OSINR
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Figure 4.11: Average BER performance of the algorithms with U = 100 users under 
the OSINR utility.

respectively. The CFR utility based SLMEG algorithms perform very poorly and at 

SNR = 25 dB, do not still achieve a BER of 10~5. This implies that the SLMEG 

algorithm provides a suitable performance only when the user-order is efficient. In this 

case, the user-order produced by ranking the users’ BER is superior to the user-order 

produced by ranking the users’ CFR. Comparing Figures 4.9 and 4.12, the BER utility 

based SLMEG algorithm also outperforms the 2-D greedy, 1-D greedy and fixed SA 

algorithms, which need above 25 dB to achieve a BER of 10-5.

4.5.5 Effect of Adaptive Modulation

In this Section, the throughput utility is used to investigate the impact of AM on 

the PRB allocation algorithms. A single FEC coding scheme and three modulation 

schemes, QPSK, QAM-16 and QAM-64 are used. The outage probability in this case, 

is the probability of a user not being able to use any of the modulation schemes, thereby
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Figure 4.12: Average BER performance of the SMEG and SLMEG algorithms for 
U = 100 users under the BER utility.

having a throughput of zero (no transmission).

Comparing Figures 4.13 and 4.14, there is a marginal difference between maximising 

the CFR utility and maximising the throughput utility. The throughput is far more 

complex to estimate, because the EESM has to be carried for as many AMC levels that 

are employed. In this work, three EESM calculations are performed for each of the 

three modulation levels. The correction factor /3 for all the modulation levels is given 

in Table 4.2. Therefore, in order to keep the complexity low, it is better to maximise 

CFR and then select the appropriate MCS for each PRB. This implies that the EESM 

BER is calculated only once.

Comparing Figures 4.15 and 4.16, it is easy to see that maximising CFR degrades 

the outage probability performance of the low complexity greedy algorithms. Although 

the greedy algorithms have near optimal throughput performance under the CFR util-
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Figure 4.13: Average throughput performance of the algorithms for [/ = 100 users 
under the throughput utility.
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Figure 4.14: Average throughput performance of the algorithms for [/ = 100 users 
under the CFR utility.
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Figure 4.15: Outage probability performance of the algorithms for U = 100 users and 
the throughput utility.
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Figure 4.16: Outage probability performance of the algorithms for U = 100 users and 
the CFR utility.
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Figure 4.17: Outage probability performance of the SLMEG algorithms for U = 100 
users and the CFR and throughput utility.

ity, some of the users cannot transmit any data, while others utilise the highest rate 

MCS, thereby increase the unfairness between the users.

The outage probability of the SLMEG algorithms are shown in Figure 4.17. Max­

imising the CFR does not provide appropriate results, while maximising the throughput 

definitely provides a good outage probability performance for SLMEG algorithm with 

only 75% of the users selected for optimisation. The SLMEG algorithm with only 50% 

of the users selected for optimisation also has a suitable outage probability performance 

at high SNR.

4.5.6 WiMAX Performances under the AMC Profile

The WiMAX system supports a Band AMC profile, which provides blocks of subcarriers 

similar to the PRB in LTE. These blocks are referred to as subchannels in the WiMAX 

system. Each subcarrier is 10.94 kHz and there are nine subcarriers in a subchannel,
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Table 4.3: Power delay profile for the Pedestrian B WiMAX channel [2].
Delay (/is) 0.0 0.2 0.8 1.2 2.3 3.7
Power (dB) 0 -0.9 -4.9 -8.0 -7.8 -23.9

therefore, each subchannel is 98.46 kHz wide. This is far less than the 180 kHz PRB 

in LTE, therefore the WiMAX AMC profile has the ability to group two or three 

subchannels together, for allocation to a single user. To make a fair comparison between 

both systems, two subchannels are grouped together in this work to form a 196.92 kHz 

wide block, allocated to a user, once every 1 ms, similar to the LTE simulations. With 

this setting, the 10 MHz WiMAX channel will support only 48 users, instead of the 50 

supported in LTE, however, the 48 users will have slightly higher capacity, due to a 

slightly higher subchannel bandwidth. In addition to this, the WiMAX system uses the 

pedestrian and vehicular channels defined in [2]. For the simulations, the pedestrian B 

(Ped. B) channel is employed, which has a PDP described in Table 4.3. This channel 

has a delay spread of about 0.25 fj,s. All other simulation parameters are similar to the 

LTE simulations.

Figures 4.18 and 4.19 show the BER performance of the algorithms under the SE 

utility and WiMAX settings, for the T.U 6 and the Ped. B channels, respectively. 

The algorithms performances are similar to Figure 4.2 for the LTE system. However, 

in the Ped. B channel, the SMEG has a better performance than the Hungarian and 

MG algorithms, because of the lower delay spread in the channel. This is similar to 

the performance trends shown in Figure 4.7, where the delay spread in the channel 

was varied. In Figure 4.20, the BER utility is used with the T.U 6 channel, and the 

performance is similar to the Figure 4.9, where all the algorithms have similar near 

optimal BER performances, with the exception of the 2-D greedy algorithm.

Figure 4.21 shows the throughput performance of the algorithms under the through­

put utility. The same performance trends as shown in the LTE system are observed,



CHAPTER 4. ENHANCED RANKING BASED GREEDY PRB ALLOCATION 91

-MEG
-MG
-SMEG
- Hungarian 
-2-D Greedy!
- Fixed SA

SNR (dB)

Figure 4.18: Average BER performance of the algorithms under the WiMAX Band 
AMC profile using the T.U. 6 channel and SE utility for U = 48 users.
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Figure 4.19: Average BER performance of the algorithms under the WiMAX Band 
AMC profile using the Fed. B channel and SE utility for U = 48 users.
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Figure 4.20: Average BER performance of the algorithms under the WiMAX Band 
AMC profile using the T.U. 6 channel and BER utility for U = 48 users.
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Figure 4.21: Average throughput performance of the algorithms under the WiMAX 
Band AMC profile using the T.U. 6 channel and Throughput utility for U = 48 users.
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Figure 4.22: Outage Probability performance of the algorithms under the WiMAX 
Band AMC profile using the T.U. 6 channel and Throughput utility for U = 48 users.
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Figure 4.23: Outage Probability performance of the algorithms under the WiMAX 
Band AMC profile using the T.U. 6 channel and CFR utility for U = 48 users.
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where all the algorithms have near optimal performance, with the 2-D greedy having 

the second best performance at very low SNR, but having the worst performance at 

SNRs over 5 dB. At very low SNR, there are very few PRBs that can reliably transmit 

data, therefore making fairness priority in the proposed algorithms detrimental at very 

low SNR, while the 2-D greedy and Hungarian algorithms will allocate the best PRBs 

to the users that have them. Irrespective of this trend in throughput performances, 

Figures 4.22 and 4.23 show that the outage probability of the proposed algorithms are 

better than the 2-D greedy algorithm from SNR of 2 dB and above. Comparing both 

outage probability figures, it can be observed that the CFR utility has a worse per­

formance than the BER utility for every algorithm, as was shown for the LTE system 

also.

4.6 Summary

In this chapter, three PRB allocation algorithms for the LTE system are proposed. 

They significantly outperform the 1-D and 2-D greedy algorithms in terms of BER and 

data rate fairness especially with high RMS delay spreads, while maintaining a similar 

system SE. The proposed MEG algorithm provides the best BER performance, near 

optimal SE performance and best level of fairness among all users, with a much lower 

computational complexity than the Hungarian algorithm (optimal searching algorithm 

to maximise the SE). The SMEG algorithm achieves a significant complexity reduction 

over the MEG algorithm with little performance degradation especially in the presence 

of high Doppler spread and low channel estimation accuracy. The MG algorithm has 

the advantage of a scalable complexity which depends on the performance trade-off 

required.

The impact of the optimisation utility on the proposed enhanced greedy algorithms 

is investigated, and it is shown that the BER utility is the best optimisation utility
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for the proposed greedy algorithms. The BER utility based versions of the algorithms 

achieve very near optimal BER and outage probability performances, simultaneously. 

The BER utility also achieves the best SE and BER performance trade-off, because the 

loss in SE is marginal under the BER utility is employed, while achieving huge BER 

performance gains over the SE utility.

The WiMAX system, with band AMC settings, provides similar performances to 

the LTE system. The effect of the optimisation utilities can also be observed under 

the WiMAX settings. The only difference is when a different channel model is used, 

in this case the Bed. B channel, where poorer performances are observed due to the 

lower RMS delay spread in the Bed. B channel.

A lower complexity selective greedy (SG) algorithm is also proposed. It reduces the 

complexity of the 1-D greedy algorithm by eliminating a fraction of the number of user 

optimisations (minimisation or maximisation). It selectively optimises BRB allocation 

for only the poorly ranked users, while it randomly allocates BRBs to the remaining 

well ranked users. Nevertheless, the SG algorithm is very inefficient when used by 

itself for BRB allocation. Based on this, a composite SLMEG algorithm is formed, 

which couples the BER utility and the mean enhanced ranking technique with the SG 

algorithm. The BER utility based SLMEG algorithm is shown to provide superior BER 

and outage probability performances to the existing 1-D and 2-D greedy algorithms, 

especially at high SNR.



Chapter 5

Multi-Criteria Ranking based 

Greedy PRB Allocation

5.1 Introduction

In Chapter 4, the greedy PRB allocation algorithm is enhanced by ranking the mean 

numerical values of each user’s PRB utilities. As shown by simulation results, the 

BER utility has the best trade-offs between the BER, outage probability and SE per­

formances for all the greedy algorithms. The CFR, SE and OSINR utility based MG 

and SMEG algorithms do not provide very good results. In this Chapter, a so called 

multi-criteria ranking based greedy (MCRG) algorithm is proposed, which provides 

near optimal BER, outage probability and SE performances irrespective of the optimi­

sation utility.

The MCRG algorithm is based on the multi-criteria decision aid (MCDA) tech­

nique [86, 87]. MCDA techniques are used to rank projects or items according to 

multiple ranking criteria, simultaneously. In this work, a multi-criteria ranking (MCR) 

technique, which is a combination of the Electre I [88] and Promethee II [89] MCDA 

techniques, is used to rank the numerical values of users’ PRBs according to multiple

96
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ranking criteria (RC), simultaneously. The MCR is exploited in a similar manner to 

the SMEG algorithm in Chapter 4, to provide a near optimal user-orders, that achieve 

near optimal performance. Yet, this approach is particularly beneficial when the CFR 

utility is employed because the computational complexity of the overall PRB alloca­

tion process is lowered, while the BER, SE and outage probability performances can 

be maintained. In contrast to the BER, SE and output SINR utilities, determining the 

numerical values of the CFR utility is readily available after channel estimation.

In addition, the SG algorithm, presented in Chapter 4, is also combined with the 

proposed MCR technique to reduce the overall complexity of PRB allocation. The 

proposed algorithm is referred to as the SLMCRG algorithm, and it has a similar 

performance to the BER utility based SLMEG algorithm proposed in Chapter 4, and 

outperforms the 1-D and 2-D greedy algorithms in terms of BER and outage probability, 

especially at high SNR, but with a far lower computational complexity.

5.2 Overview of Multi-Criteria Optimisation

In the literature, the term multi-criteria optimisation means finding the solution to 

(3.3) and its constraints with multiple utilities simultaneously [75], These utility func­

tions are also known as objectives, attributes or criteria, and a simultaneous optimi­

sation is referred to as multi-utility, multi-objective, multi-attribute or multi-criteria 

optimisation. There are many techniques used in solving such problems [86]. A sum­

mary of the techniques used in solving multi-utility optimisation problems is given 

below.

• The algorithm described in [75] is used for finding the solution to a multi-utility 

assignment problem. However, it is very complex, involving multiple evaluations 

of the optimum single utility based Hungarian algorithm. Therefore, for real time 

systems such as wireless communications, this solution is not suitable.
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• A composite utility function could be formed by adding or multiplying the respec­

tive functions together [86,87]. The resulting composite utility function is then 

solved by a suitable single utility optimisation technique. However, the resulting 

composite function may not accurately represent the initial problem, hence the 

resulting solution may not be of the right quality.

• The multi-criteria problem is transformed into a single criteria one by changing 

all but one of its utilities into constraints, and then solving the remaining single 

utility optimisation problem with classical techniques such as linear programming 

[90]. Using this technique may result in cases where no acceptable solution is 

found, because the constraints are strict values (goals) [91].

• The problem could also be transformed into a weighted single utility problem, 

where the weights are determined by the other utilities [90]. The proportional fair 

scheduling [3] can be viewed as an example of this, where the average capacity 

of the users’ over period T is used to scale the instantaneous capacity before 

optimisation is carried out. Nevertheless, selecting weights is often a difficult 

task, and an in-depth knowledge of the system and requirements is needed by the 

decision maker, which is not always possible.

• Multi-criteria evolutionary techniques, such as simulated annealing, particle swarm 

optimisation, GAs, etc, are also used to solve multi-criteria problems. However, 

they normally have many parameters that have to be properly tuned. They 

also have an unbounded iterative nature, which is not very suitable for real time 

wireless communications [86,91].

A major issue with most multi-utility optimisation problems is the existence of 

multiple efficient solutions known as the Pareto set [92]. Often the selection of the 

“best” solution from the Pareto set, is another complex optimisation problem.
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In this Chapter, a novel approach is used for PRB allocation, where the MCR 

techniques are used to provide an efficient user-order first, and then the PRB allocation 

is performed by the greedy algorithm. This approach keeps the overall computational 

complexity low which is suitable for real wireless communications.

The discussed optimisation utilities, the SE, BER and output SINR are monoton- 

ically increasing (for SE and output SINR) or decreasing (for BER) functions of the 

CFR for a single user case. Therefore, maximising only one utility, the CFR, would be 

sufficient. However, due to the interactions between multiple users in the system, the 

maximum sum CFR across all the users, does not always provide the minimum sum 

BER or maximum sum SE. This interaction is also true between SE and BER (the 

maximum sum SE does not always provide the minimum sum BER). Therefore, the 

MCR technique proposed here does not involve optimising across the multiple utili­

ties simultaneously, but involves achieving the best trade-off between the BER, SE and 

outage probability performance, irrespective of the single optimisation utility available.

5.3 MCR based Greedy Algorithm

A novel combination of two MCDA techniques, known as the Electre I [88] and Promethee 

II [89] are used to determine the user-order with which greedy PRB allocation is per­

formed. These MCDA techniques provides a framework by which users can be system­

atically sorted, based on all the desired RC, simultaneously.

Figure 5.1 shows a general representation of an enhanced greedy PRB allocation 

process. At the first stage, the users’ numerical values of one chosen utility out of 

the BER, CFR, SE, OSINR or throughput are calculated. At the second stage, the 

estimated utilities are passed onto one or more of the C RC, RCq, • • •, RCc-u which 

converts all of each users’ PRB utility values into a single numerical value. If there is 

only one RC (the mean), then this stage is just the calculation of the mean PRB values
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across all the users, similar to the SMEG algorithm in Chapter 4. At the third stage, 

these RC values are passed to the MCR module that produces the required user-order. 

If there is one RC, then the MCR module is just a normal sorting operation. Finally, 

the user-order is passed to the greedy algorithm module, where either one of the 1-D 

greedy or the SG algorithm is used to complete PRB allocation process to the available 

users.

Utility
Calculation

Greedy
Algorithm

Multi-
Criteria
Ranking

Figure 5.1: Block diagram for the PRB allocation process using different utility, ranking 
criteria and greedy algorithms.

In this chapter, when more than one RC is used, the unique part of the process 

described by Figure 5.1 is the MCR module. The MCR module is described below:

Firstly, C RC functions fc(u) (c = 0, • • •, C — 1) are built up, where user u (u = 

(),•••,[/ — 1) is an arbitrary user. fc(u) is a RC function of the uth user values. 

For each of the C criteria, a weighed tCc (0 < ^ 1) is assigned, and the relationship

between all the wc is
C-i
y>c=i- (5.1)
c=0

Between any two users u and u (u, u = 0, • • •, £/ — 1, u v), each criterion function fc 

is evaluated. If fc{u) > fc(v), if means user u outranks user v with respect to criterion
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fc. Accordingly, an outranking relationship indicator dC:UV is defined by

bc,uv
if fc(u) > fc(v) 

if fc{u) < fc(v)
(5.2)

where dc,uv specifies the relationship between users u and v on criterion c. The total 

effect of this outranking relation across all the C criteria is calculated by the expression

c-i
Puv = ^ ''j dc^V^C (^•^)

c=0

These are known as the concordance values which have to be calculated between any 

two users in the system. It is easy to know that pvu = 1 — pUv, according to (5.2) and 

(5.1). (5.1), (5.2) and (5.3) are parts of the Electre I algorithm.

Next, each user u’s total concordance value is calculated by summing up puv across 

all users v (u — 0, • • •, C/ — 1, v ^ u):

Pu
U—l

'y ] Puv
•0=0, v^u

(5.4)

These total concordance values Pu, also known as the outward flow and is a concept 

derived from the Promethee II [89] algorithm. This outward flow parameter specifies 

the relationship between a user u and all the other users. A high valued Pu implies that 

overall in terms of the C criteria, user u is better than many users, while a low valued 

Pu indicates that user u is worse, in those criteria, than other users. This parameter is 

easier to calculate than the discordance, and it does not need to be tuned. It is more 

efficient in providing a complete ranking of all the users in the system.

Therefore, to determine the user-order for PRB allocation, the resulting Pu values 

are sorted in ascending order, and the users with the lower Pu values are allocated 

PRBs first. The MCR algorithm is described in Algorithm 8.
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Algorithm 8 MCR Algorithm
1: Set up criteria weights wc(c = 0, ■ • • 7C — 1).
2: Initialise the users’ total concordance values Pu — 0.
3: for each pair of users w, u — 0, — 1, u v do
4: Initialise each pair of users’ concordance value puv = 0;
5: for each criterion c = 0, • • •, (7 — 1 do
6: Calculate dCiUV based on (5.2);
7: Update each user pair concordance value, puv = puv + dc>uvwc.
8: end for
9: Update each user’s total concordance value, Pu = Pu -\-pUv

10: end for
ll: Determine the user-order [s° • • • s^-1] by ascending order of Pu.

A combination of the 1-D algorithm and the MCR module described above, pro­

duces the so called MCRG PRB allocation algorithm. The user-order determined in 

Step 11 of the MCR algorithm is used in the 1-D greedy algorithm to complete the 

PRB allocation.

Other MCDA outranking methods such as the Electre II, III, IV, IS, TRI, [87], An­

alytic Hierarchy Process (AHP) [93] and Technique For Order preference BY Similarity 

to Ideal Situation (TOPSIS) [94] exist. Some of them use fuzzy logic techniques to en­

hance the decision making algorithms. To the best of my knowledge, these outranking 

methods have never been applied to resource allocation for a wireless communication 

system. However, they have been applied to the problem of selecting the best network 

for a mobile device in the presence of different available networks such as 2G, 3G, 4G, 

WiMAX and WiFi etc [93,95,96],

In this work, three RC are considered:

K—l

(5.5)
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where fo(u) is the mean of the users buk performance, and

fi(u) = ~ \ K

K-l

E
k~0

(5.6)

where fi(u) is related to the standard deviation (STD) of the users’ buk performance, 

and
1 if mmu buk> a

h(n) = \ (5.7)
0 otherwise

where f2(u) is a binary indicator, that specifies whether a user has all of its PRBs 

greater than a minimum value threshold (MVT) represented by a. Even if only one 

PRB belonging to a user has a minimum (or maximum for BER ) PRB value below 

than the threshold, that user’s /2 value is zero. Table 5.1 presents a summary of the 

RC’s.

Table 5.1: Summary of ranking criteria.
Ranking Criterion Synopsis

Mean (/0) This is the mean (average) of the users 
PRB utility values.

STD (/,) This is related to standard deviation of the 
users PRB utility values.

MVT (f2) The probability of allocating a PRB with 
CFR value below this threshold should be 
minimised.

These RC’s are used in pairs (/o, /i) and (/0, h)- In terms of (/o, /i), the best users 

should have high mean (/o) and a low STD (/i) - which depicts an overall high channel 

link quality user. These high quality users should be allocated last because they will 

still have a high probability of obtaining good PRBs. While the worst users have a 

very low mean with a low STD (generally far away from the BS) or very low mean and 

high standard deviation (presence of many deep fades) - these users should search for
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PRBs first to maximise their probability of obtaining suitable PRBs. Furthermore, in 

terms of (/o, /b), the best users should have a high mean and ideally should not have 

any PRBs below the a, while the worst users should have a low mean with at least one 

PRB below a.

Notice that the RC are not specifically related to wireless communications, but 

are general statistical functions that provide information on the general performance 

of the users. This implies that the weights of these RC are not directly related to 

the designer’s requirements in terms of SE, BER or outage probability performances. 

Therefore, extensive robustness and sensitivity [87] analysis are required to determine 

the appropriate weights for the RC. In order to keep the analysis tractable, the RC are 

used in pairs, because it is easy to determine the interaction between the weights of 

two RC, rather than among three or more RC simultaneously.

5.4 Selective MCR based Greedy Algorithm

Similar to Chapter 4, the selective reduced complexity SG algorithm (Algorithm 7) 

described in Section 4.3, can be coupled with the MCR technique to lower the overall 

complexity of PRB allocation. Therefore, in terms of Figure 5.1 the user-order provided 

by the MCR module will be directly used in the SG algorithm instead of the 1-D greedy 

algorithm. In this work, this selective MCR based greedy algorithm is referred to as 

the selective multi-criteria ranking greedy (SLMCRG) algorithm.

Table 5.2, shows a summary of both the algorithms and their efficient operating 

parameters. These parameters are found numerically as will be shown in Section 5.6.

5.5 Complexity and Memory Analysis

In this section, the complexities of the proposed MCRG and SLMCRG algorithms are 

derived, in terms of the number of operations required for complete PRB allocation
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Table 5.2: MCR greedy algorithms and descriptions.

Algorithm Synopsis Suitable Operating Pa­
rameters

MCRG Multi-criteria ranking greedy algorithm: 
uses the 1-D greedy algorithm and gets 
its user-order from the MCR of the users’ 
utilities with respect to two or more rank­
ing criteria.

CFR utility based has 
parameters (wq — 0.1, 
u>2 — 0.9, a — 0.4) and 
(wq — 0.6, wi — 0.4)

SLMCRG (r) Selective multi-criteria ranking greedy al­
gorithm: uses the random greedy algo­
rithm and gets its user-order from the 
ranking of the users’ CFR with respect 
to two or more ranking criteria. It op­
timises PRB allocation for r percent of 
users, hence saving computational cost.

(For r = 75%; w0 = 0.1, 
W2 = 0.9 and ct = 0.2 ) 
and (for r = 50%; wo = 
0.1, W2 = 0.9, and a is 
variable, suitable values 
for each SNR is given in 
Table 5.9)

to all the users. In Chapter 4, the 1-D greedy and SG algorithms are already shown 

to have complexities of l/2(?72 — U) and l/2(t/2 — C/i), respectively. Therefore, this 

section focuses on the number of computations needed to implement the MCR module 

is derived.

The number of operations needed for calculating fo(u) given by (5.5) for each user 

with K = U PRBs is £/, which includes (JJ — 1) additions and one division. While 

the number of operations for calculating fi{u) given by (5.6) for each user is (3f/ + 1), 

which includes {U — 1) additions, U subtractions, U multiplications (for square), one 

division and one square-root. In addition, the number of operations for calculating 

f2{u) given by (5.7) for each user is [/, which includes {U — 1) comparisons to find the 

minimum and one comparison of the minimum with a.

The number of operations needed for estimating Pu (5.4) for each user is (U — 

1) additions. Therefore, combining the complexity of estimating the RC’s with the 

complexity of PU) the total number of operations needed for the (/o, /i) option over U 

users is f7(?7 + 3t/ + 1 + 17 — 1) = 5f72, while the (/o, /b) option has a total number of
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operations over U users given by U(U -h U + U — 1) = 3£/2 — U.

The number of comparisons needed to calculate all the dc,uv is 2C (^) = C(U2 — U). 

However, only half of the dCittu’s need to be calculated, since dC)VU = 1 — dCiUV according 

to (5.2). Thus, the complexity required for calculating dC}UV is only (U2 — U) when 

C = 2, The complexity of calculating the remaining concordance values in (5.3) is 

negligible compared to the complexity of calculating dC)UV because of the symmetry. 

Therefore, the overall complexity required to calculate the all the concordance values 

is (U2 - U).

The total complexity of the proposed MCRG (u/q, wi) algorithm is hU2 + (U2 — U) + 

l/2(f/2 — U) — V&jTU2 — 3/2U and the complexity of the MCRG (^05^2) algorithm 

is (W2 -U) + {U2 -U) + \j2{TJ2 -U) ^ 9/2U2 - 5/2U. Table 5.3 presents a 

symbolic complexity comparison of the proposed MCRG algorithm with the optimal 

Hungarian algorithm [30] and the 1-D and 2-D greedy [27] algorithms. It can be 

seen that the MCRG algorithm is around U times less complex than the optimal 

Hungarian algorithm. This lower complexity is highly beneficial in current and future 

broadband wireless systems such as LTE, where each single cell needs to accommodate 

over U — 100 users.

The CFR utility is readily available after channel estimation and is directly used 

for PRB allocation. Therefore, there is no added complexity when using the CFR as 

an optimisation utility. This is highly advantageous, because the other utilities are 

functions of the CFR utility and many computations are needed to estimate the BER, 

SE, OSINR or throughput utilities.

To estimate the complexity of the EESM BER, the following assumption is made: 

all the operations for the natural log and exponential can be implemented easily by 

using look-up tables and are approximated as one computation (this is a very generous 

assumption, and the cost of memory is not included). The OSINR (3.16) for each of the 

UM subcarriers per user are first calculated, with complexity of 3MU2, which includes
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Table 5.3: Number of operations for each algorithm. A = U ~ 100 for the MG 
algorithm ____________________________________________

Algorithm Number of Computations
2-D Greedy 1/3U'6 + 1/2U2 — 5/6U
Hungarian (Ilf/3 + 12U2 + 31U)/6
1-D Greedy l/2(U'2 - 17)

MG Al/2(U2 - [/) + A - 1
MEG l/3f/3 + U2 - 1/3U
SMEG 3/2U2 - 1/2U

SLMEG 1/2U?-l/2Ui + U2
MCRG (w0,wi) 13/2U2 - 3/2U
MCRG (wq, W2) 9/2U2 - 5/2*7

SLMCRG {wo,w2) 4U2 -2U + 1/2U2 - \j2Ul

UM operations for absolute value, UM operations for squaring and UM operations 

for dividing by noise spectral density. The number of operations for calculating the 

effective SNR (3.15), is (3M + 2)£/2, which includes UM operations for dividing by 

UM operations for look-up of the exponential value, UM operations for the averaging, 

U operations for look-up of the natural logarithm value and U operations for the final 

multiplication with /3. Finally, the values of the effective SNR are mapped to the 

corresponding AWGN BER values stored in memory, which requires another U look­

up operations. Therefore, the absolute lower-bound complexity for finding the EESM 

BER is 3MU2 + (3M + 2)f72 + C/2 = U2(6M + 3) (this is the absolute lower bound 

achieved only when the operations are done as efficiently as possible).

In a similar manner, the complexity of the OSINR utility is calculated by counting 

the number of operations in (3.8), which gives 62f72. The complexity of the SE utility 

is found by counting all the operations needed to estimate (3.12), which gives 65f72 

operations. The complexity of the throughput is approximately z times more than the 

complexity of the EESM BER, where z is the number of MCS levels. The BER of each 

MGS needs to be calculated using the EESM method.

Table 5.3 shows the number of computations needed for total PRB allocation to
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Table 5.4: Number of operations required for each utility. 2 is the number of MCS 
schemes available.

Algorithm Number of Computations for Utility
CFR N/A

OSINR 62U2
SE 65U2

BER
Throughput YfdU2

all the users. The MCRG algorithms have U2 complexities similar to the previously 

discussed 1-D greedy and SMEG algorithms, which is unlike the U3 complexities of the 

MEG, MG, Hungarian and 2-D greedy algorithms. Particularly, the MCRG(^0)^2) 

version is less complex than the MCRG (wq, w\) counterpart, due to the cheaper /2 cri­

terion. Table 5.4 presents the number of computations needed to calculate the utilities. 

The OSINR, SE, HER and throughput utilities have large number of computations that 

will overshadow the complexity of the low complexity greedy algorithms. The CFR 

utility has no added computational complexity for the reasons already discussed.

Table 5.5 shows the numerical complexities of all the algorithms normalised to the 

complexity of the 1-D greedy algorithm with U — K — 100. In terms of the CFR utility, 

which is purely the complexity of the algorithm (CFR adds no computations), the SG 

algorithm has the lowest complexity, which is a fraction of the complexity needed for 

the 1-D greedy algorithm, while the SMEG, SLMEG and SLMCRG algorithms are 

about 2, 3 and 8 times more complex than the 1-D greedy algorithm. The two versions 

of the MCRG algorithm is approximately 9 and 13 times more complex than the 1-D 

greedy algorithm for the (ruo) ^2) and (wo,u>i) versions, respectively. The 2-D greedy, 

MG and MEG are about 68, 69 and 100 times more complex than the 1-D greedy 

algorithm, while the Hungarian algorithm is about 375 times more complex than the 1- 

D greedy algorithm. Notice that the other utilities add a large amount of computations 

to the PRB allocation, which overshadows the complexities of the algorithms alone.



CHAPTER 5. MCR BASED GREEDY PRB ALLOCATION 109

Table 5.5: Normalised complexity, including the effects of EESM BER and CFR aver­
aging. A — U — 100 for the maximum greedy algorithm

Algorithm CFR OSINR SE BER
2-D Greedy 68.30 193.58 199.65 219.85
Hungarian 374.52 499.76 505.83 526.03
1-D Greedy 1 126.25 132.31 152.52

MG 100 225.25 231.31 251.52
MEG 69.4 194.60 200.67 220.87
SMEG 3.02 127.27 134.33 154.54

MCRG (wo,wi) 13.1 138.35 144.41 164.62
MCRG (wo,W2,q:) 9.04 134.29 140.35 160.56

SG(r = 75%) 0.56 125.81 131.87 152.08
SG(r = 50%) 0.25 125.50 131.56 151.76

SLMEG (r = 75%) 2.58 127.833 133.89 154.10
SLMEG (r = 50%) 2.27 127.52 133.58 153.78

SLMCRG (wo,w2,r=75%) 8.60 133.85 139.91 160.12
SLMCRG (™o,u;2,r=50%) 8.29 133.54 139.60 159.80

Therefore, it is beneficial to have algorithms that will provide near-optimal BER, SE 

and outage probability performances under the CFR utility. The weights of the RC are 

numerically found offline based on the system parameters, therefore, the estimation of 

the weights do not affect the real time complexity of the allocation algorithms.

If the number of available computations is fixed, as is the case with fixed hardware 

computer systems, then it would be worthwhile to estimate the number of users that 

each algorithm will be able to support. For example, a computer that can at most 

provide 100 000 computations per ^s, then different algorithms will support different 

amount of users in the systems as shown in Table 5.6. Notice that both versions of 

the MCRG algorithm do not have a BER utility equivalent because they operate on 

the CFR utility. The BER utility drastically reduces the amount of users that the 

system will be able to support, irrespective of the algorithm. The CFR utility allows 

more users, however, the 1-D and SMEG algorithms that support a high number of 

users under the CFR utility have poor performance and do not provide much multiuser
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Table 5.6: Number of users supported each algorithm using a 100 000 computation per 
US computer, under both the CFR and BER utilities. A = U = 100 for the maximum 
greedy algorithm

Algorithm CFR BER
2-D Greedy 66 33
Hungarian 37 27
1-D Greedy 447 36

MG 58 33
MEG 65 33

SMEG 258 36
MCRG (u;o,u;i) 124

MCRG (wo,w2,ct) 149

diversity gains as shown in Figure 4.4. Figure 5.3 shows that the MCRG algorithms 

provide high multiuser diversity gain under the CFR utility, especially at high number 

of users, which the CFR utility supports.

The memory requirements for the MCRG and SLMCRG algorithms are derived 

similar to the other algorithms in Chapter 4. The MCRG algorithm requires two 

memory slots to store the weights, two memory slots in each iteration to store the dCiUV 

and puv values, two memory slots to store the evaluations for the both RC, U memory 

slots to store all the users Pu values and log(£/) memory slots for in-place sorting 

the Pu values. The two memory slots used for the greedy comparisons to allocate 

PRBs can be re-used when the MCR is finished, because both parts of the algorithm 

are independent. Therefore, the total memory required for the MCRG algorithm is 

2 + 2 + 2 + U + \ogU = U + logU + 6. The SLMCRG algorithm requires the same 

amount of memory as the MCRG algorithm.
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5.6 Simulations

5.6.1 Setup

Monte Carlo simulations is used to demonstrate the performance of the proposed MCR 

based greedy algorithms. Similar set up is used in Section 4.5. The uplink SC-FDMA 

model for the LTE system is employed, with a bandwidth of 18 MHz. This bandwidth is 

divided into N — 1200 subcarriers which are grouped into K = 100 PRBs with M = 12 

subcarriers in each PRB. Each PRB is 180 KHz wide. The channel model used for all 

simulations is the standard typical urban (T.U.) area channel with 6 taps as shown in 

Table 2.1, which has an approximate RMS delay spread of 1 /is [3]. Perfect channel 

state information (CSI) is assumed. All data are QPSK modulated and normalised to 

unit energy. The SNR is defined as the average ratio of the received signal power to 

noise power.

5.6.2 Results

Figure 5.2 depicts the performance of the MCRG algorithm under different ranking 

criteria pairs with the suitable parameters which are carefully chosen by simulations. 

The MCRG algorithm with a = 0.4, wq = 0.1 and u>2 ~ 0.9 provides a

near optimal (BER utility based Hungarian algorithm) BER performance, while the 

MCRG (u>o>wi) algorithm with wq = 0.6 and w± = 0.4 is about 2 dB worse than 

the optimal performance at BER of 10-5. However, its performance gets worse at 

high SNR, approximately 15 dB for BER of 10~6 compared to 10 dB for the MCRG 

(wo,W2,a:). This implies that the RC combination of (/o,/2) is preferred over the 

(/0,/i) combination.

Notice that the MCRG algorithms in Figure 5.2 outperform the Hungarian and 

all the greedy algorithms in Figure 4.10, even though both figures are CFR utility 

based. This implies that the MCR algorithm efficiently ranks the users’ CFRs, whose
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MCRG (a = 0.4, w0 = 0.1, w2 = 0.9, CFR Utility) 

MCRG (w = 0.6, w = 0.4, CFR Utility)

Hungarian (BER Utility)

SNR (dB)

Figure 5.2: Average BER performance of the algorithms with U = 100 users, for both 
configurations of the MCRG algorithm.

ranking result is exploited by the 1-D greedy algorithm to provide near-optimal BER 

performances.

Figure 5.3 presents the effect of increasing number of users on the average BER per­

formance. The MCRG (wq, u)2, ct) achieves a near optimal BER performance, especially 

with a large number of users in the system. Both MCRG algorithms extract a higher 

multiuser diversity gain when compared to the existing 2-D greedy algorithm. The 

2-D greedy algorithm does not provide satisfactory BER performances, irrespective of 

the utility or number of users in the system. The fixed SA degrades in performance as 

the number of users in the system increases, due to the lack of optimisation for PRB 

allocation.

Figure 5.4 shows the cumulative distribution function (CDF) of the minimum al­

located PRB CFR values for the optimal algorithm (BER utility based Hungarian 

algorithm) at different SNRs. The plotted CFR values are obtained by selecting the 

minimum PRB CFR value across all allocated users in every TTI. The CDFs, exhibits
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MCRG (a=0.4, wQ = 0.1, w2 = 0.9, CFR Utility) 

MCRG (w0 = 0.6, w1 = 0.4, CFR Utility)

Hungarian (BER Utility)
2-D Greedy (BER Utility)
Fixed SA (BER Utility)

0 50 6(
Number of users

Figure 5.3: Effect of multiuser diversity on the average BER performance of the algo­
rithms at SNR = 10 dB.

Hungarian Algorithm (Utility: BER)

SNR = 5 dB

-------SNR =7.5 dB
- -SNR = 10 dB

SNR = 12.5 dB

SNR = 15 dB

0.3 0.4 0.5
Minimum Allocated CFR values (x)

Figure 5.4: The CDFs of the minimum allocated CFR values for the BER utility based 
Hungarian algorithm at different SNR and U = 100 users.
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SNR = 10dB

------ Hungarian (BER Utility)
------ SMEG (CFR Utility)
------ MEG (CFR Utility)
------ 2-D Greedy (BER Utility)

Minimum allocated CFR values (x)

Figure 5.5: The CDFs of the minimum allocated CFR values for different utilities and 
algorithms at SNR = 10 dB and U = 100 users.

a user threshold where most of the minimum allocated PRB CFR are located near this 

threshold. For example, at 10 dB the Hungarian algorithm has a threshold of about 

0.4, with very few PRB values below this threshold. As the SNR increases, the value 

of the threshold reduces because lower channel gain is required to achieve the same 

results. These threshold values are closely related to the a value in the /2 RC.

Figure 5.5 shows the CDF of the minimum allocated PRB CFR values for different 

algorithms and utilities at SNR = 10 dB. The BER utility based Hungarian algorithm 

has less than than 5% probability that the minimum allocated PRB has a value lower 

than 0.4. The CFR utility MEG algorithm has a similar probability, however, it does 

not show a clear thresholding like the Hungarian algorithm. The SMEG algorithm 

has approximately a 30% probability that the allocated CFR values lie below the 

0.4 threshold, while the BER utility 2-D greedy algorithm has approximately a 70% 

probability that the allocated PRBs lie below the 0.4 threshold. These differences in 

the algorithms threshold is responsible for the difference in average BER performances
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MCRG, Utility: CFR

SNR = 5 dB
SNR = 7.5 dB
SNR = 10dB
SNR = 12.5 dB

Figure 5.6: Average BER performance of the MCRG algorithm with U = 100 users for 
different SNR values, across a range of criteria weight values (ioo — wi).

shown in Figures 4.9 and 4.10.

Table 5.7 shows the best operating parameters for the MCRG (/o, /i) algorithm 

at different number of users settings. These parameters have been found numerically, 

however, it would be space consuming to include all the graphs, so the best points have 

been selected and presented in the table. Notice that the 6 users level, all the others 

have similar weight ranges. Since wq + wi = 1, the range, for example, 0.5 - 0.6 implies 

that wo can take any value between 0.5 and 0.6, while w\ will be 1 — wq. Notice that 

wq = 0.6 and w\ = 0.4 have the most amount of occurrence for most user and SNR 

levels.

Table 5.8 shows the best operating parameters for the MCRG (/o, /2, a:) algorithm 

at different number of users settings. Notice that the weights wq = 0.1 and W2 = 0.9 

are the best across all user and SNR levels. The a parameter reduces in values as 

the SNR increases for each user-level. This corresponds to the effect shown by the
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MCRG (a=0.4), Utility: CFR

cr 10'

ro 10

SNR = 5 dB
SNR = 7.5 dB
SNR = 10 dB

Figure 5.7: Average BER performance of the MCRG algorithm with U = 100 users for 
different SNR values, across a range of criteria weight values (wq — u^), and a = 0.4.

MCRG (w = 0.1, w = 0.9), Utility: CFR

SNR = 5 dB
SNR = 7.5 dB
SNR = 10 dB

MVT (a)

Figure 5.8: Average BER performance of the MCRG algorithm with U = 100 users 
for different SNR values, across a range of MVT values, 0.1 < a < 0.8, icq = 0.1 and 
w\ = 0.9.
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SLMEG (BER Utility, r = 75%)
SLMCRG (w0 = 0.1, w2 = 0.9, u=0.2, r = 75%)

SLMCRG (w = 0.1, w = 0.9, a=0.1, r = 75%)

SLMEG (CFR Utility, r = 75%)

________-Utility: CFR

SNR (dB)

Figure 5.9: Average BER performance of the SLMEG and SLMCRG algorithms with 
r = 75% and U = 100 users.

Hungarian algorithm in the CDFs of Figure 5.4. The range of a values under some 

SNR levels can be accounted for by numerical estimation, because the BER, especially 

at high SNR are close to 10“6 as shown in the Figure 5.8 for U = 100 users.

Figure 5.6 demonstrates the effect of the RC weights on the BER performance of 

the MCRG (wq,wi) algorithm at SNR levels of 5 dB, 7.5 dB, 10 dB and 12.5 dB. The 

horizontal axis indicates the difference between the two weights wq and w\. Given 

w0 + wi = 1 according to (5.1), it is easy to calculate the two weights at any point 

in the figure. The best performances occur at wq — w\ = 0.2 (icq = 0.6, w\ = 0.4). 

At wq — w\ = l,i.e., (wq = 1, ici = 0), the MCRG algorithm reduces to the SMEG 

algorithm. It can be observed that at high SNRs, the weights for different RC have a 

larger effect on performance of the MCRG(u>o,wd) algorithm.

Figure 5.7 illustrates the impact of RC weights on the BER performance of the 

MCRG (wo,W2,a) algorithm at SNR levels 5 dB, 7.5 dB and 10 dB. The difference
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between the two weights wq — W2, is plotted against the average BER, similar to Figure 

5.6. In this case, the best performances occurs at u>o — u>2 — —0.8 (wo = 0.1, W2 = 0.9). 

This version of the MCRG algorithm also reduces to the SMEG algorithm at uiq = 1 

and = 0 and similarly, at high SNRs, the weights for different criteria have a larger 

effect on performance of the MCRG(u;o, u?2) algorithm.

Figure 5.8 illustrates the effect of the value of a on the BER performance of the 

proposed MCRG (wo,W2,Oi) algorithm. Notice that the best performances are in the 

range 0.3 < o: < 0.5, which closely correspond to the CDF values previously shown in 

Figure 5.4. It also shows that a — 0.4 is a good trade-off across different SNR values, 

especially in the desired operating region of 7.5 dB to 10 dB, where the BER values 

are between 10-5 and 10“6. This implies that in order to achieve a PRB allocation 

that results in near optimal average BER, the probability of allocating a PRB CFR 

value below 0.4 should be minimised. The MCRG (wo,W2,ot) algorithm achieves this 

by giving the users with CFR values lower than 0.4 a higher priority, allowing them to 

be allocated early in the greedy algorithm.

Figure 5.9 illustrates the the performance of the SLMCRG in comparison to that 

of SLMEG, both with r = 75%. The SLMCRG algorithm uses two RC, /o (wq = 0.1) 

and /2 (u>2 ~ 0.9). In this instance, the BER utility based SLMEG has the best 

performance. The CFR utility based SLMCRG algorithm with a — 0.2 and a — 0.1 

is about 2 dB and 7 dB worse than the BER utility based SLMEG, at BER — 10-5, 

respectively. The CFR utility based SLMEG algorithm has the worst performance 

which is over 13 dB and 8 dB worse than both SLMCRG (a = 0.2 and a = 0.1) 

configurations, at BER = 10~5, respectively. A comparison between both SLMCRG 

configurations clearly show that a — 0.2 outperforms the case with a = 0.1 by over 5 

dB at a BER of 10~5.

The best parameters of the SLMCRG algorithm (wq = 0.1, u>2 = 0.9 and a = 0.2) 

were determined by extensive simulations. For each o: (0 < a < 0.9) the interaction
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SLMCRG (a=0.2, r = 75%), Utility: CFR

SNR = 10 dB
SNR = 12.5 dB

Figure 5.10: Average BER performance of the SLMCRG algorithm with r = 75% and 
a = 0.2 under various criteria weights with U = 100 users and wq + W2 = l

SLMCRG (w = 0.1, w = 0.9, r = 75%), Utility: CFR

SNR = 10 dB
-e-SNR = 12.5 dB

MVT (a)

Figure 5.11: Average BER performance of the r = 75% SLMCRG algorithm under 
different a values with U = 100 users and icq = 0.1 and W2 = 0.9.
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between the RC weights wq and W2 were varied (~1 < wq — W2 < 1). Then the values 

with the best performances were chosen. Figures 5.10 and 5.11 help to demonstrate 

this concept.

Figure 5.10 demonstrates the effect of varying the RC weights for the SLMCRG 

algorithm with r — 75%. Both weights are represented by varying wq — W21 since it is 

already known that wq-\-W2 = 1- At wo — u>2 ~ 1, i.e.} (wq = 1, — 0), the SLMCRG

greedy algorithm reduces to the CFR based SLMEG algorithm. At SNR —12.5 dB, the 

BER is close to 10-6, where its best performance is between —0.8 < wq — W2 < —0.4, 

ie,, (0.7 < wq < 0.9 and 0.3 < W2 < 0.1). This implies that /2 is more important 

and has a greater impact on delivering a ranking (user-order) that produces acceptable 

results. It can be observed that at high SNRs, the weights for different criteria have 

a larger effect on the performance of the SLMCRG algorithm, similar to what was 

observed in the MCRG algorithm.

Figure 5.11 illustrates the impact of a on the BER performance of the SLMCRG 

algorithm with r = 75%, wq — 0.1 and u>2 = 0.9. The best performance is a = 0.2 for 

SNR =12.5 dB and a = 0.3 for the SNR =10 dB. Nevertheless, a = 0.2 is still suitable 

for SNR = 10 dB, because the performance difference is negligible. Therefore a = 0.2 

is used in all other simulations. This implies that for near optimal BER performance, 

the probability of an allocated PRB having a CFR value lower than 0.2, should be 

minimised.

Figure 5.12 illustrates the performance of the SLMCRG in comparison to that 

of SLMEG, both with r=50%. The SLMCRG algorithm uses two ranking criteria, 

fQ (wq = 0.1) and /2 (w2 — 0.9). Notice that the BER utility based SLMEG algorithm 

does not have the best performance across most SNR values. For this case, a varying a 

is required for effective performance of the SLMCRG algorithm with r=50% selectivity 

and CFR utility. Table 5.9 shows the values for a used for this simulation. The fixed 

a — 0.1 SLMCRG mode is shown for comparison, which is approximately 2 dB worse
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SLMEG (BER Utility, r = 50%)
SLMCRG (w0 = 0.1, w2 = 0.9, a=0.1, r = 50%)

SLMCRG (w =0.1, w= 0.9, a= Var., r=50%)

SLMEG (CFR Utility, r = 50%)

Utility : BER

SNR (dB)

Figure 5.12: Average BER performance of the SLMEG and SLMCRG algorithms with 
r = 50% and [/ = 100 users.

SLMCRG (a=0.2, r = 50%), Utility: CFR

SNR = 10 dB
SNR = 12.5 dB
SNR = 15 dB

Figure 5.13: Average BER performance of the SLMCRG algorithm with r = 50% and 
a = 0.2 under varying RC weights with U = 100 users and wo + W2 = l.
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SLMCRG (w = 0.1, w = 0.9, r = 50%), Utility: CFR

cc 10'

SNR = 10 dB

•«— SNR = 12.5 dB

-s— SNR = 13 dB

-o— SNR = 14 dB

SNR = 15dB

SNR = 16dB
- * - SNR = 17 dB
- o - SNR = 18 dB

MVT(a)

Figure 5.14: Average BER performance of the r = 50% SLMCRG algorithm under 
different a values with U = 100 users and wq = 0.1 and W2 = 0.9.

than the BER utility based SLMEG algorithm at a BER of 10-5. The CFR utility 

based SLMEG algorithm has the worst performance which is approximately 12 dB 

and 8 dB worse than both SLMCRG (variable a and a = 0.1) configurations, at BER 

= 10-4, respectively.

Figure 5.13 demonstrates the effect of varying the RC weights for the r = 50% 

SLMCRG algorithm. Similar to Figure 5.10, both weights are represented by varying 

(wq — W2) with wo + W2 = 1. At all the SNR values, the best performance is between 

—0.8 < W0 — W2 < —0.4, z.e., (0.7 < wq < 0.9 and 0.3 < W2 < 0.1). This implies that /2 

is more important and has a greater impact on delivering a ranking (user-order) that 

produces acceptable results. When wo — W2 = 1, i.e., (wq = 1, u>2 = 0), the SLMCRG 

(wq,W2) algorithm reduces to the CFR utility based SLMEG algorithm.
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—e— Hungarian (Throughput Utility)
-a- MCRG (« = 0.4, CFR Utility)

—SLMCRG (a = 0.2, r = 75%, CFR Utility) 

—a—SLMCRG (u = Var„ r = 50%, CFR Utility) 
- * -2-D Greedy (Throughput Utility)

SNR (dB)

Figure 5.15: Average throughput performance of the algorithms with U = 100 users. 
wq = 0.1 and u>2 = 0.9 for the MCR algorithms.

- Hungarian (Throughput Utility)
- MCRG (a = 0.4, CFR Utility)
- SLMCRG (r = 75%, « = 0.2, CFR) 

-SLMCRG (r = 50%, a = Var., CFR) 
-2-D Greedy (Throughput Utility)

SNR (dB)

Figure 5.16: Outage probability performance of the algorithms with U = 100 users. 
wq = 0.1 and W2 = 0.9 for the MCR algorithms.
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Figure 5.14 illustrates the impact of a on the BER performance of the CFR based 

SLMCRG algorithm with u>i = 0.1 and u>3 = 0.9. The optimal a value is slightly 

different for different SNRs. This numerical simulation is used to determine the values 

of Table 5.9. For lower SNR values, a between 0.15 and 0.2 is acceptable. But at higher 

SNR values, a lies between 0.1 and 0.15. This implies that as the SNR increases, the 

required CFR per PRB reduces, which was the same conclusion derived from Figure 

5.4.

Figures 5.15 and 5.16 show the average throughput and outage probability perfor­

mance, respectively, of the CFR utility based MCR algorithms. The optimal through­

put utility based Hungarian algorithm and the 2-D greedy algorithm are also shown 

for comparison. The throughput of the 2-D algorithm achieves near optimal through­

put at low SNR, however, the CFR utility based MCRG algorithm achieves a similar 

performance to the Hungarian algorithm at SNR — 10 dB and above. The outage 

probability of the MCRG algorithm is similar to the Hungarian algorithm at all SNR 

values with a much lower computational complexity. The CFR utility based SLMCRG 

algorithms achieve near optimal throughput performance at high SNR, and outperform 

the 2-D greedy algorithm in terms of outage probability at high SNR with a much lower 

computational complexity.

Figures 5.17, 5.18 and 5.19 show the BER, throughput and outage probability 

performances of the MCRG algorithm under the CFR utility for the WiMAX band 

AMC settings. These settings have been previously described in Section 4.5.6. The 

optimal performances, provided by the BER and throughput utility based Hungarian 

algorithms are included for comparison. The MCRG algorithms provide the same 

performance trends like the LTE system. The MCRG (wq, W2-> ol) algorithm under the 

T.U. 6 channel outperforms the MCRG (wq, ioi) algorithm. However, under the Ped. B 

channel and at high SNR, the MCRG (wo, ^i) outperforms the corresponding MCRG 

(iuo? wi, a ) algorithm under the T.U. 6 channel. This is due to the fact that the mean



CHAPTER 5. MCR BASED GREEDY PRB ALLOCATION 125

Hungarian (BER Utility, T.U. 6)
MCRG (WQ = 0.1, w2 = 0.9, a = 0.35, T.U. 6)

MCRG (w0 = 0.6, w, = 0.4, T.U. 6)
MCRG (w0 = 0.5, w2 = 0.5, a = 0.35, PedB) 

MCRG (w = 0.6, w = 0.4, PedB)

SNR (dB)

Figure 5.17: Average BER performance of the MCRG algorithms for the WiMAX 
Band AMC under both the T.U. 6 and Bed. B channels for [/ = 48 users.

Hungarian (Throughput Utility, T.U. 6) 
MCRG (W0 = 0.1, w2 = 0.9, a = 0.35, T.U. 6)

MCRG (w0 = 0.6, w, = 0.4, T.U. 6)

MCRG (w0 = 0.5, w2 = 0.5, a = 0.35, PedB) 

MCRG (w = 0.6, w = 0.4, PedB)

SNR (dB)

Figure 5.18: Average throughput performance of the MCRG algorithms for the 
WiMAX Band AMC under both the T.U. 6 and Fed. B channels for U = 48 users.
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Hungarian (Throyghput utility, T.U. 6)

MCRG (w0 = 0.6, w, = 0.4, T.U. 6)
MCRG (w0 = 0.5, w2 = 0.5, a = 0.35, PedB) 
MCRG (w = 0.6, w = 0.4, PedB)

SNR (dB)

Figure 5.19: Outage probability performance of the MCRG algorithms for the WiMAX 
Band AMC under both the T.U. 6 and Fed. B channels for U = 48 users.

and standard deviation RC do not have the ability to provide a suitable user-order in 

a channel with high RMS delay spread (high frequency diversity). This implies that 

the MVT criterion is more efficient at ordering the users in terms of performance in a 

richly scattered channel, as was the case under the LTE system.

5.7 Summary

In this chapter, MCR based greedy PRB allocation algorithms are proposed. A com­

bination of two MCDA methods, the Electre I and the Promethee II, is used to design 

a MCR technique that efficiently rank the users’ PRB performance before greedy PRB 

allocation. This ranking is an extension of the single criterion ranking in Chapter 4, be­

cause at least two RC are used to find the user-order, with which the greedy algorithm 

allocates PRBs to users.

A so-called MCRG algorithm is proposed, which always provides near optimal BER, 

SE and outage probability performance, irrespective of the optimisation utility em-



CHAPTER 5. MCR BASED GREEDY PRB ALLOCATION 127

ployed. This is achieved by using the proposed MCR technique to rank the users, 

according to multiple RC, simultaneously. The user-order is then used with the 1- 

D greedy algorithm to complete the PRB allocation process. The CFR utility based 

MCRG algorithm, particularly benefits from this because the CFR is readily available, 

and does not require additional computations. Three ranking criteria are proposed: /o 

which is the mean of the users’ utility values similar to Chapter 4, fi which is related 

to the STD of the users’ utility values and /2 which is the threshold below (or above 

for BER) which the PRB CFR value should not be allocated. /2 is the most suitable 

for the CFR utility, because the range CFR values are static and do not change with 

changing SNR. These criteria are used in pairs, (/o, /i) and (/q, fz) to rank the users’ 

performances, and the resulting user-order is utilised by the 1-D greedy algorithm to 

provide efficient PRB allocation.

Precise calibration of the parameters needed for the accurate operation of the 

MCRG algorithm is essential. It is found, using simulation (extensive sensitivity and 

robustness analysis), that the RC weights are optimal at wq = 0.4 and uq = 0.6 for 

criteria (/o, /i) and wq — 0.1 and W2 ~ 0.9 for criteria (/o, /2)- In addition, it is found 

that an acceptable threshold for the /2 criterion is about 0.4 across a wide range of 

SNR values. The performance of the MCRG algorithm provides a near optimal BER 

performance using the parameters above, especially with a large number of users in the 

system.

Furthermore, similar to chapter 4, the MCR technique is coupled with the SG 

algorithm to reduce the complexity of the overall PRB allocation process. The so-called 

SLMCRG algorithm is proposed which is computationally cheaper than the MCRG 

algorithm. It is shown that the proposed CFR utility based SLMCRG algorithm has 

the lowest computational complexity, far lower than its BER utility based SLMEG 

counterpart, but still provides efficient performances, especially at high SNR levels. 

Similarly, the sensitivity and robustness simulations are used to determine the efficient
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operating values for the parameters in the SLMCRG algorithm. It is shown that the 

RC weights are best at wo — 0.1 and u>2 = 0.9. a: = 0.2 is best the best threshold when 

the greedy algorithm is applied to a selection of r=75% users, while a varying (best 

value changes with increasing SNR) a is suitable for r — 50%. In general a reduces 

with increasing SNR.

The complexities of the proposed algorithms are also derived. The complexity of 

the MCR technique depends on the RC used. It is possible to use more than C — 2 RC 

simultaneously, however, the complexity quickly becomes intractable with an increase 

in the number of RC. Furthermore, carrying out sensitivity and robustness analysis for 

C > 2 RC is very cumbersome. The total complexity of the MCRG PRB allocation 

algorithm is the complexity of performing MCR added to the complexity of the 1- 

D greedy algorithm. The SLMCRG algorithm further reduces the complexity of the 

overall PRB allocation by combining the efficient MCR with the low complexity SG 

algorithm. Therefore, the MCRG and SLMCRG algorithms provide efficient PRB 

allocation, without incurring excessive operational costs.
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Table 5.7: Best values of the weights for the MCRG (/o, /i) algorithm with different 
number of users (C7) in the system.

Number of Users SNR (dB) w0 Wi
6 5 0.7- 1 0.3 - 0

7.5 0.7 0.3
10 0.6 - 0.7 0.4 - 0.3

12.5 0.7 0.3
12 5 0.7 0.3

7.5 0.6 - 0.7 0.4- 0.3
10 0.6 - 0.7 0.4- 0.3

12.5 0.6 0.4
25 5 0.6 - 0.7 0.4- 0.3

7.5 0.5 - 0.6 0.5 - 0.4
10 0.5 - 0.6 0.5 - 0.4

12.5 0.6 - 0.7 0.4- 0.3
50 5 0.6 0.4

7.5 0.5 - 0.6 0.5 - 0.4
10 0.5 - 0.6 0.5 - 0.4

12.5 0.6 0.4
75 5 0.6 - 0.7 0.4 - 0.3

7.5 0.5 - 0.6 0.5 - 0.4
10 0.6 0.4

12.5 0.6 0.4
100 5 0.6 - 0.7 0.4 - 0.3

7.5 0.6 0.4
10 0.5 - 0.6 0.5 - 0.4

12.5 0.6 0.4
48 - WiMAX 5 0.6 0.4

7.5 0.5 - 0.6 0.5 - 0.4
10 0.5 - 0.6 0.5 - 0.4

12.5 0.6 0.4
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Table 5.8: Best values of the weights and a parameter for the MCRG (/o, /2, a)
th different number of users (U) in t! re system.

Number of Users (U) SNR (dB) a Wq W2

6 5 0.45
7.5 0.4 0.1 0.9
10 0.35 - 0.4

12 5 0.45
7.5 0.4 0.1 0.9
10 0.35

25 5 0.4 - 0.45
7.5 0.4 0.1 0.9
10 0.35

50 5 0.4 - 0.45
7.5 0.35 - 0.4 0.1 0.9
10 0.3 - 0.35

75 5 0.45
7.5 0.35 - 0.4 0.1 0.9
10 0.3 - 0.4

100 5 0.45
7.5 0.35 - 0.45 0.1 0.9
10 0.3 - 0.4

48 - WiMAX 5 0.4 - 0.45
7.5 0.35 - 0.4 0.1 0.9
10 0.3 - 0.35

Table 5.9: Values o: a for each S NR in Figure 5.12
SNR (dB) 0 5 7 10 12.5 13 14 15 16 17 18

a 0.2 0.2 0.2 0.2 0.18 0.16 0.16 0.14 0.14 0.12 0.12



Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis has focused on developing high performance, computationally efficient PRB 

allocation algorithms for the 4G wireless communication systems. The proposed al­

gorithms all have a better trade-off between the BER, SE and performances when 

compared to the existing 1-D and 2-D greedy algorithms. They also have much lower 

computational complexity than the optimal Hungarian algorithm.

In Chapter 4, three enhanced ranking greedy algorithms, referred to as the MG, 

MEG and SMEG algorithms are proposed.

The MG algorithm carefully selects user-orders and performs the 1-D greedy algo­

rithm for all the chosen user-orders. The PRB allocation that corresponds to the best 

user-order is used. The MG algorithm has scalable computational complexity, however, 

as the number of selected user-orders increases, the complexity of the MG algorithm 

rapidly increases, however it is shown that for system with U users, the best out U 

user-orders always provides satisfactory average BER performances. Its performance 

is always within a few dB of the Hungarian (optimal) algorithm performance. In terms 

of optimisation utility, the MG algorithm simultaneously has near optimal BER, SE

131
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and outage probability performances under the BER utility. However, its performances 

under the other utilities is poor, especially the CFR and OSINR utilities.

The MEG algorithm determines its user order dynamically by always selecting the 

user that has the lowest mean PRB performance in every iteration. Its computational 

complexity is fixed and is about 5.5 times lower than the Hungarian algorithm and 69 

times higher than the 1-D greedy algorithm, for a 100-user system. The MEG algorithm 

always provides similar BER, SE and outage probability performances irrespective of 

the optimisation utility employed. If the cost of estimating the utility is negligible, then 

the MEG algorithm will have the best performance-complexity trade-off. Nevertheless, 

the iterative recalculation of the mean makes the complexity grow quickly for a large 

number of users.

The SMEG algorithm tackles the fairly high computational complexity of the MEG 

algorithm by calculating and sorting the users’ PRB mean performance only once. The 

sorted user list, is used as the single user-order. This drastically reduces the complexity 

because only one 1-D greedy algorithm is used (unlike the MG algorithm) and only 

one mean calculation is required (unlike the MEG algorithm). The SMEG algorithm 

is just 3 times as complex as the 1-D greedy algorithm. It is 125, 23 and 33 times less 

complex than the Hungarian, MEG and MG algorithms, respectively. However, it is 

shown that the SMEG algorithm provides a near optimal BER performance with the 

BER utility, a reasonable BER performance with the SE utility and poor performance 

with the CFR and OSINR utilities.

Finally, in chapter 4, based on the enhanced rankings, a so called SLMEG algorithm 

is proposed, which further reduces the overall complexity of the enhanced ranking based 

greedy PRB allocation by selectively optimising PRB allocation for a fraction of the 

available users in the system. It is implemented in a way that the poorly ranked 

users are selected to optimise their PRB allocation, while the remaining highly ranked 

users are randomly allocated PRBs. Intuitively, these random PRB allocations do not
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incur any cost. Nevertheless, the BER utility based SLMEG algorithm outperforms 

the 1-D and 2-D greedy algorithm in terms of both the BER and outage probability 

performances, especially at high SNRs. The SLMEG algorithm is only about 2.5 times 

as complex as the 1-D greedy algorithm and about 27 times less complex than the 2-D 

greedy algorithm.

In chapter 5, the issue of varying performances under different optimisation utilities 

is tackled. A so-called MCRG algorithm is proposed, which provides near optimal PRB 

allocation, irrespective of the optimisation utility employed. The MCRG algorithm 

is a combination of a MCR technique and the 1-D greedy algorithm. The MCR is 

a technique that ranks users according to multiple criteria, simultaneously, which is 

unlike the single criterion mean ranking in Chapter 4. The MCR technique is created 

from a combination of two classic MCDA methods, the Electre I and Promethee II. 

The three RC are considered in this work are the mean (similar to chapter 4), the STD 

and the MVT. The best pair of RC - the mean with weight, uq = 0.1 and MVT with 

weight u>3 = 0.9 and threshold ck = 0.4 - are found by extensive numerical simulations. 

The computational complexity of the CFR utility based MCRG algorithm is about 9 

times more than that of the 1-D greedy algorithm, while the comparable BER utility 

SMEG algorithm is about 154 times more complex than the 1-D greedy algorithm.

Furthermore, a reduced complexity SLMCRG algorithm is proposed in chapter 

5. It is a combination of the MCR technique and the SG algorithm proposed in 

chapter 4. The superior ranking of the MCR is exploited to provide sufficient BER 

and outage probability performances with the CFR utility based SLMCRG algorithm. 

The CFR utility based SLMCRG algorithm outperforms the 1-D greedy algorithm, 

2-D greedy algorithm and the CFR utility based SLMEG counterpart, especially at 

high SNRs. The CFR utility based SLMCRG algorithm BER and outage probability 

performances is similar to that of the BER based SLMEG algorithm. The CFR utility 

based SLMCRG algorithm is about 19 times less complex than the BER utility based



CHAPTER 6. CONCLUSIONS AND FUTURE WORK 134

SLMEG algorithm.

6.2 Future Work

These PRB allocation algorithms can be extended to multiple input multiple output 

(MIMO) systems, especially the high performance CFR utility based versions, because 

the BER of MIMO systems is even more challenging to estimate, particularly in the 

presence adaptive FEC. Furthermore, the MGR can be used with virtual MIMO (also 

known as CSM) systems, to select a pair of users that simultaneously share the same 

time and PRB resources.

The MCDA techniques have been rarely used in wireless communications. There are 

many case scenarios in wireless communications that could benefit from dynamically 

selecting algorithms from the various algorithms which exist. For example, if all the 

users in the system have high channel link quality across the whole bandwidth, then the 

1-D greedy algorithm can be selected and if some users have highly varying channel link 

qualities, then the MCRG algorithm can be selected. Furthermore, in some instances, 

the ZF equaliser could perform better than the MMSE equaliser and vice versa, so 

the MCR technique could be used to automatically select an equaliser in one TTI 

and another equaliser for the next TTI. This dynamic selection of algorithms is made 

possible by software defined radio, where different algorithms and techniques could 

be loaded onto the digital signal processing (DSP) and selected for use in real time. 

Decision aid techniques would certainly benefit resource allocation for cognitive radio.

Extensive simulations should be carried out to determine the suitable operating 

parameters for all the algorithms under different kinds of wireless channels and systems. 

In addition, less complex RC can be found, because as shown in this work, estimating 

the mean and STD for all the users in the system can be quite complex, even more 

complex than the greedy PRB allocation itself.
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