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2. ABSTRACT

In this thesis, a wide range of surface sensitive techniques have been used to
characterise surfaces relevant to offshore steel structures, to provide funda-
mental understanding of steel-paint binding that prolongs coating lifespans
and corrosion inhibition.

Particular steel surfaces are characterised before and after almandine gar-
net abrasive blasting. Significant build-up and coverage of abrasive residue
(almandine and calcium carbonate) is identified on the post-treatment steel,
covering up to a third of the steel surface. Given the importance of the
blasting materials on the surface, almandine garnet is also characterised for
its surface chemistry and behaviour. By characterising both bare steel and
almandine garnet, adsorption on ‘real’ garnet-blasted steel substrates can be
modelled.

A dry ice-garnet mixed stream is also investigated to see whether abrasive
residue could be reduced. It is found that a quarter of the steel surface is
covered with blasting residue. However, cooling and moisture-condensation
leads to corrosion spots formation.

The adsorption of potential paint additives and components on S355 steel
and garnet are determined using solution depletion isotherms. Quantitative
data such as equilibrium adsorption constants, and estimation of monolayer
molecular geometries are collected. The latter is further investigated through
novel surface spectroscopy. In brief, most organics are found to have higher
affinity to steel than garnet.

The steel surface is shown to be likely to corrode in offshore conditions with
corrosion marine aerosols in a matter of a few hours. It is these corrosion
products which will be substrates for coating/paint molecules. A ‘salt drop’
corrosion study simulates relatively short timescale aerosol exposure (mins
to hours). Surface chemical-environments are characterised. The corrosion
products are found to be porous, inhomogeneous in chemical environment,
and evolve through time, with adsorbed/occluded marine ions.
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Finally, as steel corrosion products are likely to adsorb marine salts, ion ad-
sorption on almandine garnet is investigated. Cations of sodium, magnesium,
and calcium are found to specifically adsorb. Numerical model co-fitting of
data from different techniques successfully obtains the adsorption equilibria
and constant, and the surface site density of almandine garnet. The study
highlights a general need for more complete studies, using multiple adsorp-
tion experiments, for aqueous phase adsorption investigations on minerals in
the future.



3. INTRODUCTION

3.1 Purposes and Aims

The purpose of this project is to prolong the longevity and improve the
performance of coating systems on steels which are exposed to offshore en-
vironments. As painting is essentially the application of organic molecules
onto a steel surface, chemically-rationalised solutions are essential to its im-
provement. In this project, abrasive blasted steel surfaces are characterised.
The adsorption of different chemical functionalities are assessed by providing
quantitative adsorption data, as coating adhesion promotors and/or corro-
sion inhibitors.

Simulated marine corrosion of steel surfaces, a proxy to offshore environ-
ment, in repainting-relevant timescales is conducted to observe any signifi-
cant surface chemical changes that may affect paint adsorption. Inorganic
ion adsorption at the paint-steel interface is to be characterised, in case of
its influence in the rate of water ingress at the interface.

The potential root causes of the onset of marine corrosion underneath painted
layers in an offshore environment are to be investigated in this project, to
discover potential improvements in chemical anti-corrosion solutions.

3.2 Surfaces

This section outlines differences between surface and bulk atoms of the same
material. This has implications for adsorption and chemical functionalities
used to promote coatings adhesion and corrosion inhibition. Initially a metal
crystalline surface is considered as a relatively simple system to introduce
surface chemistry.

Significant property differences exist between surface layers and the bulk
material, including electronic,® crystallographical,? and chemical®*. Newly
created surfaces expose many atoms in their original bulk crystallographic
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Fig. 3.1: Example cartoons of a selected sample of face-centred cubic (FCC) crystal
structures and surface stabilisation effects. Surface atoms are in green,
bulk atoms in grey. A: Selected range of crystal structures of different
Miller indices. B: Mechanisms of surface energy minimisation. Left to
right: Relaxation, Reconstruction, and reconstructed surface with fewer
interfacial atoms exposed.

arrangements,® but with fewer bonding neighbours (coordination number).
With fewer neighbours to bond with, these surface atoms have a higher energy
when compared with their bulk counterparts. In Figure 3.1A, a range of
common face-centred cubic (FCC) crystal faces common in iron oxides are
displayed.®” The green surface atoms demonstrate the fall of coordination
numbers compared to those in the bulk in black, from 12 to 8 in (100),
from 12 to 7 in (110), and from 12 to 9 in (111). The energetic difference
due to this coordination number change, as well as material number density,
is reflected in the surface energy, v. The higher the coordination number
change between the surface and bulk atoms in a crystal structure, the higher
the surface energy.

A variety of behaviour is observed to minimise the higher surface energy
illustrated in Figure 3.1B. These include the strengthening of existing coor-
dination bonds leading to surface layer structural ‘relaxations’ distortions,
resulting in the propagation of some atoms into the bulk. The surface/near-
surface atomic layers are drawn towards the bulk, with the reduction of near-
surface layers distances to each other. ‘Reconstruction’ rearrangements are
also observed involving the changing of the local crystal structure, of surface
atoms. The decrease in the number of atoms exposed at the interface thus
lowers the surface energy.® High energy uncoordinated sites can also lead to
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the reaction of interfacial atoms with external species. Many metal surfaces
readily form surface oxide and/or hydroxide layers when exposed to atmo-
spheric oxygen and water.? Native surface layer of iron oxides is found to form
on a new S355 steel surface,'®!! a carbon steel used in offshore strucutres.
The detailed characterisation of surface chemistry is therefore important to
improving adsorption of coating molecules.

3.3 The Solid-Liquid Interface

The interaction of such surfaces with other matter such as the solid-liquid
interface, can greatly influence chemical behaviour. Sometimes single molec-
ular adsorbed layers can dominate the surface chemistry. Many modifica-
tions are done through ‘dosing’ the surface with a liquid solution,!? forming
monolayer or multilayer coverage on the surface. These layers have minute
chemical signatures in comparison to the bulk, making for difficult analy-
sis. Therefore techniques sensitive to the surface chemical environments are
needed. This thesis employs a wide range of state-of-the-art techniques to
determine surface behaviour.

3.3.1 Surface Charge and the Double Layer

This work includes the exposure of steel and minerals to aqueous solution,
the surface double layer and ion adsorption/complexation that occurs is now
outlined.

When a solid surface is exposed to a liquid, a number of reactions can occur.
They include proton exchange (acid-base reactions depending on the surface
chemical group), cations and anions can bind, sometimes through ligand
exchange or complexation at surface sites. These processes sometimes lead
to proton loss/gain. A net surface charge develops leading to the formation of
an electrical double layer (EDL), as shown in Figure 3.2.!3 The layer closest
to the solid substrate is known as the Inner Helmholtz Plane (IHP) and
is considered to comprise charged groups chemically bonded on the surface
including unsolvated ions. The second layer is the Outer Helmholtz Plane
(OHP) and is often considered as a plane of solvated ions. The combination
of the two planes forms the Stern layer.

Random thermal diffusional motion of ions in solution is introduced form-
ing a diffuse layer (Gouy-Chapman model). This layer lengthscale is set by
the Debye length, dependent upon solution properties such as ionic strength
(Equation 3.1). The shortcoming of this model assumes ions to be point
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Fig. 3.2: Schematic diagram of the Stern model of the electrical double layer, of a
positively charged surface.

charges where charge density on the solid surface becomes unfeasibly high.
Hence Stern combined the compact Helmholtz ion packing with the diffuse
model. While these bound ion planes take into account the physical dimen-
sions of the ions, they are insufficient for the neutralisation of net surface
charge. Hence the remainder of this coulombic charge is counterbalanced
by a diffuse layer extending into the solution (Gouy layer).'* This charging
generates a potential, vy, at the interface.

[kTe.€

-1 rC0

= 1

" 2e2] (3.1)
1 2

F
o = +/8coe g RT Sinh(z;éoT ) (3.3)

€0t
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Eqation 3.1 contains k as the Boltzmann constant, 7" the absolute temper-
ature in Kelvin. ¢, the dielectric constant of the liquid medium and ¢, the
permittivity of free space. I is the ionic strength of the solution expressed
in Equation 3.2 where a; and z; are respectively the activity and valency of
species ¢ in solution. The thermodynamic aspects of electrolyte non-ideality
are addressed most notably by Debye-Hiickel theory.'® At low ionic concen-
trations, the solution behaviour tends towards ideality and activity can be
approximated by concentration, ¢;. Potential at the surface, 1)y falls linearly
within the Stern plane then decreases exponentially in the diffuse layer be-
yond.® The boundary between the fluid attached to the surface from the
mobile fluid is known as the ‘slip plane’. The potential at this plane is called
the (-potential. The lengthscale of this potential is the Debye length x*.

Equation 3.1 demonstrates Debye length as inversely proportional to the
ionic strength of the solution, and represents the decrease of surface poten-
tial with respect to distance from surface. In high ionic strength systems,
charged species may approach the surface without significant electrostatic
attraction/repulsion. The relationship between the surface charge density,
o, and surface potential is expressed in the Grahame equation, for a sym-
metrical electrolyte with valency z in Eq.3.3,'7 ¢y the electrolyte number
density/solution concentration (in mol m~2 or mol dm~3), R the molar gas
constant, and F' the Faraday constant. At low surface potentials, Equation
3.3 is linearised into Eq.3.4. The surface charge density is therefore linked to
the ionic strength of the solution, which impacts on ion adsorption through
electrostatic attraction/repulsion.

3.3.2 Adsorption

A variety of different surface complexation models have been proposed to
explain ion adsorption:'®2° including standard EDL theory, the constant-
capacitance model,?! and other complex models involving further interfacial
ion layers.?224 All surface complexation models are based in four fundamen-
tal concepts. First, all adsorption on oxides happen at specific coordination
sites of particular surface groups. Second, mass action law equations describe
chemical dynamic equilibrium quantitatively explain the adsorption reactions
on these sites, with total mass conserved. Third, adsorption reactions lead to
surface charges. Fourth, surface charge effects on adsorption can be included
by the applying a surface potential-dependent coulombic correction factor,
derived from EDL theory and applied in addition to mass law equilibrium
constants. From these conditions spring a large selection of numerical sim-
ulation techniques for complexation reactions at the steel iron oxide-water
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interface.

Surface Protonation

= XOH"|[H*]
= XOH," = = XOH" + HT K“ppz[ .
O 2 O + al [ = XOH2+] (3 5)
) = XO|[H"]
=XOH = =XO~ +H" KPP — [=XO i} 3.6
+ a2 [ = XOHO] ( )
AGgot = AG?nt + ACYYgoul = AG?nt + AZFwO (37)
K™ = K exp(AzFo/RT) (3.8)

Solid-water interfaces are often charged due to the amphoteric nature of many
oxide surfaces. Equations 3.5 and 3.6 describe ‘protonation/deprotonation
steps’ of a surface site, signified by =XOH ™', [=..] and [...] respectively
represent the surface concentrations and solution activities of a species. Kj3¥
and K 5" are the apparent equilibrium constants of reactions influenced by
the coulombic factor. This can be better understood thermodynamically
in terms of total free energy of adsorption, AGY, described by Equation
3.7. The adsorption free energy comprises two components, the ‘“intrinsic’
term (AGY,,) and coulombic term (AG? ). Az is the surface species charge
change in the adsorption reaction. The free energy terms can be re-expressed
into intrinsic equilibrium constants (Equation 3.8), without coulombic charge
effects. The exponent is referred to as an coulombic correction factor, an
activity coefficient for the long-range electrostatic effects of charged surface

species.

Figure 3.3 shows iron oxide surface charge responses under different pH and
ionic strength conditions. The x-intercept pH, which there is no net sur-
face charge, is called the Point of Zero Charge (PZC). Above it the surface
is negatively charged and below the surface is positively charged. Qualita-
tively a negatively charged oxide surface electrostatically attracts cations,
hence its adsorption more favourable at high pH.?®> The coulombic correc-
tion factor allows quantitative reflection of this charge-influenced adsorption
in complexation calculations.

Ion Binding
= XOH’ + A* + H' = =XA~ +H,0 (3.9)
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Fig. 3.3: Relationship between pH and surface charge under various ionic strengths
of a 1:1 electrolyte for an hydrous ferric oxide, derived numerically using
Eq. 3.3 and 3.13. Black: 0.1 mM, Red: 1 mM, Green: 10 mM, Blue:
100mM, Magenta: 1000 mM ionic strength.

ap [= XA
i = xom AT i) 310
= XOH’ + M*" == =XOM™" + H" (3.11)
wp | = XOMT|[HY]
R = [ = XOH][M?*] (3.12)
o= A—S[[ = XOH,"] = [=XO7 ]+ [=XOM"] —2[=XA* ]+ [...] (3.13)

Adsorption of various anions and cations onto surface sites are considered
similarly as surface acidity, example reactions are shown in Equations 3.9 and
3.11, with respective apparent adsorption constants. Multivalent ions often
have multiple modes of interaction and equilibrium constants. The resultant
site charge form part of the surface charge and EDL. The contributions to the
surface charge, o, is outlined by Equation 3.13, where A is the specific area
and S mass concentration of the sorbent. Adsorbate-to-adsorbant ratios can
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particularly influence surface complexation behaviour to be outlined in a later
Chapter 10. Combination of mass law, mass conservation and surface charge
equations allow for adsorption calculations. Save for very simple systems,
the large number of chemical species often require numerical calculations,
through software like Visual MINTEQ used in this work.



4. THEORETICAL BASES OF EXPERIMENTAL
TECHNIQUES

4.1 Surface Titration

Surface titrations identify surface group chemistry, site density, and point of
zero charge (PZC) on sparingly soluble mineral oxides,?® nanoparticles,?” and
bacteria.?® Acid-base titrations operate by adding/removing protons from
surface groups by respectively adding acid /base/electrolytes into an aqueous
suspension containing the surface, often in powdered form to maximise the
surface-to-volume ratio. Aqueous proton/hydroxyl ion are considered to be
‘potential determining ions’ (PDIs) The method characterises the ‘acidity’
(pK,, equilibrium acid constants) and charge on the surface, with or without
the influence of other PDIs and organic adsorbates.

14 -
12 JEQ, [=FeO]
104PK,,  [EFeO]=[=FeOH?]
3 e
1BQ,  [=FeOH"
6

4 J[=FeOH,"] = [=FeOH"]
_ pK

a,1

V1 V2 Va V4
. . —— .
0.0 0.5 1.0 15 2.0 25 3.0
Moles of base added

Fig. 4.1: Example curve of an acid-base titrated iron oxide surface, as a ‘diprotic
acid’, with notable features labelled.

The analytical process of titration can be separated into four discrete steps. 2
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First the pH measurement of the suspension aqueous solution. Second is the
surface titration that determines the titration kinetics. This can be probed
through different titration speeds, with or without background electrolyte.°
Third, from the pH values and known volume of titrant, the proton concentra-
tion are calculated. Fourth is the conversion of proton consumption/response
into surface charge. In most cases, a non-adsorbing indifferent electrolytes
are used to keep the ionic strength of the solution practically constant as it
affects surface charge responses (Figure 3.3).

[= XOH, "]

pH = pKa + 10gm
n+1

(4.1)

Surface hydroxyl groups are often considered as ‘diprotic acids’, functionali-
ties that can be deprotonated, as well as protonated, as previously shown in
Equations 3.5 and 3.6. The two equilibrium acid constants (K,;, K,2) can be
calculated. An example of a titration is shown in Figure 4.1, of an iron oxide.
Inflection points in the figure at base titrant volumes V; and V3 are where the
protonated and deprotonated surface groups are of equal concentration. One
can rearrange acid constants equations into Equation 4.1. Concentrations of
the two surface species at the inflection points cancel, with pH equivalent to
the acid constant pK,.

V=V,-V (4.2)
VCy
ng = SA (43)

For a single surface group, the group density can be estimated using equiva-
lence points (e.g. base titrant volumes V5 and Vj in Figure 4.1), the amount of
titrant added that is sufficient to completely neutralise one particular species
on the surface.?! The titrant volume difference at equivalence points (Equa-
tion 4.2) of known concentration Cy, solid specific surface area A, suspension
solid concentration S can be used to calculate the surface site density, ng, of
a particular group using Equation 4.3.

Surface titrations allow for the calculation of surface charge. In an indif-
ferent electrolyte aqueous solution, only the deprotonated ( = XOH,*) and
protonated groups ( = XO™) determine the surface charge. Calculations are
listed in Equations 4.4 to 4.10. In the formulae, ¢4 and cg are the molar
concentrations of titrant acid or base. F', A, S, and o are all defined above
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in Chapter 3. [Y] represents the concentration of unknown constituents that
can react with protons and hydroxyl ions. This comparison between sample
and blank titrations ensures impurities or any unknown surface moieties on
the experimental apparatusare taken into account.??

(CA - CB)susp :TOTHsusp .
=[H"] — [OH"] + [= XOH, "] — [= XO7] +[Y] (4.5)

(ca — ¢B)blank =TOTHpank
=[H*] — [OH™] + [Y]

A(CA - CB) :TOTHsusp - TOTHbl(mk (48)
=[= XOH,"] — [= XO] (4.9)

F
o= (A—S)A(CA —cp) (4.10)

For titrations in an indifferent electrolyte, the pH of null surface charge cor-
responds to the ‘pristine’ point of zero charge (PZC), the point of common
intersection between surface charge titration curves, under different ionic
strengths.3? It should also correspond to the average between the two sur-
face intrinsic equilibrium acid constants (assuming both originate from the
same functionalities and reacts in equal measure for both pK,) seen in Equa-
tion 4.11. ‘Intrinsic’ constants are previously defined in Equation 3.8.

1 . .
pHpzc = 5[]9}(31” + pK3] (4.11)

4.1.1 Experimental

All surface titrations pH measurements in this thesis were measured using
a Unitrode Pt100 probe attached to a Metrohm 809 Titrando. All titrants
(salt, acid, base) were 0.1 M in concentration and were dosed at a rate of
0.6 mL min~!. Acid/base or salts solutions were supplied by Sigma Aldrich.
The suspension was titrated under stirring through a magnetic bean stirrer.
All titration were done at the BP Institute, University of Cambridge.
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4.2 Zeta-Potential Measurements

Zeta-potential, or (-potential, is the electrical potential at the slip plane of
a surface of a particle/interface. The experimental determination is through
electrophoresis, the motion of dispersed particles relative to the suspending
medium under a spatially uniform electric field.?*

solvated solvated
cation anion

Fig. 4.2: Cartoon showing the double layer structure of a positively charged sur-
face, with the locations of the Stern plane (encapsulating the Stern layer)
and the slip plane (encapsulating both Stern and Diffuse layers) relative
to the particle surface.

¢="1HE (4.12)
€o€r
v

HE = Ed (4.13)

This electrokinetic experiment is governed by the Smoluchowski equation
shown in Equation 4.12.3% The (-potential is determined by the fluid viscosity
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7, the particle electrophoretic mobility pg, the vacuum permittivity ¢, and
the dielectric constant of the liquid medium ¢,.. The mobility is defined by
the drift velocity v, (particle rate of migration), divided by the electric field
E in Equation 4.13.

Mobility of the particles under an electric field is monitored through dynamic
light scattering (DLS). The method measures differences of incoming light
scattering by the particles under the uniform electric field. Changes in the
measured intensity over time are analysed through an auto-correlation func-
tion (ACF). In the time domain, the ACF exponential decay (decorrelation)
speed is dependent on the diffusion rate. Smaller particles have faster mobil-
ity, leading to faster ACF exponential decay, whereas it is vice versa for larger
particles.3® ACF analysis leads to determination of particle size distribution.

4.2.1 Experimental

All zeta/(-potential measurements were obtained using a Brookhaven Instru-
ment ZetaPlus Zeta Potential Analyser. Suspension concentrations of 1 mg
mL™! or lower were used. Solution were contained in a plastic cuvette with
10 mm optical pathlength. The pH of the suspensions were tracked using
high precision pH indicator paper with 0.2 or 0.3 pH value measurement
increments, made by either Fluka or Waterman.

4.3 Solution Depletion Isotherms

Solution depletion isotherms are useful to determine important kinetic and
thermodynamic properties of an adsorbate-adsorbant system. Interpreting
isotherm data is useful in extracting physical quantities, to explain the in-
teractions within such systems.

4.3.1 Henry Isotherm

The Henry isotherm assumes a linear relationship between adsorption surface
coverage, 6, and equilibrium concentration of adsorbate in solution, ¢. They
are correlated by an equilibrium constant, Ky, as shown in Equation 4.14.
Surface coverage 6 is the fraction of occupied sites/adsorption from the total
number of surface sites or maximum adsorption, where ¢ is amount adsorbed
and () the maximum amount adsorbed. The adsorption equilibrium con-
stant, K in general, is the ratio between rate constants of adsorption against
desorption in a kinetic-derivation, where k.45 and kg are respectively rate
constants for adsorption and desorption in Equation 4.16.
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0 = Kyc (4.14)

0= q/Q (4.15)

K = Fads (4.16)
kdes

Henry isotherm behaviour is typical of many adsorption isotherms in the
low surface coverage regime. Sparse distribution makes lateral interactions
between adsorbates unlikely or negligible. 37

4.3.2 Langmuir Isotherm

Langmuir isotherm is underpinned by a number of assumptions. Firstly ad-
sorption on an adsorbant is limited to a single monolayer (0 < 6 < 1).
Secondly all adsorbant surface sites are energetically equivalent (i.e. no de-
fects, terraces etc.) Thirdly, the enthalpy of adsorption remains constant
irrespective of the amount adsorbed. In other words, there are no lateral
interactions between adsorbates and other sites in close proximity.3®

In the low concentration regime, there is initial fast increase of adsorption ¢
with adsorbate concentration, ¢, following a Henry isotherm. With further
concentration increase, adsorption reaches a plateau and achieves ‘complete’
monolayer adsorption (). The behaviour is related through an equilibrium
adsorption constant of K, as expressed in Equation 4.17.

QKadsc
— _vraasy 4.17
A (4.17)
c 1 c
- = + —= 4.18
. K00 (4.18)

To effectively extract the adsorption constant and monolayer adsorption,
one can linearise Equation 4.17 into Equation 4.18. Adsorbate equilibrium
concentration in solution, ¢, is plotted against ratio between solution concen-

[

tration and adsorption, " With the appropriate data-point weighting, the
line gradient gives us é and the y-intercept ﬁ@
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4.3.3 Freundlich Isotherm

The Freundlich isotherm empirically relates the adsorption and equilibrium
concentration. Adsorption behaviour is described by Equation 4.19, like the
Henry isotherm with an extra interaction parameter of n, encapsulating the
lateral interactions between adsorbates.

¢ =QKpcn (4.19)

Non-linear empirical data fitting has to be employed. This isotherm is com-
monly used for heterogenous surfaces. 3’

4.3.4 Brunauer-Emmett-Teller (BET) Isotherm

The Brunauer-Emmett-Turner (BET) isotherm has similar characteristics to
a Langmuir isotherm, differing in that it allows for the formation of multi-
layers of adsorbate. 0

There are a few assumptions: firstly adsorbate can physically adsorb in-
finitely. Secondly interactions between each adsorbed layer is permitted.
Thirdly the adsorption for each layer is Langmuirian. Adsorption occur at
surface sites, one site adsorbs one molecule. The only adsorbate interaction is
inter-layer. One lower-layer molecule acts as a one adsorption site for another
in the upper-layer. The uppermost adsorbate layer is in dynamic equilibrium
with the gas/liquid phase. Desorption is a kinetically-controlled process, with
the enthalpy of adsorption same across the uppermost layer and inner-layers
treated as a condensed phase. At saturation pressure/concentrations, Fy, the
number of layers tends to infinity. 4!

BET adsorption isotherms of gas molecules are used to assess the surface area
of powdered samples, including in this work for adsorbant powders. Nitrogen
gas is often used as an adsorbate due to its well-defined molecular surface
area of 16.2 A2.424 For such a gas-solid system, the adsorption behaviour is
described in Equation 4.20. P and F, are respecitvely the adsorbate equilib-
rium and saturation pressures. v and v, are the adsorbate equilibrium and
monolayer volume. Kp is the BET equilibrium adsorption constant.
P 1 Kg—1P

vBy— P  v,Kp + QKp P,

(4.20)

BET-type isotherm can also used in rationalising liquid-solid phase adsorp-
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tions but it is not employed in this work.

4.3.5 Other Models & The Liquid Phase

The list of models above is by no means exhaustive. Many modifications
have been done, especially to the Langmuir isotherm due to its simplicity,
to better rationalise adsorption data: Temkin,** Frumkin isotherms?®, are
examples of including lateral interactions in their models. In this work, the
Langmuir-type model often suffices and any further theoretical interpreta-
tions are outlined in detail. Note that these models describe adsorption by a
singular species in gaseous phase. For solid-liquid systems seen in this work,
factors such as possible competitive adsorption (vs. solvent, other compo-
nents) may need to be considered for adequate rationalisation of adsorption

data.

4.3.6 Experimental Procuedures

The basic procedure of the isotherm experiment is shown in Figure 4.3. High
surface area-to-volume powders are exposed to an adequate, but preferably
minimal volume of solution with different adsorbate concentrations. Low
liquid volume lowers the experimental error in the amount adsorbed. The
samples are then tumbled to allow equilibration. The adsorbent powder is
then separated, often through centrifugation, from the liquid supernatant.
Adsorbate equilibrium concentration is then measured through different an-
alytical methods (UV-Visible, Infrared, NMR spectroscopies in this work),
depending on the chemical nature of the species.

The change in adsorbate concentration in solution is attributed to amount
adsorbed, and can be calculated through Equation 4.21. ¢; and c¢; are re-
spectively the input and final analyte concentration. V is the total volume
of the liquid during equilibration. A is the specific area of the solid substrate
(i.e. S355 powder) and S is the equilibrated suspension solid concentration.
q is the adsorption of the adsorbate per unit area.

(c; —cp)V
= 4.21
q yr (4.21)
For solution isotherms adsorption measurements are always expressed as the
amount of adsorbate adsorbed relative to that of the solvent or any other
components in the solution. Competitive adsorption of solvents and other
species is possible, leading to seemingly ‘negative’ adsorption results.® In
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Centrifuging

— —
Solid suspension Samples are Centrifugation aids Syringe used to withdraw
made with varied tumbled and left separation of supernatant for adsorbate
concentrations to equilibrate solids from equilibrium concentration
of adsorhate supernatant analysis

Fig. 4.3: Schematic outlining the experimental procedures of a solution depletion
isotherm.

this work, solvents with weak interactions with the surface are used so no
such complications are expected.

Fourier Transform-Infrared Spectrscopy (FT-IR)

Transmission infrared spectroscopy was conducted with a Perkin Elmer Spec-
trum 100 FTIR Spectrometer. Samples were analysed using a liquid cell,
through caesium chloride windows with a 2 mm polytetrafluoroethylene spacer.

Quantitative Nuclear Magnetic Resonance Spectrometry (¢qNMR)

Quantitative Nuclear Magnetic Resonance Spectrometry (QNMR) was con-
ducted with a Bruker Avance IIT HD 500 MHz Smart Probe Spectrometer,
at the Department of Chemistry, University of Cambridge. 'H NMR spectra
was taken and dodecane solvent supression processing was undertaken before
further quantitative analysis of the analyte of interest.

4.4 Scanning Electron Microscopy and Energy Dispersive
X-Ray Spectroscopy (SEM-EDX)

The topography and surface features of steel and its corrosion products,
should there be any, are often not visible to the naked eye. This is especially
true for corrosion features that are generated at short corrosion timescales.*”

In scanning electron microscopy (SEM), the sampled surface is exposed to a
focused beam of high energy primary electrons produced by a set-up illus-
trated in Figure 4.4.%® The beam is used to scan across the sample surface
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Fig. 4.4: Schematic diagram of a scanning electron microscopy/backscattered
electron-energy dispersive X-ray spectroscopy (SEM/BSE-EDX) set-up.

to produce a two-dimensional image of the substrate by detecting the resul-
tant electrons from sample. The variation of number of secondary electrons
(SE), emitted from the surface generated by primary beam ionisation of sam-
pled atom electrons, reflects the topography. Ionisation of electrons through
secondary electron emission leads to radiation of characteristic X-rays and is
diagnostic of each element, leading to elemental identification through energy
dispersive x-ray spectroscopy (EDX).

Figure 4.5 shows the interaction between the sample substrate with the inci-
dent primary electron beam, demonstrating the different ‘interaction volume’
each emitted-type of electron has. Figure 4.5 shows characteristic X-rays
for EDX have significant interaction volumes in the sample, limiting the
technique’s ‘surface sensitivity’. While EDX serves as a readily available
elemental-analysis tool, more stringent requirements for surface sensitivity
would usually need other techniques.

Backscattered electrons (BSE) are reflected or backscattered out from the
sample through elastic interactions with sample atoms. Higher atomic num-
ber elements backscatter electrons more than lighter elements owing to their
higher number of atomic electrons. Therefore sample areas with heavier ele-
ments would appear brighter on the image. This behaviour makes BSE ideal
for providing better elemental contrast, while SE is good for topographical
surveying.
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Fig. 4.5: Schematic diagram of the interaction between a primary electron beam
with a sample substrate. Radiation emitted is labelled in blue curly
arrows and emitted electrons are in black straight arrows.

4.4.1 Experimental

Untreated steel surfaces were analysed with a JEOL Model JSM 6360LV elec-
tron microscope at the Department of Chemistry, University of Cambridge.
The acceleration voltage used was typically 20 kV with a working distance of
20 mm unless stated otherwise. The accompanying EDX spectra were taken
using an Oxford Inca EDS. Polished and abrasive blasted steels data was
collected using a QEMSCAN 650F microscope made by FEI, USA, at the
Department of Earth Sciences, University of Cambridge. EDX spectra were
collected using a QUANTAX EDS by Bruker.

4.5  Electron Backscatter Diffraction (EBSD)

Backscattered electron diffraction (EBSD), now often coupled with SEM-
EDX systems, uses the elastically backscattered electrons that pass through
the surface crystals. The crystals are used as diffraction gratings. The resul-
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Fig. 4.6: Schematic diagram of a simplified EBSD set-up.

tant interference lines (Kikuchi lines) can be attributed to particular crys-
tallographic Miller indices, and the collection of these lines can be assigned
to a particular surface crystal of known elemental composition.4?*° These
backscattered electron diffraction patterns are collected through a phosphr
screen, as shown in Figure 4.6. An example spectrum of magnetite shown in
Figure 4.7.

The primary use of EBSD is to determine surface microstructural information
of a material down to nanometre resolution.*® In this work, the reactivity
of metallic steel prevents the use of other ‘direct’ chemical surface group
characterisation, such as surface titration. Surface crystal identification of
iron oxides native to the steel through EBSD can be referenced to well-
known surface data from the literature, allowing the inferring of steel surface
chemistry.

4.5.1 Experimental

All EBSD analyses were conducted though the QEMSCAN 650F, through a
QUANTAX EBSD detector by Bruker at the Department of Earth Sciences,
University of Cambridge.

4.6 Transmission Electron Miscrospy (TEM) and Electron
Energy Loss Spectroscopy (EELS)

Transmission electron microscopy (TEM) uses electrons transmitted through
the sample to obtain structural, chemical, crystallographic information. The
use of electrons allows formation of high resolution images. The lengthscale of
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Fig. 4.7: Kikuchi lines of magnetite, with database indexed lines for the mineral
superimposed on top.

spatial resolution can be approximated as the same as de Broglie wavelength
of the electron expressed in Equation. 4.22. X is the de Broglie wavelength
of the electron. e and my are respectively the electron charge and mass.
V' is the acceleration voltage by the microscope. h is the Planck constant.
The operator can vary the acceleration voltage to achieve different electron
wavelengths for better resolution. !

h
A - W (422)

The interaction between the sample and the primary electrons is demon-
strated in Figure 4.5. The transmitted/scattered electrons co-linear to the
primary beam allows for the imaging of the specimen. Elastically scattered
electrons, after interaction with the sample atoms and ‘deflected’ at a scatter-
ing angle, are detected to give diffraction patterns and high-resolution TEM
(HRTEM). The elastically scattered electrons can be simplified by thinking
them as displaying wave-like behaviour when they constructively and destruc-
tively interfere with each other after interacting with the specimen atoms,
having respectively in-phase and out-of-phase relationships scattered at dif-
ferent angles. This interference pattern is described by Braggs’ law (Equation
4.23) and essentially uses the crystal lattice of the sample as diffraction grat-
ings.?? ) is the ‘wavelength’ of the incident electron. n is a positive integer. d
is the interplanar spacing. 6p is the scattering angle. An example diffraction
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pattern can be seen in Figure 4.8 of a corroded steel surface. The centre is
the transmitted beam, with circular diffraction patterns of crystalline (dots)
steel and amorphous (broad rings) iron oxide phases surrounding it.

nA = 2dsinfp (4.23)

Fig. 4.8: A diffraction pattern generated at the steel-corrosion product interface,
where both crystalline ferrite (dots) and amorphous (circular rings) iron
oxide phases are both characterised by the electron beam, with the bright
‘transmitted’ beam at the centre.

Some incident-beam electrons lose energy interacting with the sample, called
inelastic scattering. The process can be summarised into three components:
X-ray, secondary electron generation, and energy-loss electron scattering
through the sample. The generation of characteristic, Bremsstrahlung, and
cathodoluminescence X-rays provide chemical information of the specimen
atoms. Characteristic X-rays are useful for EDX spectroscopy.®

Secondary electrons (SE) are from specimens ionised by primary beam elec-
trons. They are ejected from the conduction or valence band of the sample.
If electrons are ejected from core shells by the energy released from an ionised
atom returning to its ground state, no X-rays are to be seen and these elec-
trons are called Auger electrons. SEs are of relatively low energy and can
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barely escape the sample surface. Hence they are relatively ‘surface sensitive’
and provide good contrast for specimen topography.

Auger electrons are even more so. Despite difficult interpretation of data,
they are sensitive to surface chemical environments especially in lighter el-
ements. Accurate analyses require ultra-high vacuum system which are not
common in electron microscopes. Therefore it is infrequently used.

The inelastically scattered primary electron is transmitted through the sam-
ple (energy-loss electron). It contains local chemical environment information
from its interaction with sampled atoms. This forms the basis of Electron
Energy Loss Spectroscopy (EELS) for (scanning-) TEM.

The user may control the beam energy to achieve better resolved images.
However with higher primary beam energy comes with increased probability
of beam damage and sample heating. Therefore a balance must be struck
between beam energy and sample integrity.

4.6.1 Experimental

A sample must be sufficiently thin for TEM analysis so the primary beam
electrons can transmit through, at a given primary electron energy and av-
erage atomic number of the specimen. Typically a sample of around 100 nm
thickness is ideal for imaging alone, while electron spectroscopy and HRTEM
require yet thinner samples (< 50 nm). Obtaining thin, yet representative
samples is a challenge. In some cases a thin slice can be ‘thinned’ further to
become viable for TEM.

The thinning of samples in this work were done in situ through a focused
ion beam (FIB) of gallium ions (Ga') to mill samples. Sample surfaces
were commonly coated first with an electron-beam deposited platinum, then
a thicker ion-beam deposited platinum layer was used to minimise sample
beam damage. A simplified schematic of a FIB set-up is shown in Figure 4.9
Sample electron transparency assessment was done through a JEOL 200 CX
microscope, using a tungsten filament with bright- and dark-field imaging,
and a diffractor to determine the crystallinity of interfacial corrosion prod-
ucts.

Electron transparent samples were further analysed using a FEI Tecnai Osiris
microscope with FEI Super-X for EDX analysis and Gatan Enfinium ER
977 spectrometer for electron energy loss spectroscopy (EELS) at 200 kV
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Fig. 4.9: Schematic showing the set-up of a focused ion beam ion-milling and de-
position set-up.

acceleration voltage. The beam convergence semi-angle was set to 11.0 mrad
and for EELS the collection semi-angle was 15.4 mrad. All TEM work was
done at the Department of Materials Science and Metallurgy, University of
Cambridge.

The EELS data was analysed through Hyperspy software. Iron (II) and Iron
(ITI) reference spectra were respectively from siderite (FeCO,) and hematite
collected within the EELS Data Base.?*® These reference spectra were re-
processed to obtain only their lineshape. The spectra backgrounds preceding
the iron Loz ionisation edge were subtracted and intensities normalised. A
single set of universal energy offset and energy scale parameters for both
reference line-shapes were fixed, allowing for the relative intensities to be
determined by fitting. Therefore the relative energies of the spectra were
retained in the experimental raw data fitting and the reference line-shapes
was used for iron oxidation state independent component analysis (ICA)
to qualitatively disentangle EELS spectrum images for iron (II) and iron
(IIT) oxidation state signals and their spatial distribution.’® Oxidation state
ratio-maps were made through FIJI software, from the National Institute of
Health, Bathesda, USA.

4.7  X-ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS) is used as a surface sensitive tech-
nique to extract atomic composition and chemical environment information
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from a material. It utilises the photoelectric effect by exciting electrons
from the surface material using X-ray radiation, typically from an aluminium
(1486.6 €V) or magnesium (1253.6 eV) source. The process is displayed in
Figure 4.10. The kinetic energy of photoelectrons is detected. Using Equa-
tion 4.24, the binding energy characteristic of the originating environment
can be determined, with Egr and Fxg being the respective electron binding
and kinetic energies, F,;, the incident X-ray photon energy, and ® the ‘work
function’, generally understood to be the energy required for a photoelectron
to leave the specimen surface.

O photoelectron
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Fig. 4.10: Cartoon demonstrating the photoelectron emission process.

EBE = Eph — (EKE + CD) (424)

The binding energy of a photoelectron is dependent on a number of factors.
First the element from which the electron is emitted. Second is the orbital
from which the electron is ejected. Third is the chemical environment from
which the electron is released. Quantitative analysis is accessible due to the
photoelectron emission cross-section being independent to chemical environ-
ment. The photoemission rate is assumed to be far greater than the rate
of electron reorganisation within atoms according to Koopmans’ theorem.
Therefore the binding energies measured are reflective of the initial state of
the surveyed atoms.?’
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The origin (0 eV) of the binding energy scale is referenced with respect to
the spectrometer Fermi level for ease of comparison. Different orbitals of
the same element have different binding energy levels, resulting in multiple
peaks in a spectrum from one single element. At each energy level, mul-
tiple peaks may arise corresponding to chemical environments the element
possesses. Therefore XPS allows for atomic percentage (peak intensity nor-
malised with respect to total photoelectron intensity) analysis of different el-
ements through taking into account of their relative sensitivity factors (RSF)
to incident X-rays,®® in addition to detailed chemical information upon peak
deconvolution.

The inelastic mean free path (IMFP), of the electron is typically limited
to around 15 A(% 3\, A being the electron wavelength), which is virtually
universal across materials. %% Photoelectrons originating from the bulk are
generally lost due to this short mean free path. The resultant spectrum is
considered to arise only from the surface layers

To further enhance surface sensitivity of XPS, angle resolved XPS (ARXPS)
can be used. The set-up is shown in Figure 4.11. Where conventional XPS
surveying angle is the surface normal, ARXPS allows the sample stage to
be tilted therefore varying the surveying angle, 6. In Figure 4.12, greater
tilt angle 6 collects photoelectrons from ‘shallower’ regions of the specimen,
enhancing surface contribution to the spectrum. ARXPS detects firstly the
surface chemical composition, like XPS. Second it enables relatively simple
determination of composition variation for topmost surface layers. Adsorp-
tion geometry elucidation is possible when coupled with Density Functional
Theory calculations.%? XPS can be coupled with depth profiling (using sput-
tering guns) by removing the topmost layers, surveying deeper into the sam-
ple.

XPS spectra often have a sloping blackground that increases at higher bind-
ing energies relative to the spectrometer, a result of photoelectron energy
loss from inelastic collisions as they travel through the sample. Hence they
are detected to have lower kinetic energies and calculated to have suppos-
edly higher binding energies. Many background fittings exist.%® The most
commonly seen is the Shirley method that requires the user to estimate a
background at the low and higher binding energy ends of the spectrum. This
‘step’ in intensity difference is smoothened through an iterative approach
to form the background.®%% Another popular method is the Tougaard ap-
proach that considers background from inelastic scattering.% In this work the
Shirley method is considered suitable. Peaks for which low binding energy
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Fig. 4.11: Simplified schematic showing the essential set-up of an XPS experiment.

Fig. 4.12: Schematic showing the shallower escape depth for the photoelectron in
an ARXPS set-up, increasing the XPS sensitivity.

signals are of higher intensity than that of higher binding energy, a linear
background is used.

Photoelectrons excitation from the sample surface may lead to surface poten-
tial changes depending on the sample conductivity, particularly for insulating
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materials. This effect can lead to changes in peak binding energies. Hence a
common reference peak is used by setting the alkyl carbon sub-peak (C—C)
in the carbon 1s peak to be 284.8 eV.

In this work, peak fittings have been performed using Gaussian-Lorentzian
(70%:30%, also known as a Voigt function) peaks shapes. Peak widths are
affected by a variety of factors. First the intrinsic peak width can be affected
by spin-orbit coupling and lifetimes of electron holes made by the departure
of photoelectrons. Second are effects from the final state, including satel-
lite peak formation and lattice vibrations due to photoelectron excitations.
Third are effects of instrument from the quality of the monochromatic X-
ray source and the resolution of electron detectors. For metallic samples, an
asymmetrical peak is often observed due to excitation of ‘free’ conduction
electrons above the Fermi energy. %7

Spin-orbit coupling leads to multiplet peak structure.’® Each chemical en-
vironment exhibited by the surveyed element would have such interactions.
The intensities of these peaks follow the degeneracy of the overall angular
momentum: 2J+ 1. J is the overall angular momentum from spin-orbit cou-
pling defined in the series: J = (L+S),(L+S—1),...,|]L—S|. L and S are
the respective orbital and electronic contributions. The typical value for S is
1/2 due to XPS exciting only one electron at a time. For example, for an iron
2p orbital there will be spin-orbital splitting giving states of 2p3/, and 2p; 5.
Following the degeneracy of these orbitals, the two peaks have a respective
intensity ratio of 2:1. This is shown in Figure 4.13, where after background
correction the 2ps/; peak is twice the size of 2p;/,. This is likewise true for
their respective component peaks labelled with the same colour.

Other features include satellites, low intensity peaks at slightly higher bind-
ing energies than the main peak, from a non-purely monochromatic radiation
source, and ‘shake-up’ features due to photoelectron interaction with the ion
it is leaving, exciting the electron further. These features include surface
plasmon resonance for conductive materials. Multiplet splittings are also
known to occur due to unpaired core electrons after photoexcitation inter-
acting with unpaired valence electrons. Therefore multiple final electronic
states are possible, represented as a broad peak with multiplet structure.

4.7.1 Experimental

Steel XPS surface analysis was done using a Thermo Scientific K-Alpha X-
Ray Photoelectron Spectrometer at the NEXUS XPS service at the Univer-
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Fig. 4.13: Example spectrum of an iron 2p peak surveyed at 22.5°, of iron 2p3/,
and 2p; /5 spin-orbit-coupling splitted peaks on a polished almandine
garnet mineral surface.

sity of Newcastle, with a pass energy of 200 eV and energy steps of 0.4 eV.
X-ray spot size of 400 pum? was used for maximum sample intensity. Any
XPS depth profiling was done through a 4 kV monoatomic argon beam, with
a rastering size of 1 mm x 2 mm.

Almandine garnet XPS spectra and Angle Resolved XPS (ARXPS) experi-
ments were collected using a Thermo Fisher Scientific ESCALAB 250Xi in-
strument. A monochromated Al K Alpha 1486.68 eV source was used. Depth
profiling etching was done with a 1 kV argon monoatomic ion beam unless
stated otherwise. This work was done at the Cavendish Laboratory, Univer-
sity of Cambridge. Spectra collected with surveying angle above 50° were
done using a Thermo Theta Probe Mk III spectrometer, using a monochro-
matic aluminium 1486.68 eV photon source at the Harwell XPS Service, Uni-
versity College London.Charge compensation was provided by a dual mode
(argon cation and electron) flood gun. The analysis area was defined by
the incident X-ray beam which was micro-focused to 400 um diameter spot
on the sample surface. High resolution core line spectra were collected as
follows. An energy step size of 0.1 eV was used. Angle resolved data was
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collected in parallel in the range 22.5° to 77.5° from normal, in bin sizes of
5 deg. The analyser was operated in constant analyser energy (CAE) mode
with a pass energy of 50 eV. The total acquisition time for each core line was
approximately 50 minutes. Survey spectra were collected as above, except
that the pass energy was 200 eV and parallel angle resolved data was not
collected. The total time to collect a survey spectrum was approximately 5
minutes.

All surveying angles were measured with respect to the surface normal. All
spectral data was analysed through CasaXPS software. Binding energy shifts
were calibrated by referencing the C—C 1s peak to 284.8 eV.

4.8 Sum Frequency Generation Spectroscopy

Sum frequency generation spectroscopy (SFG) exploits the surface spectro-
scopic selection rules for coincidental, co-propagating infrared (IR) and vis-
ible lasers over the same region at the same time to give surface specificity.
The output radiation from the surface is the frequency-sum of the two lasers
as depicted in Figure 4.14. SFG spectra are capable of providing information
on molecular orientation by analysing peak shapes, and spectral differences
under polarisation variations of input and output beams.% ™ A brief outline
is given below.

Visible laser, w,

I
I
I
I
i e
I
320 .
| SFG-signal
IR laser, w —
IR B W = Wys + Wi

Substrate

Fig. 4.14: Schematic outlining the SFG technique.

When a light beam travels through a medium, its electric field E generates
a bulk polarisation P that is related by Equation 4.25. xV) is the first-order
susceptibility that is the macroscopic average of electron polarisability («) in
bulk. € is the vacuum permittivity. For non-coherent light sources, emitted
light frequencies are linearly-dependent on that of incident laser. When the



4. Theoretical Bases of Experimental Techniques 42

magnitude of the electric field is high, non-linear effects become significant
as shown in Equation 4.26. x(™ and E" are respectively the susceptibility
and laser electric field of the nth-order.

P = ¢x"E (4.25)
P=c¢(\VE + xPE> + \OE} + ) (4.26)

With multiple incident lasers as in SFG are used, multiple surface electric
fields are generated. The resultant electron oscillations occur as a combina-
tion of the different electric field frequencies as in Equation 4.27, where wj is
the frequency of the incident beam i, oscillating in time ¢. Most importantly
the non-linear effects for SFG arise from the second-order polarisation term
P® shown in Equation 4.28.

E = E; cos(wit) + Es cos(wat) (4.27)

P =)\ P (E; cos(wit) + B cos(wst))? (4.28)
=eoX P (E? cos?(wit) + E2 cos?(wat) + 2B, B, cos(wyt) cos(wst))  (4.29)
=eoxP (... + BE1E; cos((wy + wa)t) + BBy cos((wy — ws)t)) (4.30)

The expansion of Equation 4.28 yield a number of terms relating the fields
generated by the two incident lasers. Different techniques exploit these fea-
tures. ™ The field term relevant to SFG is E E, cos((wy + ws)t). In Figure
4.14, the SFG emitted beam is the sum-frequency of the IR and Visible laser
frequencies (w;).

Ignoring the time-dependency of the SFG electric field leads to Equation
4.31 where the second-order polarisation is the product of the second-order
susceptibility constant x(? and the electric fields from both IR and Visible
lasers (Evyis, Er).

P(S? = GDX(z)EVISEIR (431)

The second-order susceptibility is very important in providing the selection
rules of SFG, leading to its surface specificity. It is a third-rank tensor, a
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matrix with 27 components (3%). It relates the polarisation to the electric
field vectors of IR and Visible radiation through Equation 4.32 where i, j,
and k refer to the sum-frequency, visible, and IR terms respectively.

x7y7z x7y7z x?sz

Pé? = €p Z Z Z XEJZ'])ﬁEj,VISEk,IR (432)
i J k

Fig. 4.15: S and P components of incident (i) and reflected (r) light, as viewed in
the xz plane. E is the electric field of each component.

A propagating electromagnetic light ray typically oscillates in more than one
direction. It is therefore useful to resolve the electric field vectors in two
components perpendicular to each other, particularly for incident light onto
a surface. At non-surface normal angles, there is varying extent of how each
component is transmitted or reflected. The two orthogonal components are
‘S” and ‘P’ to denote light that are polarised either perpendicular or parallel
to the incident plane (i.e. zz plane, with surface normal direction being
z), as shown in Figure 4.15. The surface electric field vectors (E,, E,, and
E.) can then be related to the incident P and S electric fields (Ep, Eg) by
‘linear Fresnel factors’ (K, K, K,) giving Equation 4.33 (expressed for just
one component for clarity). The intensities of the two sum-frequency light
polarisation terms are sums of the squared absolute values of the component
sum-frequency electric fields. They are related to the polarisations using
non-linear Fresnel factors (or ‘L-factors’).™

P % = coXip KB p/svisKiEpsm (4.33)

Centro-symmetric environments, e.g. bulk crystal, are isotropic. Therefore
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the second-order electric field susceptibility is given by Equations 4.34 and
4.35. Equations 4.34 and 4.35 can only simultaneously be true if Xifl)f = 0.
Therefore from Equation 4.33 one can conclude that there is no SFG signal
from a centro-symmetrical environments. SFG is a surface-specific technique
as this symmetry is broken at the interface and a signal is expected.

=", (4.34)
& =x%_. (4.35)

Xk = g < By > (4.36)
Bay = o= Map A, (4.37)

2h Wy — WIR — ZFU

Second-order susceptibility is the macroscopic average of electron polarisabil-
ity, called ‘hyperpolarisability” 3;;z. The relationship between second-order
electric field susceptibility and averaged hyperpolarisability (over all orien-
tations) is shown in Equation 4.36, where N is the number of molecules per
unit surface area. The hyperpolarisability is given in Equation 4.37. [B,3,
is the hyperpolarisability in a molecular coordinate system (a, [, 7, not
directly related to surface coordination system). & is the reduced Plank con-
stant. M,z and A, are respectively Raman and IR transition moments. w,
is the frequency at a given molecular vibration and I',, its damping constant.
i = v/—1.% From this equation one can conclude the second selection rule: a
mode must be both IR- and Raman- active for it to appear in SFG spectra.
Although second-order electric field susceptibility, ng-;l, is a tensor with 27
components, only a few terms have non-zero values depending on the sym-
metry at the surface. If the surface is of C, point group symmetr%;,) r=—x,

y = —y, but z # —z, there are only four non-zero components: gz = X,(fy)y,

X:E?z)x = Xﬁ)y, Xg(fx)z = Xg(j,)z, and ng)z.”’ These elements can be sampled by se-
lecting different polarisation combiations of the incident and emitted lasers,
summarised in Table 4.1. The polarisation combinations are presented with
the convention from the highest frequency to the lowest: Sum-Frequency,
Visible, Infrared. For metal surfaces, which virtually reflects all the intensity
of the IR laser, one gets large electric fields in the z-direction and essentially
no fields in the x- or y- directions. As a result, only susceptibility elements

containing z-components give significant signal. This contributes to the par-
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ticular use of PPP and SSP polarisation combinations for this work.

Tab. 4.1: Second-order electric field susceptibility components probed by polari-
sation combinations.

Polarisation Combination Elements Sampled
PSS X
SPS Xi%y
SSP XS
PPP Y Y Y

In this work, the alkyl region (2800 to 3750 cm™!) is of most interest. The
symmetrical, antisymmetrical, and Fermi resonance vibrational stretches of
methyl (—CH;) and methylene (—CH,—) groups can give information on
molecular orientation and tilt angle,”® particularly for linear-alkyl chained
surfactants using the intensity ratio between methyl symmetric (r*) and
antisymmetrical stretches (r—).7" ™

4.8.1 Experimental

Sum Frequency Generation (SFG) spectra were sampled using an EKSPLA
Narrowband Picosecond Spectrometer sending 30 ps pulses at 20 Hz fre-
quency, under a MALTAG laser with a wavelength of 1064 nm. A copropa-
gating geometry was used for the sampling, with angles 53° and 60 ° to the
surface normal for the infrared and visible laser (532 nm) respectively. Spec-
tra intensities were normalised by dividing the SFG signal intensity with the
product of the infrared and visible laser intensities. PPP and SSP polarisa-
tion measurements were collected. Spectra were recorded in the alkyl region
over 2800 to 3750 cm~!, and phosphate and carboxyl groups over 1000 to
1300 ecm~! and 1400 to 1800 cm ™ regions respectively.

4.9 Time of Flight - Secondary Ion Mass Spectrometry
(TOF-SIMS)

Secondary ion mass spectrometry (SIMS) is a surface sensitive method that
sputters the sample surface using a high-energy ion gun, typically of bismuth
(Bif) or oxygen (O,") ions. The ion gun excites the surface atoms and
generates secondary ions. The emitted ions have kinetic energies which are
dependent on the mass-to-charge ratio (m/z). The detector can therefore
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determine the mass of the ions and form a mass spectrum at each sputtering
increment and build a depth-profile of elements as the surface is etched over
time as shown in Figure 4.16.

Primary ion beam lon lenses & filters
\ -
. / Secondary ./,'
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Fig. 4.16: Simplified schematic of a TOF-SIMS set-up.

SIMS performance follows Equation 4.38. I, is the secondary ion beam
current of species m. I, is the primary ion beam current. y,, is the yield
of sputtered ions for species m. o is the probability of ionisation for pos-
itive/negative ions. 6, is the surface layer fraction of species m and 7 the
analysis transmission, the ion collection efficiency of the detector. With these
multiple factors, it is clear that reliable quantitative analysis is complex. Not
all ions are produced in equal ease for the same element in different chemical
environments. Therefore the precise depth sputtered often need verification
from either atomic force microscopy (AFM), or from rigorous sputtering com-
parison to a similar, well-defined reference material. Additional difficulties
can arise from surface charging should the specimen be an electrical insulator,
leading to interactions with the secondary ions generated.

]s,m - pymaiemn (438)

Much work has been done to improve the quantitative analysis power of this
technique including the use of relative sensitivity factors (RSFs).® In this
project, only a qualitative depth distribution of elements are needed to detect
the penetration/builiding up abrasive material on a abrasive-blasted surface.

4.9.1 Experimental

TOF-SIMS measurements were conducted using an IONTOF TOF-SIMS
5, with a 25 keV bismuth/oxygen ion beam in high-current bunched mode
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rastering over a 100 mm? area, at the Royal School of Mines, Imperial College
London.

4.10 Inductively Coupled Plasma (ICP)

Inductively coupled plasma (ICP) techniques use an argon plasma source re-
acting in very high temperatures between 6000 to 10,000 K.8182 An aerosolised
aqueous liquid sample is introduced to the plasma. The inelastic collisions be-
tween the sample atoms with the argon ions and electrons lead to ionisation,
electron excitations, and any molecules broken down into their constituent
atoms then ions. The atoms lose and regain electrons repeatedly within the
plasma, excited electrons return to the ground states and lead to the emission
of elemental characteristic wavelengths of radiation. The emission is subse-
quently analysed in a spectrometer and the elements identified schematically
illustrated in Figure 4.17.

Radiation

— — >

Sample

Plasma Spectrometer Detector

Fig. 4.17: A simplified outline of the ICP-OES analysis of a sample.

The emission from the plasma can be analysed by a variety of methods,
the most common being atomic emission spectroscopy (AES),%3% optical
emission spectroscopy (OES),%5% mass spectrometry (MS). All the meth-
ods are commonly used to detect atomic concentrations within a sample,
with varying lower detection limits, with MS being the most sensitive.%” The
sample spectrum intensities for various analyte elements are then compared
to calibration samples of known elemental concentrations. Hence quantita-
tive sample concentration data is determined. In this work, ICP-OES is the
primary method of analysis.

4.10.1 Experimental

Inductively Coupled Plasma coupled with Optical Emmission Spectroscopy
(ICP-OES) were conducted using a PerkinElmer Optima 8000 ICP-OES
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Spectrometer for the detection of ions of interest. The instrument has a
lower-detection limit of 0.05 ug L™ for calcium ions, 0.04 ug L™! for ma-
gensium ions, 1 pg L™! for aluminium and 10 pg L™! for sulfur/sulphate
ions. All ICP experiments were conducted in the Department of Geography,
University of Cambridge.

4.11 Ultraviolet-Visible Spectroscopy

Ultraviolet-visible (UV-Vis) spectroscopy utilises electronic transitions (from
ground to excited state) within atoms and molecules, to detect species with
electronic structures that would absorb UV and visible radiation. The elec-
tronic excitations are between the highest occupied molecular orbitals (HO-
MOs) and lowest unoccupied molecular orbitals (LUMOs). The HOMO-
LUMO energy gaps determine the absorbance frequency of a chemical species:
the higher the energy difference, the lower the absorbance wavelength. Aro-
matic compounds have delocalised 7-electron systems that are excitable within
the UV-Visible range, making them ideal analytes.%®

The correlation between absorbance and concentration is outlined by the
Beer-Lambert Law, shown in Equation 4.40. A is the absorbance, the log-
arithmic ratio between outgoing radiation intensity / and incident intensity
Iy. € is the molar extinction coefficient, a reflection of the probability of
electronic transitions. c¢ is the analyte concentration, and [ the pathlength
the radiation has to travel through the sample.

1

A =log — (4.39)
Iy

A=ecl (4.40)

4.11.1 Experimental

All ultraviolet-Visible (UV-Vis) spectroscopy was done using an Agilent 8453
UV-Visible Spectrometer. Hellma absrotpion cuvette of 3 mL volume with
a pathlength of 10 mm, made of Suprasil quartz, were used to contain liquid
samples during measurement.



5. CHARACTERISATION OF SURFACE TREATED
ENGINEERED STEEL AND RELATED SURFACES

5.1 Background

5.1.1 Steel Corrosion

Metals are used in everyday life. Corrosion is an electrochemical reaction
which consumes material, caused by the environment that the metal is ex-
posed to.® Save for a few inert metals such as gold,” corrosion presents a
great challenge that starts at the surface of the metal and then propagates
into the bulk.”! Corrosion undermines and contaminates materials, leading
to significant departure from designed properties.?? The cost of corrosion in
the United Kingdom is 4 to 5% of the gross national product and around 3%
of gross domestic product in the United States.?3%

Corrosion can be thought of as an electrochemical reaction, with half elec-
trode reactions occurring across the substrate surface. These cell reactions
occur mainly in three types:

1. Dissimilar electrode cells: electrodes containing electrically-conducting
impurities as a separate phase. As a result each of the two materials
form a half-cell and react once kinetically-viable conditions are met.

2. Concentration cells: two identical electrodes each in contact with solu-
tions of different reactant concentrations.

3. Differential temperature cells: two identical electrodes but with differ-
ent temperatures.

Over 25% of steel produced annually is used for construction purposes.?.

Steel corrosion in air is a result of concentration cell reactions due to spatial
oxygen concentration differences shown in Figure 5.1, as differential aeration
cells.

Reactions of these cells can be considered as the sum of two half-cells, anodic
and cathodic reactions respectively shown in Equations 5.1 and 5.2, with re-
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Oxygen rich
regions

Fig. 5.1: Schematic showing local-action cells on a corroding steel surface. Regions
in red are cathodic sites sites with cathodic reaction, that have a higher
dissolved oxygen concentration than surrounding areas. Grey areas a less
oxygen-rich in comparison.

spective standard electrode potentials (E°) of -0.44 V and +0.401 V.% The
overall Equation 5.3 has a cell potential of +0.841 V. These equations denote
a reaction in equilibrium, described by a Nernst equation seen in Equation
5.4, where [...] denotes species concentration (ideal approximation for activ-
ities), po, is the fugacity/partial pressure of oxygen, E° the standard cell
potential, E the cell potential at temperature 7. The solid state of iron and
overwhelming concentration of water (55.5 M) remains virtually unchanged
during the cell reaction, both [Fe|] and H,O equal to unity. A simplified
Equation 5.5 is used. The cell potential is dependent on the concentration
of dissolved iron (II) ions, hydroxyl irons, and the partial pressure of oxygen
in solution.

Fe**(aq) + 2~ == Fe(s) anode (5.1)
0O,(g) + 2H,0 + 4e~ = 40H (aq) cathode (5.2)
2Fe(s) + O,(g) + 2H,0 == 2Fe**(aq) + 40H ™ (aq) (5.3)
E-p -y [Fe22+]2[OH_]42 (5.4)

4F  [Fel*po,[H,0]
B —osary — 2L, [T FIOHT] (5.5)

4F Po,

The standard cell potential allows for determination of other thermodynamic
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properties such as the standard Gibbs energy change, AG° through Equation
5.6, in turn allowing calculation of the equilibrium constant, K of the corro-
sion reaction. n is the number of electrons involved in the cell reaction. The
kinetic theory of electrochemical reactions cells is addressed by using Butler-
Volmer kinetics (empirical) and/or Marcus theory (theoretical). They are
probed experimentally through polarimetry and electrochemical impedance
spectroscopy. ?3?7% Corrosion kinetics is not the focus of this thesis and will
not be detailed further.

AG® = —nFE° = —RTIn K (5.6)

Corrosion on steels is often addressed through organic coatings on surfaces.
They are reported to work by retarding/precluding the diffusion of cor-
rosive species onto the reactive metal substrate, through adsorbing inor-
ganic/organic additives to arrest the anodic, cathodic, or both half-electrode
reactions. 1% However coatings are often prone to failure upon prolonged
contact with corroding solutions/species. Hydrophilic channels may begin
traversing through the paint. Eventually these channels reach the protected
substrate and corrosion occurs underneath the coating. Corrosion reactions
lead to blisters and cavities formation, propagating laterally along the steel-
paint interface leading to coating failure.!0?

To have a rationalised approach towards future coatings formulation, basic
surface chemistry on the substrate needs to be understood (e.g. finding
suitable species to bind strongly onto the surface). Therefore this chapter
focuses on the surface chemical characterisation of carbon steel S355, often
used for offshore structures due to its strong strength. 193104 ‘355’ denotes the
yield strength of the steel to be 355 MPa before plastic deformation occurs.
Stress above this value deforms the metal permanently.

The steel is often cleaned by and repainted after abrasive blasting treatment,
a fast way of removing old paint and corrosion products in often dangerous
offshore environments. ! Hence the post-blasting treatment steel surfaces
will be characterised to determine possible competitive adsorption of paint
components on the post-treatment steel.

5.1.2 Native Surface Oxide on Steel

Native oxide layers on steel and their cohesiveness is influential to the cor-
rosion resistivity of a material. One method to index this 