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1. Introduction

Transportation networks are ubiquitous in living systems such as leaf venation in
plants, mammalian circulatory systems that convey nutrients to the body through blood
circulation, or neural networks that transport electric charge. Understanding the devel-
opment, function and adaptation of biologic transportation networks has been a long
standing interest of the scientific community [3, 4, 18, 19]. Mathematical modeling of
transportation networks is traditionally based on discrete frameworks, in particular
mathematical graph theory and discrete energy optimization, where the energy con-
sumption of the network is minimized under the constraint of constant total material
cost. However, networks and circulation systems in living organisms are typically sub-
ject to continuous adaptation, responding to various internal and external stimuli. For
instance, for blood circulation systems it is well known that throughout the life of hu-
mans and animals, blood vessel systems are continuously adapting their structures to
meet the changing metabolic demand of the tissue. In particular, it has been observed in
experiments that blood vessels can sense the wall shear stress and adapt their diameters
according to it [14]. Consequently, for biological applications it is necessary to employ
the dynamic class of models.

Motivated by this observation, Hu and Cai [12] introduced a new approach to
dynamic modeling of transportation networks. They propose a purely local dynamic
adaptation model based on mechanical laws, consisting of a system of ordinary differ-
ential equations (ODE) on a graph, coupled to a linear system of equations (Kirchhoff
law). In particular, the model responds only to local information and fluctuations in
flow distributions can be naturally incorporated. Global existence of solutions of the
coupled ODE-algebraic system is not trivial and, to our best knowledge, has not been
proved so far. The first goal of this paper is to close this gap.

In contrast to the discrete modeling approach, models based on systems of par-
tial differential equations (PDE) can be used to describe formation and adaptation of
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transportation networks based on macroscopic (continuum) physical laws. Hu and Cai
proposed a PDE-based continuum model [11] which was subsequently studied in the
series of papers [1, 2, 9, 10]. The continuum model consists of a parabolic reaction-
diffusion equation for the conductivity field, constrained by a Poisson equation for the
pressure field. However, no connection between the discrete (ODE-based) and contin-
uum (PDE-based) models for biological transportation networks has been established
so far.

The second goal of this paper is to provide a formal continuum limit of an extension
of the Hu and Cai model [12] on regular equidistant grids; the rigorous limit passage is
studied in a consequent paper [8]. The resulting continuum energy functional is of the
form

E [c] =

∫
Ω

∇p ·c∇p+
ν

γ
|c|γ dx, (1.1)

with the metabolic constant ν >0 and metabolic exponent γ>0. The energy functional
is defined on the set of nonnegative diagonal tensor fields c= c(x) on Rd,

c=

c
1

. . .

cd

 . (1.2)

The symbol |c|γ is defined as
∑d
k=1

∣∣ck∣∣γ . The scalar pressure p=p(x) of the fluid within
the network (porous medium) is subject to the Poisson equation

−∇·(c∇p) =S, (1.3)

equipped with no-flux boundary condition, and the datum S=S(x) represents the in-
tensity of sources and sinks. The formal L2-gradient flow (local dynamic adaptation
model) of the energy (1.1) constrained by (1.3) is of the form

∂tc
k = (∂xkp)

2−ν
∣∣ck∣∣γ−2

ck, k= 1,. ..,d, (1.4)

subject to homogeneous Dirichlet boundary conditions, and coupled to (1.3). Clearly,
the system suffers from two drawbacks: first, the possible strong degeneracy of the
Poisson equation (1.3), and, second, the fact that (1.4) is merely a family of ODEs,
parametrized by the spatial variable. Therefore, we shall consider a regulariza-
tion/extension of (1.3)–(1.4), where the Poisson equation is of the form

−∇·((rI+c)∇p) =S, (1.5)

where r= r(x)≥ r0>0 is a prescribed function that models the isotropic background
permeability of the medium, and I∈Rd×d is the unit matrix. The second drawback is
addressed by equipping the transient system (1.4) with a linear diffusive term modeling
random fluctuations in the medium,

∂tc
k =D2∆ck+(∂xkp)

2−ν
∣∣ck∣∣γ−2

ck, k= 1,. ..,d, (1.6)

subject to homogeneous Dirichlet boundary conditions, where D2>0 is the constant
diffusivity. Let us note that the model (1.5)–(1.6) is a variant of the tensor-based model
proposed by D. Hu, restricted to the set of diagonal tensors [13].
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The third goal of this paper is to prove the global existence of weak solutions of the
PDE system (1.5)–(1.6). The proof shall rely on the fact that it is a formal L2-gradient
flow of the regularized energy functional

E [c] =

∫
Ω

D2|∇c|2 +∇p ·(rI+c)∇p+
ν

γ
|c|γ dx, (1.7)

where the symbol |∇c|2 is defined as
∑d
k=1

∣∣∇ck∣∣2.

This paper is organized as follows. In Section 2 we describe the discrete model [12]
introduced by Hu and Cai, establish its gradient flow structure and prove the global
existence of solutions of the corresponding ODE system coupled to the Kirchhoff law
(linear system of equations). In Section 3 we motivate an adaptation of the Hu-Cai
model so that a continuum model can be obtained as its formal macroscopic limit. We
then derive the PDE system (1.3)–(1.4) as the formal gradient flow of the continuum
energy (1.1) and prove the global existence of solutions for γ >1. Finally, results of nu-
merical simulations of the discrete Hu-Cai model are presented in Section 4, illustrating
the convergence to steady states, their non-uniqueness as well as their dependence on
initial data and model parameters.

2. The microscopic model

In this section we describe the microscopic model introduced by Hu and Cai [12]
and reformulated in [2,7]. Let G= (V,E) be an undirected connected graph, consisting
of a finite set of vertices V and a finite set of edges E where the number of vertices is
denoted by n= |V |. We assume that any pair of vertices is connected by at most one
edge and a vertex is not connected to itself by an edge. We denote the edge between
vertices i∈V and j∈V by (i,j)∈E. Since the graph is undirected we refer by (i,j) and
(j,i) to the same edge. For each edge (i,j)∈E of the graph G we consider its length and
its conductivity, denoted by Lij =Lji>0 and Cij =Cji≥0, respectively. In the sequel,
we assume that the lengths Lij>0 are given as a datum and fixed for all (i,j)∈E. The
conductivities Cij are subject to the energy optimization and adaptation process. We
assume that initially all edges in E have strictly positive conductivities. In each vertex
i∈V we have the pressure Pi∈R. The pressure drop between vertices i∈V and j∈V
connected by an edge (i,j)∈E is given by

(∆P )ij :=Pj−Pi. (2.1)

Note that the pressure drop is antisymmetric, i.e., by definition, (∆P )ij =−(∆P )ji. The
oriented flux (flow rate) from vertex i∈V to j∈V is denoted by Qij ; again, we have
Qij =−Qji. For biological networks, the Reynolds number of the flow is typically small
and the flow is predominantly in the laminar (Poiseuille) regime. Then the flow rate
between vertices i∈V and j∈V along edge (i,j)∈E is proportional to the conductance
Cij and the pressure drop (∆P )ij =Pj−Pi,

Qij :=Cij
Pj−Pi
Lij

for all (i,j)∈E. (2.2)

The local mass conservation in each vertex is expressed in terms of the Kirchhoff law

−
∑

j∈N(i)

Cij
Pj−Pi
Lij

=Si for all i∈V. (2.3)
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HereN(i) denotes the set of vertices connected to i∈V through an edge, and S= (Si)i∈V
is the prescribed strength of the flow source (Si>0) or sink (Si<0) at vertex i. Clearly,
a necessary condition for the solvability of (2.3) is the global mass conservation∑

i∈V
Si= 0, (2.4)

which we assume in the sequel. Given the vector of conductivities C= (Cij)(i,j)∈E , the
Kirchhoff law (2.3) is a linear system of equations for the vector of pressures P = (Pi)i∈V .
With the global mass conservation (2.4), the linear system (2.3) is solvable if and only
if the graph with edge weights C= (Cij)(i,j)∈E is connected [2], where only edges with
positive conductivities Cij>0 are taken into account (i.e., edges with zero conductivities
are discarded). Note that the solution is unique up to an additive constant.

Hu and Cai [12] propose an energy cost functional consisting of a pumping power
term and a metabolic cost term. According to the Joule’s law, the power (kinetic energy)
needed to pump material through an edge (i,j)∈E is proportional to the pressure drop
(∆P )ij =Pj−Pi and the flow rate Qij along the edge, i.e.,

(∆P )ijQij =
Q2
ij

Cij
Lij .

The metabolic cost of maintaining the edge is assumed proportional to its length Lij and
a power of its conductivity Cγij , with an exponent γ>0 of the network. For instance, in
blood vessels the metabolic cost is proportional to the cross-section area of the vessel [15].
Modeling the blood flow by Hagen-Poiseuille’s law, the conductivity is proportional to
the square of the cross-section area, implying γ= 1/2 for blood vessel systems. For
models of leaf venation the material cost is proportional to the number of small tubes,
which is proportional to Cij , and the metabolic cost is due to the effective loss of the

photosynthetic power at the area of the venation cells, which is proportional to C
1/2
ij .

Consequently, the effective value of γ typically used in models of leaf venation lies
between 1/2 and 1, [12]. Consequently, the energy cost functional is given by

Ẽ [C] :=
∑

(i,j)∈E

(
Qij [C]2

Cij
+
ν

γ
Cγij

)
Lij , (2.5)

where Qij [C] is given by (2.2) with pressures calculated from the Kirchhoff’s law (2.3),
and ν >0 is the so-called metabolic coefficient. Note that every edge of the graph G is
counted exactly once in the above sum.

To compute the gradient flow of the energy (2.5) constrained by Kirchhoff’s law
(2.3), we need the following result about the derivative of the pumping term with
respect to the conductivities:

Lemma 2.1. Let Qij [C] =Cij
Pj−Pi
Lij

for all (i,j)∈E as in (2.2), where P is a solution

of the linear system (2.3) with a given vector of conductivities C. Then, for any fixed

(k,l)∈E we have ∂
∂Ckl

∑
(i,j)∈E

Qij [C]2

Cij
Lij =−Qkl[C]2

C2
kl

Lkl.

Proof. Since

∂

∂Ckl

∑
(i,j)∈E

Qij [C]2

Cij
Lij =−Qkl[C]2

C2
kl

Lkl+2
∑

(i,j)∈E

Qij [C]

Cij

∂Qij [C]

∂Ckl
Lij ,
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it is sufficient to show that ∑
(i,j)∈E

Qij [C]

Cij

∂Qij [C]

∂Ckl
Lij = 0.

Let A= (Aij) denote the adjacency matrix of the graph G= (V,E), i.e. its coefficients
are defined by

Aij =

{
0 if (i,j) /∈E,
1 if (i,j)∈E.

(2.6)

Note that G is an undirected graph, implying Aij =Aji. Due to the symmetry of Cij
and Lij and antisymmetry of Qij we have

2
∑

(i,j)∈E

Qij [C]

Cij

∂Qij [C]

∂Ckl
Lij =

n∑
i=1

n∑
j=1

Aij
(
Pj−Pi
Lij

∂Qij [C]

∂Ckl

)
Lij

=

n∑
j=1

Pj

n∑
i=1

Aij
∂Qij [C]

∂Ckl
−

n∑
i=1

Pi

n∑
j=1

Aij
∂Qij [C]

∂Ckl

=−2

n∑
i=1

Pi

n∑
j=1

Aij
∂Qij [C]

∂Ckl

=−2

n∑
i=1

Pi
∂

∂Ckl

∑
j∈N(i)

Qij .

By the definition of the flow rate Qij in (2.2) and Kirchhoff’s law (2.3) we have

−
∑

j∈N(i)

Qij =−
∑

j∈N(i)

Cij
Pj−Pi
Lij

=Si,

and since the sources/sinks Si are fixed, we conclude∑
(i,j)∈E

Qij [C]

Cij

∂Qij [C]

∂Ckl
Lij = 0

as required.
Using the result in (2.1) in the above Lemma, it is easy to see that for (i,j)∈E the

derivative of the energy (2.5) is given by

∂

∂Cij
Ẽ [C] =−

(
Qij [C]2

C2
ij

−νCγ−1
ij

)
Lij .

Therefore, the gradient flow of (2.5) constrained by Kirchhoff’s law (2.3) with respect
to the Euclidean distance is given by the ODE system

dCij
dt

=

(
Qij [C]2

C2
ij

−νCγ−1
ij

)
Lij , (2.7)

coupled to Kirchhoff’s law (2.3) via the definition of the flow rate (2.2).
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The general formulation of a gradient flow of the functional Ẽ is of the form

dz

dt
=−K[z]Ẽ ′[z] or, equivalently, G[z]

dz

dt
=−Ẽ ′[z],

where Ẽ ′(z) is the Fréchet derivative of the energy functional Ẽ : Z→R on the subset
Z of a linear space and z∈Z. We denote the space of tangent vectors at a point
z∈Z by TzZ and the space of cotangent vectors, i.e. the set of all linear functionals
on TzZ, by T ∗z Z. Then, the derivative Ẽ ′[z] is a cotangent vector and G[z],K[z] are
duality maps, mapping tangents to cotangents and vice versa, i.e. G[z] : TzZ→T ∗z Z
and K[z] : T ∗z Z→TzZ, with K=G−1. See, e.g., [17] for details.

Based on this general formulation, we consider the gradient flow with respect to a
weighted Euclidean distance and introduce a duality map resulting in the ODE system
of the form

dCij
dt

=

(
Qij [C]2

Cij
−νCγij

)
Cα−1
ij Lij , (2.8)

with a fixed exponent α∈R, constrained by the Kirchhoff law (2.3). For modeling
reasons (see [12] and the references therein) we require that the speed of metabolic
decay is an increasing function of the conductivity. Therefore, we impose α>1−γ.
In particular, the choice α= 2−γ leads to the system studied by Hu and Cai in [12].
Note that for α>1−γ the solution of (2.8) is nonnegative for nonnegative initial data.
Moreover, we have the dissipation of the energy (2.5) along the solutions of (2.5), (2.3),
since

d

dt
Ẽ [C] = Ẽ ′[C] · dC

dt
=−

∑
(i,j)∈E

(
Qij [C]2

Cij
−νCγij

)2

Cα−2
ij L2

ij≤0. (2.9)

2.1. Global existence of solutions We shall prove the global existence of
solutions for the ODE system (2.8) coupled to the Kirchhoff law (2.3) through the
definition of the flow rate (2.2). We assume that the initial datum for C=Cij is such
that the underlying graph is connected, where only edges with positive conductivity
Cij>0 are taken into account (i.e., edges with zero initial conductivity are discarded
and removed from the graph). This implies that the Kirchhoff law (2.3) is solvable for
t= 0 (uniquely up to an additive constant) for the pressures. Depending on the values
of the exponents α∈R, γ >0, we distinguish two cases:

• If γ+α≥2, then we have for all (i,j)∈E,
dCij

dt ≥−νLijC
γ+α−1
ij . Then, since

the exponent γ+α−1≥1, the solutions of (2.8) remain positive for all t>0
(recall that the initial datum is strictly positive for all (i,j)∈E). Consequently,
the underlying graph remains connected and the Kirchhoff law (2.3) remains
solvable for all times. Moreover, the terms Cγij and Q2

ij/Cij remain globally
bounded due to the energy dissipation (2.9). Thus, the solution of the system
(2.8), (2.3) exists globally in time.

• If 0<γ+α−1<1, the solution may exist only locally in time and some of the
conductivities Cij may vanish in finite time. Then the edges with Cij = 0 are
discarded and the connectivity of the graph may be lost, which would make
the Kirchhoff law (2.3) unsatisfiable. However, as we prove below, under a
certain assumption on the source/sink term Sij , this does not happen, i.e., the
Kirchhoff law remains solvable even after the eventual removal of the edge(s)
with vanishing conductivity. Thus, the solution C=C(t) can be extended past
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this time simply by solving a reduced ODE system with initial datum equal to
the ’terminal’ state with the respective edge(s) removed.
We start by proving a result stating that if we divide the set of vertices V
into two disjoint parts V1, V2 such that the sources/sinks Sij induce a net flux
∆S 6= 0 between them, then a connection (i.e., at least one edge with positive
conductivity) between V1 and V2 will be maintained along the solutions of (2.8),
(2.3).

Lemma 2.2. Let γ >0 and 0<γ+α−1<1. Let the set of vertices V be the disjoint
union V1∪V2 such that

∆S :=
∑
j∈V1

Sj =−
∑
j∈V2

Sj 6= 0. (2.10)

Let Ẽ be the set of edges connecting V1 to V2, i.e.,

Ẽ={(i,j)∈E; i∈V1 ,j∈V2},

and assume that Cij(t= 0)≥0 for all (i,j)∈ Ẽ with∑
(i,j)∈Ẽ

Cij(t= 0)>0. (2.11)

Then ∑
(i,j)∈Ẽ

Cij(t)>0 for all t>0 (2.12)

along the solutions of (2.8), (2.3).
Proof. For contradiction, assume that there exists a T >0 such that (2.12) holds

for t<T and

lim
t→T−

∑
(i,j)∈Ẽ

Cij(t) = 0. (2.13)

For t<T we have

d

dt

∑
(i,j)∈Ẽ

Cij =
∑

(i,j)∈Ẽ

(
Q2
ijC

α−2
ij −νCγ+α−1

ij

)
Lij . (2.14)

Since 0<γ+α−1<1, we have for t<T and each (k,l)∈ Ẽ the inequality

Cγ+α−1
kl ≤

 ∑
(i,j)∈Ẽ

Cij

γ+α−1

,

where we used that Cij≥0 for (i,j)∈ Ẽ and t<T . Similarly, since α−2<0, we have

Cα−2
kl ≥

 ∑
(i,j)∈Ẽ

Cij

α−2

.



8 ODE and PDE based modeling of biological transportation networks

Inserting this into (2.14), we obtain for t<T ,

d

dt

∑
(i,j)∈Ẽ

Cij≥

 ∑
(i,j)∈Ẽ

Cij

α−2 ∑
(i,j)∈Ẽ

Q2
ijLij−ν

 ∑
(i,j)∈Ẽ

Cij

γ+α−1 ∑
(i,j)∈Ẽ

Lij .

(2.15)

Next, we shall estimate the term
∑

(i,j)∈ẼQ
2
ijLij from below. Due to Kirchhoff’s

law (3.3), we have for t<T ,
∑

(i,j)∈ẼQij = ∆S 6= 0. We claim that for each t<T there

exists an edge (k,l)∈ Ẽ such that

|Qkl|≥
|∆S|
|Ẽ|

.

If not, we would have ∣∣∣∣∣∣
∑

(i,j)∈Ẽ

Qij

∣∣∣∣∣∣≤
∑

(i,j)∈Ẽ

|Qij |< |∆S|,

a contradiction to (2.1). Consequently, for each t<T we estimate∑
(i,j)∈Ẽ

Q2
ijLij≥

|∆S|2

|Ẽ|2
min

(i,j)∈Ẽ
Lij .

Inserting this into (2.15), we obtain d
dtu(t)≥κ1u(t)α−2−κ2u(t)γ+α−1, where we denoted

u(t) :=
∑

(i,j)∈Ẽ

Cij(t),

and the constants

κ1 :=
|∆S|2

|Ẽ|2
min

(i,j)∈Ẽ
Lij>0, κ2 :=ν

∑
(i,j)∈Ẽ

Lij>0.

Since according to the assumption (2.11) we have u(0)>0, (2.1) implies that

u(t)≥min
{
u(0),(κ1/κ2)

1
γ+1

}
>0

for t<T , a contradiction to (2.13).
Theorem 2.1. Let γ>0 and 0<γ+α−1<1. Assume that (2.10) holds for any disjoint
sets V1,V2⊂V such that V =V1∪V2. Let the initial datum Cij(t= 0)≥0 be such that the
graph induced by edges (i,j)∈E with Cij(t= 0)>0 is connected. Then the graph induced
by the solutions Cij =Cij(t) of (2.8), (2.3), where edges with vanishing conductivities
are discarded, remains connected for all times t≥0. In particular, solutions of (2.8),
(2.3) with removal of edges with vanishing conductivities exist globally in time.

Proof. Let us show that the graph remains connected for all times, i.e., for each t>0
there exist a path of edges with positive conductivity connecting each pair of vertices.
For contradiction, assume that at time t0>0 no such path exists connecting a vertex
i∈V to vertex j∈V . Then, collect all vertices connected by a path to i∈V in the



Jan Haskovec, Lisa Maria Kreusser, Peter Markowich 9

set V1, and let V2 :=V \V1 be its complement. Since i∈V is not connected to j∈V at
time t0, also V1 is not connected to V2, which is a contradiction to the statement of
Lemma 2.2.

Consequently, the graph induced by the solutions Cij =Cij(t) of (2.8), (2.3) never
becomes disconnected, and thus, by the fundamental result of the graph theory [6], the
Kirchhoff law (2.3) is solvable. Moreover, since the terms Cγij remain globally bounded
due to the energy dissipation (2.9), the solution does not blow up. It can only happen
that some Cij vanish in finite time. In this case the corresponding edge(s) are removed
and the solution C=C(t) is continued by solving a reduced ODE system. In this way
a global solution of the system (2.8), (2.3) is constructed.
Remark 2.1. The assumption of Theorem 2.1 that (2.10) holds for any disjoint sets
V1,V2⊂V such that V =V1∪V2 means that the graph cannot be partitioned into sub-
graphs with balanced sources/sinks (i.e.,

∑
Sij = 0 over the subgraph). If the opposite is

true, then the ODE system (2.8), (2.3) can be solved separately for each of the subgraphs
(after eventual removal of edges connecting them).

3. The macroscopic model
The goal of this section is to derive the formal macroscopic limit of the discrete

model (2.3), (2.5) as the number of nodes and edges tends to infinity, and to study the
existence of weak solutions of the corresponding gradient flow. The limit consists of an
integral-type energy functional coupled to a Poisson equation. We shall show that the
derivation requires an appropriate rescaling of the Kirchhoff law (2.3) and of the energy
functional (2.5). Moreover, we have to restrict ourselves to discrete graphs represented
by regular grids, i.e., tessellation of the domain Ω⊂Rd, d∈N, by congruent identical
parallelotopes. This restriction is dictated by the requirement that the formal gradient
flow of the rescaled energy functional, constrained by the rescaled Kirchhoff law, is of
the form (2.7).

3.1. Rescaling of the Kirchhoff law Let us denote the vertices left and right
of vertex i∈V along the k-th spatial dimension by (i−1)k and, resp., (i+1)k. The
Kirchhoff law (2.3) is than written as

−
d∑
k=1

(
Ci,(i+1)k

P(i+1)k−Pi
Li,(i+1)k

−C(i−1)k,i

Pi−P(i−1)k

L(i−1)k,i

)
=Si for all i∈V. (3.1)

Our goal is to identify the Kirchhoff law with a finite difference discretization of the
Poisson equation (1.3),

−∇·(c∇p) =S, (3.2)

where S=S(x) is a formal limit of the sequence of discrete sources/sinks Si. Clearly,
for this the edge lengths in the left-hand side of (3.1) have to appear quadratically in
the denominator instead of linearly. Alternatively, we can say that the sources/sinks Si
in the right-hand side of (3.1) have to be rescaled appropriately, reflecting the fact that
the edges of the graph are inherently one-dimensional structures. A straightforward
calculation reveals that a finite difference discretization of (3.2), where c= c(x) is an
appropriate limit of the sequence of discrete conductivities, is obtained if and only if

2

L(i−1)k,i+Li,(i+1)k

=
1

L(i−1)k,i
=

1

Li,(i+1)k

for all i∈V and for all directions k= 1,. ..,d. Therefore, grid points must be equidistant
in each spatial dimension, and we denote hk>0 the grid spacing in the k-th dimension.
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The discrete graph is thus identified with a tessellation of Ω by identical parallelotopes.
For simplicity, we restrict ourselves to work with rectangular parallelotopes (bricks) in
the sequel, with edges parallel to the axes. A generalization of the result for parallelo-
topes instead will be given in Remark 3.1. The rescaled Kirchhoff law is then written
as

−
d∑
k=1

1

hk

(
Ci,(i+1)k

P(i+1)k−Pi
hk

−C(i−1)k,i

Pi−P(i−1)k

hk

)
=Si for all i∈V. (3.3)

3.2. Rescaling of the discrete energy functional In order to obtain an
integral-type functional in the macroscopic limit of the sequence of discrete energy
functionals (2.5), they need to be properly rescaled depending on the spatial dimension
d∈N. In particular, (2.5) has to be replaced by

Ẽ [C] =
∑

(i,j)∈E

(
Qij [C]2

Cij
+
ν

γ
Cγij

)
W d
ij , (3.4)

where Wij are some (abstract) weights that scale linearly with the grid spacing. Be-
fore we introduce the formal macroscopic limit of the rescaled discrete functional (3.4)
constrained by the rescaled Kirchhoff law (3.3), let us make the following observation
about the gradient flow (3.4)–(3.3).
Proposition 3.1. Consider the setting introduced in Section 3.1 with the discrete
graph realized as a rectangular tessellation of Ω∈Rd. Then the formal gradient flow
(with respect to the Euclidean distance) of the energy functional (3.4) constrained by
the rescaled Kirchhoff law (3.3) is of the type (2.7), i.e.,

dCij
dt

=

(
Qij [C]2

C2
ij

−νCγ−1
ij

)
W d
ij , (3.5)

if and only if all the weights Wij are equal.
Proof. Denoting the adjacency matrix (2.6) of the tessellation by A= (Aij), we have

for any edge (l,m)∈E,

∂Ẽ [C]

∂Clm
=−Qlm[C]2

C2
lm

Wlm+νCγ−1
lm Wlm+

1

2

n∑
i=1

n∑
j=1

Aij
(

2Qij [C]

Cij

∂Qij [C]

∂Clm

)
W d
ij .

The last term of the right-hand side is equal to

n∑
i=1

n∑
j=1

Aij
(
Pj−Pi
Lij

∂Qij [C]

∂Clm

)
W d
ij

=−
n∑
j=1

Pj

n∑
i=1

Aij
∂Qji[C]

∂Clm

W d
ij

Lij
−

n∑
i=1

Pi

n∑
j=1

Aij
∂Qij [C]

∂Clm

W d
ij

Lij

=−2

n∑
i=1

Pi

n∑
j=1

Aij
∂Qij [C]

∂Clm

W d
ij

Lij
.

(3.6)

Now note that the rescaled Kirchhoff law (3.3) is in terms of Qij , Lij written as

−
∑
j∈V

Aij
Qij
Lij

=Si for all i∈V.
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Therefore, if (and only if) all the weights Wij are equal to the same value W >0, we
have

n∑
i=1

Pi

n∑
j=1

Aij
∂Qij [C]

∂Clm

W d
ij

Lij
=

n∑
i=1

PiW
d ∂

∂Clm

 n∑
j=1

Aij
Qij
Lij

= 0,

and we obtain (3.5) as the gradient flow.
Note that for the grid consisting of a rectangular tessellation, the natural choice of

the weight Wij≡W is

W d=

d∏
k=1

hk, (3.7)

i.e., the area of the rectangles for d= 2 and the volume of the bricks for d= 3.

3.3. Formal derivation of the macroscopic model In this Section we shall
show that the rescaled Kirchhoff law represents a finite difference discretization of the
Poisson equation (1.3), and that the discrete energy functional (3.4) with (3.7) is an
approximation (Riemann sum) of the integral-type functional (1.1). We shall work in the
setting introduced above, i.e., the discrete graph is realized as a rectangular tessellation
of the rectangular domain Ω∈Rd.

Let us consider p=p(x) a solution of the Poisson equation (1.3),

−∇·(c∇p) =S,

subject to the no-flux boundary condition on ∂Ω. Here c= c(x) is a given diagonal
permeability tensor field (1.2) with the scalar nonnegative functions ck ∈C(Ω), k=
1,. ..,d. The density of sources/sinks S=S(x) is given as a datum and satisfies the
global mass balance ∫

Ω

S(x)dx= 0.

As already mentioned in Section 1, existence of solutions of (1.3) is not guaranteed
due to the possible strong degeneracy of the permeability tensor. However, as we are
interested in a formal derivation only, we assume that p=p(x) exists as a strong solution
of (1.3), i.e., is at least C2

b on Ω. Moreover, we assume that the elements of c= c(x) are
at least C1

b on Ω. Since c= c(x) is diagonal, the left-hand side of (1.3) can be rewritten
as

−∇·(c∇p) =−
d∑
k=1

∂xk(ck∂xkp).

Let Xi∈Ω be the physical location of the vertex i∈V . Denoting the flux qk := ck∂xkp,
a finite difference approximation of the term ∂xkq

k at x=Xi reads ∂xkq
k(Xi)≈

qk(X(i+1/2)k
)−qk(X(i−1/2)k

)

hk
+O(hk), where X(i+1/2)k and, resp., X(i−1/2)k denotes the

midpoint of the edge connecting Xi to its adjacent vertex to the right and, resp., to the
left in the k-th spatial direction. A finite difference approximation of qk at X(i+1/2)k

reads qk(X(i+1/2)k) = ck(X(i+1/2)k)
p(X(i+1)k

)−p(X(i−1)k
)

hk
+O(hk), where X(i+1)k , resp.,

X(i−1)k denotes the adjacent vertex of Xi to the right and, resp., to the left in the
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k-th spatial direction. We discretize qk(X(i−1/2)k) analogously. Putting (3.3) and (3.3)

together and denoting
Ci,(i±1)k := ck(X(i±1/2)k), Si :=S(Xi),

Pi :=p(Xi), P(i±1)k :=p(X(i±1)k),
we conclude that the

rescaled Kirchhoff law (3.3) is a first order finite difference approximation of the Poisson
equation (1.3).

With the choice (3.7) for the weight W , we have for k= 1,. ..,d and ck ∈C1
b (Ω),∫

Ω

|ck|γ dx=W
∑
i∈V

∣∣ck(X(i+1/2)k)
∣∣γ +O(hk).

Moreover, we have∫
Ω

ck(∂xkp)
2 dx=W

∑
i∈V

ck(X(i+1/2)k)

(
p(X(i+1)k)−p(Xi)

hk

)2

+O(hk).

Therefore, noting that for the rectangular grid the energy functional (3.4) can be rewrit-
ten as

Ẽ [C] =
1

2

d∑
k=1

∑
i∈V

∑
j∈N(i;k)

(
Qij [C]2

Cij
+
ν

γ
Cγij

)
hdk,

we have with the notation (3.3)

Ẽ [C] =E [c]+O(h),

with the continuum energy defined by (1.1), i.e.,

E [c] =

∫
Ω

∇p ·c∇p+
ν

γ
|c|γ dx,

where we recall that the symbol |c|γ is defined as
∑d
k=1

∣∣ck∣∣γ .
We now calculate the formal L2-gradient flow of the energy (1.1) constrained by

the Poisson equation (1.3).
Lemma 3.1. The formal L2-gradient flow of the continuum energy functional (1.1)
constrained by the Poisson equation (1.3) is given by (1.4), i.e.,

∂tc
k = (∂xkp)

2−ν
∣∣ck∣∣γ−2

ck.

Proof. Let us calculate the first variation of E in the direction φ where φ denotes a
diagonal matrix with entries φ1,. ..,φd. Using the expansion

p[c+εφ] =p0 +εp1 +O(ε2), (3.8)

we have

d

dε
E [c+εφ]

∣∣∣∣
ε=0

=

d∑
k=1

∫
Ω

(∂xkp0)
2
φk+2ck(∂xkp0)(∂xkp1)+ν

∣∣ck∣∣γ−2
ckφkdx. (3.9)

Multiplication the Poisson equation (1.3) with permeability tensor c+εφ by p0 and
integration by parts gives

d∑
k=1

∫
Ω

(
ck+εφk

)
(∂xkp0)

2
+εck(∂xkp0)(∂xkp1)dx=

∫
Ω

Sp0 dx+O(ε2).
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Subtracting the identity

d∑
k=1

∫
Ω

ck (∂xkp0)
2
dx=

∫
Ω

Sp0 dx,

we obtain

d∑
k=1

∫
Ω

(∂xkp0)
2
φk+ck(∂xkp0)(∂xkp1)dx= 0.

Plugging this into (3.9) gives

d

dε
E [c+εφ]

∣∣∣∣
ε=0

=

d∑
k=1

∫
Ω

[
−(∂xkp0)

2
+ν
∣∣ck∣∣γ−2

ck
]
φkdx.

Remark 3.1. We can easily generalize to the situation when the grid is realized by con-
gruent identical parallelotopes with edges in linearly independent directions θ1,. ..,θd∈
Rd. Then the coordinate transform ek 7→θk in (1.1)–(1.3), where ek is the k-th vector
of the generic basis of Rd, leads to the transformed continuum energy functional

E [c] =

∫
Ω

∇p ·P[c]∇p+
ν

γ
|c|γ dx, (3.10)

coupled to the Poisson equation

−∇·(P[c]∇p) =S

with the permeability tensor

P[c] :=

d∑
k=1

ckθk⊗θk.

The corresponding formal L2-gradient flow is of the form

∂tc
k = (θk ·∇p)2−ν

∣∣ck∣∣γ−2
ck.

For general geometries of discrete networks the derivation of the macroscopic model is
an open problem and one can expect that the associated macroscopic limit depends on
the geometric properties of the network.

3.4. Global existence of solutions of a modified macroscopic model As
noted in Section 1, the model (1.3)–(1.4) suffers from two drawbacks: first, the Pois-
son equation (1.3) is possibly strongly degenerate since in general the eigenvalues (i.e.,
diagonal elements) of the permeability tensor c= c(x) may vanish. To overcome this
problem, we introduce a regularization of (1.3) of the form

−∇·(P[c]∇p) =S, (3.11)

with the permeability tensor P[c] := rI+c, where r= r(x)≥ r0>0 is a prescribed function
that models the isotropic background permeability of the medium, and I∈Rd×d is the
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unit matrix. Clearly, (3.11) is uniformly elliptic as long as the eigenvalues of c= c(x)
are nonnegative.

The second drawback is due to the fact that (1.4) is merely a family of ODEs,
parametrized by the spatial variable x∈Ω. We cure this problem by introducing a
linear diffusive term modeling random fluctuations in the medium. We thus obtain

∂tc
k =D2∆ck+(∂xkp)

2−ν
∣∣ck∣∣γ−2

ck, k= 1,. ..,d, (3.12)

subject to homogeneous Dirichlet boundary data, where D2>0 is the constant diffusiv-
ity. By a simple modification of the proof of Lemma 3.1 we conclude that the system
(3.11)–(3.12) represents the formal L2-gradient flow of the energy functional

E [c] =

∫
Ω

D2

2
|∇c|2 +∇p ·P[c]∇p+

ν

γ
|c|γ dx, (3.13)

with P[c] given by (3.4), the symbol |c|γ is defined as
∑d
k=1

∣∣ck∣∣γ and the symbol |∇c|2

is defined as
∑d
k=1

∣∣∇ck∣∣2. The gradient flow property is fundamental for proving the
global existence of weak solutions of the PDE system (3.11)–(3.12). Note that the
energy functional (3.13) is highly non-convex suggesting that the weak solutions may
be non-unique. We consider the PDE system on a bounded domain Ω⊂Rd with smooth
boundary ∂Ω, subject to homogeneous Dirichlet boundary conditions for c and no-flux
boundary conditions for p,

c(t,x) = 0,
∂p

∂n
(t,x) = 0 for x∈∂Ω, t≥0, (3.14)

where n denotes the exterior normal vector to the boundary ∂Ω. Moreover, we prescribe
the initial datum for c,

c(t= 0,x) = cI(x) for x∈Ω, (3.15)

where cI = cI(x) is a diagonal tensor field in Rd×d with nonnegative diagonal elements.
Theorem 3.1. Let S∈L2(Ω), γ>1 and cI ∈H1

0 (Ω)d×d∩Lγ(Ω)d×d. Then the system
(3.11)–(3.12) subject to the data (3.14)–(3.15) admits a global weak solution (c,p) such
that

c∈L∞(0,∞;H1
0 (Ω))∩L∞(0,∞;Lγ(Ω)), ∂tc∈L2((0,∞)×Ω),

∇p∈L∞(0,∞;L2(Ω)), c∇p∈L∞(0,∞;L2(Ω)).
(3.16)

This solution satisfies the energy dissipation inequality

E [c(t)]+

d∑
k=1

∫ t

0

∫
Ω

(
∂tc

k(s,x)
)2

dxds≤E [cI ] for all t≥0, (3.17)

with E [c] given by (3.13).
For the proof of the above Theorem we adopt a strategy similar to [9,10]: For ε>0

we introduce the regularized Poisson equation

−∇·(Pε[c]∇p) =S (3.18)

with the permeability tensor Pε[c] := rI+c∗ηε, subject to no-flux boundary data for
p. Here, ηε is a nonnegative, radially symmetric mollifier and the convolution c∗ηε is
carried out elementwise,

ck ∗ηε(x) :=

∫
Rd
ck(y)ηε(x−y)dy.



Jan Haskovec, Lisa Maria Kreusser, Peter Markowich 15

Moreover, we regularize (3.12) as follows,

∂ck

∂t
=D2∆ck+(∂xkp)

2 ∗ηε−ν
∣∣ck∣∣γ−2

ck, k= 1,. ..,d. (3.19)

By a slight adaptation of the proof of Lemma 3.1 it is easily shown that (3.18)–(3.19)
is the formal L2-gradient flow of the energy

Eε[c] :=

∫
Ω

D2

2
|∇c|2 +∇p ·Pε[c]∇p+

ν

γ
|c|γ dx, (3.20)

where we used the notation

|∇c|2 :=

d∑
k=1

∣∣∇ck∣∣2 , |c|γ :=

d∑
k=1

∣∣ck∣∣γ .
For proving the global existence of weak solutions of the regularized system (3.18)–

(3.19) we shall need the following maximum principle for a semilinear PDE.
Lemma 3.2. Let Ω be an open, bounded subset of Rd. For a fixed T >0 denote ΩT :=
(0,T ]×Ω and

C2
1 (ΩT ) :={u : ΩT→R | u,∇u,∇2u,∂tu∈C(ΩT )}.

Let γ>1 and let u∈C2
1 (ΩT )∩C(ΩT ) be the classical solution of the initial/boundary-

value problem 
∂tu=D2∆u−ν|u|γ−2u in ΩT ,

u= 0 on [0,T ]×∂Ω,

u=g on {t= 0}×∂Ω,

(3.21)

with the nonnegative initial datum g : Ω→R. Then,

min
ΩT

u≥0. (3.22)

Proof. Denote UT :={(t,x)∈ΩT | u(t,x)<0}. Then UT is an open bounded subset
of ΩT and

∂tu−D2∆u=−ν|u|γ−2u>0 in UT .

Then using the classical weak maximum principle for the heat equation, see, e.g., [5],
we have

min
UT

u= min
∂UT

u= 0.

Consequently, UT =∅ and (3.22) holds.
Lemma 3.3. Let S∈L2(Ω) and cI ∈H1

0 (Ω)d×d∩Lγ(Ω)d×d. Then for each ε>0
the regularized system (3.18)–(3.19) subject to the data (3.14)–(3.15) admits a global
weak solution (c,p) satisfying (3.16). The regularized energy (3.20) satisfies Eε[c(t)]+∑d
k=1

∫ t
0

∫
Ω

(
∂tc

k(s,x)
)2

dxds=Eε[cI ] for all t≥0.
Proof. We proceed along the lines of the proof of Theorem 2 of [9]. We employ the

Leray-Schauder fixed point theorem in the space L2((0,T )×Ω). For a given diagonal
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tensor c∈L2((0,T )×Ω) with nonnegative elements we construct a solution pε∈H1(Ω)
of the regularized Poisson equation (3.18) with no-flux boundary data using the Lax-
Milgram theorem; note that for ε>0 the permeability tensor (3.4) satisfies Pε∈L∞(Ω),
and uniform ellipticity follows from the assumption r≥ r0>0 in Ω. Consequently, we
have the uniform bound ‖∇pε‖L2(Ω)≤CΩ‖S‖L2(Ω) for all t≥0, ε>0, where the con-
stant CΩ depends only on the domain Ω; in particular, it is independent of ε>0 and
c∈L2((0,T )×Ω).

Existence of weak solutions cε of (3.19) is obtained by a slight adaptation of Lemma

3 of [9], noting that for ∇p∈L2(Ω) and ε>0 the terms (∂xkp)
2 ∗ηε are bounded in

L∞(Ω). The nonnegativity of the diagonal entries of cε follows from the fact that
solutions of the semilinear PDE

∂tu=D2∆u−ν|u|γ−2u

are subsolutions to (3.19). Preservation of nonnegativity of u for nonnegative initial
and boundary data has been established in Lemma 3.2.

The proof of continuity and compactness of the Schauder fixed point mapping c 7→
pε 7→ cε in the space L2((0,T )×Ω) goes again along the lines of Theorem 2 of [9], using
the so-called weak-strong lemma for the Poisson equation (Lemma 7 of [9]) and compact
Sobolev embedding H1(Ω)⊂L2(Ω).

The energy identity (3.3) follows by multiplying the Poisson equation (3.18) by p
and integrating by parts,

d∑
k=1

∫
Ω

(
r+ck ∗ηε

)
(∂xkp)

2
dx=

∫
Ω

Spdx.

Subtracting this from (3.20) we obtain

Eε[c] =

d∑
k=1

(∫
Ω

D2

2

∣∣∇ck∣∣2−(r+ck ∗ηε
)
(∂xkp)

2
+
ν

γ

∣∣ck∣∣γ dx

)
+2

∫
Ω

Spdx.

Integration by parts in suitable terms and using (3.18) yields then

d

dt
Eε[c] =

d∑
k=1

(∫
Ω

−D2∆ck∂tc
k−∂tck (∂xkp)

2
+ν
∣∣ck∣∣γ−1

∂tc
kdx

)

+2

d∑
k=1

(∫
Ω

∂xk
((
r+ck ∗ηε

)
∂xkp

)
∂tpdx

)
+2

∫
Ω

S∂tpdx

=−
d∑
k=1

∫
Ω

(
D2∆ck+(∂xkp)

2 ∗ηε−ν
∣∣ck∣∣γ−1

)
∂tc

kdx

+2

∫
Ω

(∇·(Pε[c]∇p)+S)∂tpdx

=−
d∑
k=1

∫
Ω

(
∂tc

k
)2

dx.

and an integration in time gives (3.3).
The passage to the limit ε→0 in (3.18)–(3.19) is based on the uniform apriori estimates

c∈L∞(0,∞;H1
0 (Ω))∩L∞(0,∞;Lγ(Ω)), ∂tc∈L2((0,∞)×Ω),
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∇p∈L∞(0,∞;L2(Ω)),
√
ck ∗ηε∂xkp∈L∞(0,∞;L2(Ω)), k= 1,. ..,d,

which follow from the energy identity (3.3) and from (3.4). Then, since a subsequence
of cε ∗ηε converges strongly to c in the norm topology of L2((0,T )×Ω), a slight modifi-
cation of Lemma 7 in [9] gives the strong convergence of pε to p in L2(0,T ;H1(Ω)) with
no-flux boundary data where p is the unique solution of the Poisson equation (3.11) with

given c. Thus, (∂xkp
ε)

2
converges strongly to (∂xkp)

2
in L1 ((0,T )×Ω) and (∂xkp

ε)
2 ∗ηε

also converges strongly to (∂xkp)
2

in L1 ((0,T )×Ω). The limit passage in the metabolic

term
∣∣ck∣∣γ−2

ck can be shown as in Lemma 4 in [9] due to the uniform boundedness of
cε in Lγ((0,T )×Ω). The energy dissipation inequality (3.17) follows by passing to the
limit ε→0 in (3.3) using the weak lower semicontinuity of the L2-norm. This concludes
the proof of Theorem 3.1.

4. Numerical simulations In this section we provide results of numerical sim-
ulations for the discrete model introduced in Section 2. We implement a minimization
scheme for the discrete energy (2.5) constrained by the Kirchhoff law (2.3), based on
the numerical methods proposed in [2].

For the numerical simulations we consider a planar graph G= (V,E) whose vertices
and edges define a diamond shaped geometry embedded in the two-dimensional domain
Ω = (0,2)×(−1.5,0.5). We consider |V |= 78 vertices and |E|= 201 edges. For vertex
i∈V let (xi,yi) denote its position. The source S is assumed to be positive on the
subset of vertices

V + :={i∈V ; xi≤0.1}

and constant and negative on its complement V \V +. For i∈V we set

Si :=

{
σ+
i i∈V +

σ−i i∈V \V +

where

σ+
i := 104 exp

(
−10

(
50x2

i +10(yi+0.5)
4
))
, σ−i :=− 1

|V \V +|
∑
j∈V +

σ+
j .

In the sequel we prescribe the initial condition C=
(
Cij
)

(i,j)∈E , unless stated otherwise.

We assume Cij := 5 for every (i,j)∈E on a tree, see Figure 4.1(A), and Cij := 10−10

otherwise.
For solving the constrained energy minimization problem we consider the following

iterative procedure:
• Initialization: For each edge (i,j)∈E compute its length Lij and define the

parameters ν := 1, τ := 0.025 and tol := 10−6.
• Step 1 (Pressure): For C given, compute the coefficient matrix B= (bij)∈
Rn−1,n−1 with entries

bij =

{
−Cij
L2
ij

(i,j)∈E
0 (i,j) /∈E

, i,j= 1,. ..,n−1, i 6= j, (4.1)

bii=
∑

j∈N(i)

Cij
L2
ij

, i= 1,. ..,n−1. (4.2)
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and solve via least square minimization:

min
P
‖BP −S‖2

• Step 2 (Conductivity): For given pressure P and conductivities C find a mini-
mizer C of the regularization

Eτ [C] :=
‖C−C‖22

2τ
+
∑

(i,j)∈E

(
Qij(C)2

Cij
+νCγij

)
Lij (4.3)

of the discrete energy functional (2.5) via interior point method for a regulari-
sation parameter τ >0.

• Step 3 (Energy decrease): If
∣∣Eτ [C]−Eτ [C]

∣∣>tol, set C :=C and go back to
step 1.

Note that for τ >0 solving (4.3) is equivalent to an implicit Euler step for (2.8).
The choice of the time step τ >0 is crucial. On the one hand, the time step should not
be chosen too large so that an accurate solution can be obtained. On the other hand,
choosing τ too small may result in very long simulation times, especially because the
convergence seems to be very slow close to the minimizer, compare Figure 4.2 where the
slow decay of the energy functional is shown. Armijo’s condition [16] suggests a good
choice of the parameter τ so that sufficient decrease of the energy functional is achieved
in every time step.

In the sequel we present the energy minima (stationary solutions) obtained by the
above algorithm for different values of γ. For every edge (i,j)∈E we plot the value of
the conductivity Cij in terms of the width of the associated edge. In Figure 4.1 we show
the steady states under an ε-perturbation of the initial condition C for γ= 0.5, i.e., we
consider Cij+ε instead of Cij for all edges (i,j)∈E. As shown in Figure 4.1 the steady
states are the same trees for small perturbations, e.g., ε≤0.1, as the tree given by the
initial condition in Figure 4.1(A). In particular, the steady states are stable under small
perturbations of the initial condition. For larger perturbations, e.g., ε∈{0.5,1,2}, we
obtain steady states different from the initial condition. This illustrates that the energy
functional (2.5) has multiple local minima and, consequently, the system (2.8)–(2.3) has
non-unique steady states. In particular, the steady states strongly depend on the choice
of the initial data.

In Figure 4.2 the stationary solution of (2.8)–(2.3) and the decay of the energy
functional are shown for different values of γ>0. Note that the stationary solution is a
tree for γ= 0.5 and a full network for γ= 1.5. This is in agreement with the observations
of [12] where a phase transition at γ= 1 was suggested with steady states in the form
of a tree for γ<1 and full networks as steady states for γ>1.

In Figure 4.3 we consider initial data in form of a tree, Figure 4.1(A), and close
one of its loops, as shown in Figure 4.3(A). These initial conditions lead to the steady
states in Figure 4.3(B). Note that closing one loop in the initial data leads to steady
states which only differ locally (i.e., in a neighborhood of the loop) from the original tree
in Figure 4.1(A). Closing one loop in areas of smaller conductivities in the associated
steady state leads to the same tree structure as in the original initial data in Figure
4.1(A) as shown for the third choice of initial data in Figure 4.3(A). In particular, closing
loops at different locations leads to different steady states in general, unless the resulting
steady state is the tree in the initial condition in Figure 4.1(A). This shows again that
we obtain trees as steady states for γ= 0.5, the steady states are non-unique and the
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(A) Initial data (B) ε= 10−4 (C) ε= 10−3 (D) ε= 10−2

(E) ε= 0.1 (F) ε= 0.5 (G) ε= 1 (H) ε= 2

Fig. 4.1. Stability of steady states under perturbations ε of initial data for the discrete model.

(A) γ= 0.5 (B) γ= 1.5

Fig. 4.2. Stationary solution to the discrete model and its decrease of energy for different values
of γ >0.

(A) Initial data

(B) Associated steady states

Fig. 4.3. Stability of steady states when one loop in tree-structured initial data is closed.
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form of the steady states strongly depends on the given initial data. In particular, loops
in the initial data are opened over time for γ= 0.5.

Based on the initial condition in the first picture in Figure 4.3(A) we close more
loops in the neighborhood of this closed loop in the initial data in Figure 4.4. Closing
iteratively one additional loop results in the initial conditions in Figure 4.4(A) and the
associated steady states are depicted in Figure 4.4(B). Note that closing loops close to
the source leads to different steady states. In particular, closing loops iteratively in the
initial data leads to steady states which only differ locally. More precisely, the resulting
steady states all have the same number of non-zero conductivities. Closing one loop in
the initial data results in a steady state which can be obtained from steady states with
the previous initial data by interchanging a non-zero with a negligible conductivity. In
particular, the steady states strongly depend on the initial data.

(A) Initial data

(B) Associated steady states

Fig. 4.4. Stability of steady states when several loops in tree-structured initial data are closed in
the discrete model.

In Figure 4.5 the steady states are shown for the same initial data as before (see
Figure 4.5(A)) for different values of the parameter ν >0 in the definition of the energy
functional (2.5). As ν increases the form of the steady states remain the same, i.e.,
positive conductivities remain positive for different values of ν. However, the absolute
value of the conductivities decreases as ν increases, see Figure 4.5. This is consistent
with the definition of the energy functional (2.5) where the metabolic term is of the
form ν

γC
γ
ij with γ>0.

(A) Initial data (B) ν= 1 (C) ν= 100 (D) ν= 105

Fig. 4.5. Steady states for different values of the parameter ν in the energy functional (2.5).
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The absolute value of the initial conductivities is varied in Figures 4.6(A)–4.6(C) and
we show the resulting steady state in Figure 4.6(D). More precisely, we consider initial
data in the form of a tree as before, when only those conductivities C= (Cij)(i,j)∈E
with positive conductivities Cij are considered but vary the absolute value of the initial
conductivities. We consider the initial data Cij = δ for every edge (i,j)∈E on the
tree for δ= 5,50,5000,50000 and Cij = 10−10 otherwise, as shown in Figure 4.1(A) and
Figures 4.6(A)–4.6(C), respectively. All these different initial data result in the same
steady state shown in Figure 4.6(D).

(A) δ= 100 (B) δ= 103 (C) δ= 104 (D) Steady state

Fig. 4.6. Initial data for the conductivity vector C= (Cij)(i,j)∈E in the form of a tree where each

non-zero conductivity Cij is of size δ>0 (left) all leading to an identical steady state (right) for the
discrete model.

In Figure 4.7, full graphs are considered as initial data and we show the associated
steady states. We consider Cij = 1 for all (i,j)∈E and the perturbed full graph with
Cij = 1+U(0,1) where U(0,1) denotes a uniformly distributed random variable on [0,1].
The associated steady states are more complex transportation networks.

(A) Full graph (B) Steady state

Fig. 4.7. Steady states for full graph and perturbed full graph as initial data in the discrete model.
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