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#### Abstract

This paper presents a new selection methodology that for the first time supports the identification of Near Net Shape (NNS) processes. The methodology, known as "Product, Geometry, Manufacturing and Materials Matching" (ProGeMa3), is composed of four steps, which aim to minimize raw material usage and machining by adopting a NNS approach. A key component of the methodology is the Process Selection Matrix (ProSMa) that associates a component's shape and production volume with its material requirements to reduce the number of candidate NNS processes. A final selection is then made from this shortlist by using fuzzy logic and considering other constraints and functional requirements. The ProGeMa3 selection process is illustrated by its application to an industrial component that resulted in changes to the processes used for its commercial manufacture. The ProGeMa3 and ProSMa presented in this paper aspires to be current and comprehensive for solid metallic components produced by casting, forging and additive technologies. However, ProSMa is also accessible as an open source resource available for other researcher to extend and adapt.
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## 1 Introduction

In the last 30 years, the concept of manufacturability has been applied to many different processes in numerous industries. This has resulted in the emergence of several different "Design for Manufacturing" methodologies which have in common the aim of reducing production costs through the application of general manufacturing rules. Near net shape technologies have expanded these concepts, targeting mainly primary shaping process, such as casting or forging.

As new manufacturing methods emerge and established ones develop, the production engineer must constantly review the processes they employ to ensure they are the most appropriate. Ideally, an automated system would review the specifications of components and identify their optimum manufacturing process but in practice the shear range of options and the complex mix of interacting constrains (i.e. both quantitative and qualitative) make such automation difficult. So although various methodologies to support

[^0]manufacturing process selection have been reported, they have not been widely applied because of the resources and computational challenges required to implement them.

In response to these issues, this paper introduces a novel process selection methodology that is designed to review a company's portfolio of components and identify opportunities for adopting near net shape processes. Crucially, the approach described quickly focuses the review and on a small number of candidate parts and processes which are determined to be most economically and technically feasible. This initial filtering reduces the size of the search space to a point where computationally intensive methods can be effectively used to identify optimum solutions.

Near net shape (NNS) concepts are based on the work of [20, 37, 49, 72] and [3], who based their investigations mainly on metal casting and forging.

Near net shape is a relative property, rather than absolute, that defines a combination of product geometry (to be produced), material and manufacturing process (primary shaping process) to be minimal in raw material utilization and finishing machining operations, in comparison with other possible combinations [47].

However, the selection of an appropriate NNS process is often an "ad hoc" procedure focused on the manufacture of new components and based on the personal experience of the production engineers. In contrast, this paper introduces
a systematic methodology for the selection of NNS process appropriate to an existing product.

Unlike previously reported approaches, this selection methodology uses product geometry, production volume and materials to classify candidate NNS processes. To make thisz feasible, the scope of the classification described is limited to:

- Metals (material constrain)
- Solid geometries (bars, tubes and prisms)
- Casting, forging and additive technologies (excluding joining and machining processes)
- Non-variable product requirements

Material wastage reduction and energy saving are evaluated by applying a NNS approach to manufacturing. However, other environmental factors, such as resource saving considerations (energy and water requirements), re-manufacturing (material recycling, reuse and repair) and waste management (e.g. hazardous wastage), related to manufacturing processes, are not considered in the developed process selection methodology. These factors can be quantified only subsequent to the feasibility stage, using supply chain management tools and product Life-Cycle Assessment (LCA). The links between circular economy and process selection have not yet been explored in literature. The quantitative evaluation of such factors is therefore beyond the scope of this paper. Similarly, the effect of product requirement modification on process selection has not been considered.

The following section reviews the main approaches reported for the selection of manufacturing processes based on material, production volume, component shape and technological and characteristics and other requirements comparable with process attributes.

Subsequently the Product, Geometry, Manufacturing, and Material Matching (ProGeMa3) Methodology is described and then applied to an industrial case study.

### 1.1 Process and material selection in literature

The generic process selection procedure usually has three steps: screening, ranking and a search for supporting information [6, 27]. Seven general approaches have been identified for selection of the best process for a given material, design characteristics and product requirements:

## 1. Analytical

2. Probabilistic (Fuzzy Logic)
3. Knowledge Base System
4. Manufacturing and Product complexity
5. Methodological (Qualitative)
6. Optimization Algorithms
7. Topological (Numerical)

Considering each of these in turn, the analytical papers develop a multi-variable system of equations, quantifying
the different process features and their capabilities of matching with the component requirements. This formulation allows the process with the resultant lowest cost to be considered as the best candidate.

For example, [2] develop a model based on manufacturing cost prediction. The model provides the material (i.e. considering only the product volume and the material cost) and basic processing costs, depending on the selected processes and cost is calculated through the cost time and production volume, using empirical constant. This cost refers to the production of an ideal component design for the selected process and a coefficient (relative cost coefficient) corrects the process cost considering the geometry to produce. The coefficient is composed of four parameters (determined though empirical graphs), associated with geometrical shape, section reduction/thickness, tolerances and surface finish giving the distance between the current and the ideal conditions. Swift and Booker [70] use the [2] formula, introducing a matrix for a preliminary screen of the processes. Other authors use cost functions and cost estimation for pre-selection screening: for example, [40] provide a measurement of casting process compatibility for the required production volume, weight input, thick/thin sections, tolerances, and surface finish. A simple proportion between the available capabilities and the requirements give a compatibility score. Every characteristic is weighted, depending on its importance, with a qualitative system. The casting processes are thus ranked depending on their compatibility values. Rao and Padmanabhan [58] use graph theory and matrix approach for screening the additive layer manufacturing processes. The combination of these two methods is able to deliver a multicriteria decision, defining the interactions between selection attributes.

The process attributes can be either qualitative or quantitative and their responses to the product requirements as well as their interrelation are summarized in an single index. For ranking the casting processes, [27] use the cost function with compatibility ranges for identifying the possible feasible processes and ranking them. From these first step, the best process is selected and, in a subsequent step, the process technological (tolerances, workable dimensions, surface roughness) and economical capabilities are matched, giving a complete overview of the process ability for produced the required product. The work is based on a previous investigation by [26], comparing target design and product requirements (material, size, product shape, mechanical precision and cost) with those that lie within the capacity of a large number of processes, seeking the subset which is capable of making the component. The subset is then ranked by economic criteria.

The probabilistic approach aims to develop a statistical correlation between the process capabilities and product
requirements. In particular, fuzzy logic (artificial intelligence technology in control systems and pattern recognition) had been used by several authors. It is based on the observation that people make decisions based on imprecise and numerical information [19]. Fuzzy models, or sets, are mathematical means of representing vagueness and imprecise information, hence the term fuzzy [39]. Different from traditional probability, fuzzy sets are capable of representing, using and manipulating data that has a range of values, due to their uncertainness. Hence, in fuzzy logic, distinction between from full compatibility (one) and incompatibility (zero) is gradual between extreme ranges of the fuzzy set. Figure 1 illustrates the fuzzy logic approach. Several authors applied slightly different versions of fuzzy approach to process selection and decision making in manufacturing [19, $30,54,60,73]$. Where, $L(\min -a b s)$ is the absolute minimum value, $L_{m} i \mathrm{n}$ is the minimum typical, $L_{m} a x$ is the typical maximum value, and $\left.L_{( } \max -a b s\right)$ is the absolute maximum value of the investigated process's feature. $L_{r} e q$ is the requested value of product feature (e.g. required surface roughness). Compatibility assessment can be performed by mapping from qualitative description ('low', 'low to medium', 'medium', 'medium to high' and 'high') to numerical values.

Giachetti [30], Ravi [59] and Daws et al. [19] define compatibility by the requested value and four values which define the fuzzy set. If the requested value is outside of the set (4), compatibility is considered null. If it is in normal range, then the request is fully compatible (1). If value falls between normal and extreme ranges, then the value is intermediate between 0 and 1 , defined by a linear behaviour $(2,3)$.

$$
\begin{aligned}
P_{L_{r e q}} & =1, \text { if } L_{\min }<L_{r e q}<L_{\max } \\
P_{L_{r e q}} & =\frac{L_{r e q}--L_{\min -a b s}}{L_{\min }--L_{\min -a b s}}, \text { if } L_{\text {min }-a b s}<L_{r e q}<L_{\text {min }}
\end{aligned}
$$

$$
\begin{equation*}
P_{L_{r e q}}=\frac{L_{m a x-a b s}--L_{r e q}}{L_{a x-a b s} m-L_{\max }}, \text { if } L_{\max }<L_{r e q}<L_{\max -a b s} \tag{2}
\end{equation*}
$$

$P_{L_{r e q}}=0$, if $L_{r e q}<L_{\text {min-abs }}$, or $L_{r e q}>L_{\text {max }-a b s}$


Fig. 1 Fuzzy set for process capabilities (adapted from [59])

Using [22] possibility theory, [30] defines two different cases that occur in compatibility evaluation: possibility and necessity are defined. Possibility assesses to what extent a feature satisfies the request (optimistic selection strategy); on the other hand, necessity expresses to what extent a features certainly satisfies the query. The latter adapts pessimistic selection strategy by measuring the impossibility of the opposite event, determined using the complementary probability of the event itself.

Figure 2 illustrates the process of performing the calculations, using Eqs. 1 to 4 to determine the possibility and necessity values for a linear request. In order to evaluate values of possibility and necessity, a unique compatibility number is required, [30] used a factor called $\beta$ that represents the level of optimisms or pessimism that is acceptable to the decision maker. Factor $\beta$ is 1 for an optimist decision maker and 0 for a negative one (so always a value in the interval $\beta \in(0,1)$ ). A weighted average is calculated for each requirement between possibility and necessity values, mediated by factor $\beta$ (possibility) and $1-\beta$ (necessity). Using this methodology, a compatibility measure has been assigned to every process/product selection features. A geometric weighted mean is used for aggregating all $n$th compatibility values (5). Weight ( $w$ ) is assigned to every feature using linguistic values. Each of them is calculated as in Eq. 6.

$r=\frac{w_{i}}{\sum_{i=1}^{n} w_{i}}$
Giachetti [30] applies this theory to the first stages of product design and process selection, including a broad range of processes and material as possible candidates. Perzyk and Meftah [54] use fuzzy logic for developing design for manufacturability of a single component. Functional requirements, manufacturing rules and material processability are evaluated for a single component through a process index, taking into consideration evaluating production volume, appearance, surface properties, dimensional tolerances and material structure. The index is a triplet-type fuzzy number, which is combined with the ideal process (depending on the product requirements). Daws et al. [19] limit the search to casting processes, including investment, mould (permanent, ceramic and full), shell, sand, die and squeeze casting. Similarly, [60] apply a fuzzy logic approach to the cutting process selection that considers the material-thickness relation, cutting speed, piece complexity and process tolerance capabilities.

Knowledge-based systems use empirical data (usually collected in databases) in order to support selection process. Knowledge-based systems are usually flexible and leave

Fig. 2 Schematic of possibility (left) and necessity (right) calculations for a linear requirement [30]

the decision making process to the user, providing all the required information to operate. A pioneering knowledgebased system in this area was reported by [65] to aid designers in choosing the best alloy and casting process for a particular set of specifications. The database displays both numerical and linguistic description of the processes, suitable for a certain material. The database includes a list of available material, selecting priorly to the manufacturing process (i.e. first list of processes are the material compatible ones). The designer selects qualitatively the best processes from its description, having excluded the unsuitable ones (i.e. relating to material and product specifications). Yu et al. [79] develop a computer-based routine which connects the geometrical factors, material and production factors attributes for identifying the most suitable process (i.e. selecting from casting, hot and cold forging processes). The algorithm uses a developed design compatibility analysis which quantifies the compatibility of every analysed category, by comparing the required values with datasets, for every considered process. Darwish and El-Tamimi [17] propose a knowledge-based algorithm for casting process selection, basing their decision criteria on design, production and manufacturing attributes. The author compare the process manufacturing attributes quantitatively (minimum thickness, tolerances, mass range, surface roughness, economic lot size), qualitatively (porosity, dimensional accuracy, mechanical properties) as well as the cost (tooling, labour, finishing and scrap costs). The available range of materials is used as a screening criteria for the processes. Similarly, [25] develop a system for casting process selection including a comparative cost routine
(Fig. 3). According to the previous papers, the authors screen the processes on different levels (casting alloy, geometric complexity, casting accuracy, production quantity and comparative costs). In contrast to other researchers, geometric complexity has been quantified through questions regarding the product (e.g. undercuts or internal holes presence). The selected material has been used as screening factor, taking into consideration the resulting and required mechanical properties. Xu et al. [78] develop a knowledgebased system for additive layer manufacturing, including the process cost as a decision criterion.

Complexity measurement is another tool adopted by researcher for quantifying and ranking manufacturing process in order to select the most suitable. The complexity approach logic defines the lowest process chain complexity (including process and product design) as easiest from manufacturing the component. Product complexity influences directly the manufacturing complexity, so an effective understanding of complexity nature and its relative measure can directly connect them. Product complexity increases with the number and diversity of "features" to be manufactured, as well as the nature and difficulty of the tasks required to produce the features [24]. Cooper et al. [16] have measured product complexity as a volume weighted average; meanwhile, [32] has used entropy for the information number evaluation. ElMaraghy and Urbanic [24] developed a complete formula for evaluating the product complexity by measuring its entropy (given by the information number and uniqueness o features) and the complexity of each of its features. Features and specification are defined and evaluated for every characteristic, assigning them a factor ( 0

Fig. 3 Casting process selection parametres and their interactions [25]

low effort, 0.5 medium effort, 1 high effort). All the factors are incorporated in the feature complexity coefficient and weighted by their percentage of presence in the component.

A matrix methodology is used to determine the relative complexity coefficient [24]. Complexity matrix describes all product characteristics and specifications. A factor indicates the relative effort to produce each of them or to perform the related task. Features and specification are defined and evaluated for every characteristic, assigning them a factor (0 low effort, 0.5 medium effort, 1 high effort). All the factors are incorporated in the feature complexity coefficient and weighted by their percentage of presence in the component.

The complexity index (obtained through the correspondent matrix) represents the difficulty of producing the component. A complexity index number does not have any meaning by itself. Comparing processes' complex indexes defines the closest one to the final shape, in terms of less needed manufacturing effort. Wiendahl and Scholtissek [75] expand the complexity concept to the whole manufacturing process, including product design, operation (process equipment, tools and labour) and structure. Similar to the previous authors, [48] quantity the manufacturing complexity using an entropic approach. Their model evaluates both the various component types and technologies used in a manufacturing system on the system's structural complexity. The authors apply their model by selecting the lowest
complex manufacturing system configuration of an engine cylinder head. Kerbrat et al. [41] use the manufacturing complexity for evaluating how to combine subtracting and additive layer process for producing a mould. A modular CAD tool has been developed for comparing every single feature of the mould, selecting the less complex one to produce. Guenov [32] identifies two measuring systems for high-level decision makers. The aim is to compare alternatives during pre-competitive studies or during the architectural design process of composite systems. Similarly, the previous authors, the first measure is a complexity estimation of the Boltzmann's entropy, meanwhile the second measure is intended to estimate the costs and benefits related to system's performance.

Methodological investigations use a qualitative approach to determine the best process selection. The outputs of these papers consist usually in framework or flowcharts. For example, [1] develop a complex framework for material and process selection, taking into consideration the whole product life-cycle. The framework analyses the product life-cycle, diving it into three main phases: manufacturing, service and design/development. A dedicated part of the framework tries to rationalise the activities of requirements definition (design) and satisfaction (process). Xu et al. [77] develop a system for estimating the impact of different applications of rapid prototyping processes. Using product
requirements and process cost, the methodology is able to quantify the process characteristics and compare different processes. Shercliff and Lovatt [64] define the interaction of process, material and design is peculiar to every category of processes (e.g. differences between casting and welding of an aluminium alloy). For the authors, the product requirements need to be matched one-byone with the process attributes: these requirements can be design-related (e.g. mechanical properties or dimensional characteristics), production-related (e.g. production volume and production rate) or processing-related. Similarly, the attributes can be process-, material- or design-related. A pair matching is evaluated on technical feasibility, avoiding in-process defects, product performance (i.e. final product characteristics) and economic bases. Different from all the other authors, [44] try to develop a connection between process modelling and process selection. They define the cost models and technical models mostly used in process selection, in order to validate the process candidate. Chakraborty and Dey [13] use the Quality Function Development (QFD) chart, usually called house of quality, for matching the technical and design requirements as well as connecting them with the customer requirements. The authors developed a total score from this well-known quality enhancement instrument, using a score matrix.

Some authors have been able to implement process selection into optimization algorithms developing complex models for assessing the process applicability. Working on reconfigurable manufacturing systems, [9] use genetic algorithms and a simulation-based optimization for process planning for a single product type, taking into consideration market demand fluctuation and minimum production volume (i.e. for making the production feasible). The functions to optimize have been defined as machine usage and change costs, configuration change cost, tool usage and change costs. A genetic algorithm (i.e. optimizing product design and machines data) and demand simulation software (i.e. providing) provide the most economic chain configuration. Vinodh et al. [74] apply a fuzzy analytic network, using different criteria for evaluating the best process and the best supplier to select. Qualitative scores have been assigned to different criteria for evaluating the process/supplier. A matrix assigns the value to the process for every criterion and the algorithm rank the different possible combination. The selected criteria are coefficients that belong to business improvement, product quality, supplier service and risk.

Topological models describe how elements (Finite Element Analysis) are bounded and connected. These numerical analyses are used for describing numerically the product features (e.g. using rules of proximity, the FEM elements identify an undercut). In this way, algorithm can assess all features of a component and assess the best process for
realizing them. Holland et al. [36] develop a CAD-based algorithm that can identify cost-effective manufacturing options for metal forming. The matching is based on database shapes and features. The optimal and economic processes to associate with every feature are stored in database as well. The orientation of the feature is determined by the algorithm. This determines the most suitable process, defining the forming direction and the realizable features. A similar approach has been used by [43], developing a process-oriented forming features in cold extrusion to develop a process selection module (CAPP). The module is able to detect feature shape, main dimensions, and volumes, connecting them with the best suitable cold extrusion process option (i.e. giving also an indication of the stage numbers).

Material selection investigations can be taxonomized using the same categories of the process selection. Regarding process selection, the most part of the author use the workable material as screening for the available processes. However, some of the authors include material selection in their process selection method: [1] include a material selection in its methodology approach. Giachetti [30] use fuzzy logic also for material selection, using a variable request for predicting the different final properties. This allows the author to extend their probabilistic approach to the material selection. Brechet et al. [11] review the material selection methodology, pointing out the efficacy of the multi-objective criteria selection. Ashby has pioneered this field with several works (some of them extended to material selection). Ashby [6] identify firstly some material performance index for materials. The author develop instruments for material selection, mapping the Young modulus on the density of different materials and the linear expansion on the thermal conductivity. The mapping is dependent on the final product requirements (thermal distortion): dedicated procedures need to be developed in order to measure the material attributes for the particular product design. Ashby [5] applies single and multi-criteria optimization to material selection. The authors derive, from the objective function, some differential equations, using multiple input variables and boundary conditions as constraints. In the multi-criteria selection, the solution of the equations are trade-off Pareto surfaces. As single target, the author use the minimization of the component mass. In their applications, the author uses the multi-criteria for minimizing mass and cost (determining a Pareto trade-off solution) or using combined parameters to minimize (depending on the component requirements and functionality). For example, the author uses product of cost and density on the elastic limit (i.e. square root) and the density on the elastic limit (i.e. square root), forming another trade-off Pareto selection. Kutz [42] review some quantitative methods for material selection, pointing out the fundamental role of expert
systems and numerical assistance (databases and knowledge base selection). Lately, the usage of stochastic and heuristic algorithms to material selection has rapidly increased. For example, [50] apply Analytic Network Process (ANP) to multi-criteria selection: the material characteristics taken under consideration are density, thermal attributes (operating temperature, conductivity), physical properties, fatigue and mechanical characteristic. The network is able to establish a ranking of different materials for single product requirements.

### 1.2 Review synthesis

In conclusion, fuzzy logic is capable of ranking the candidate processes in order of their features' compatibility with requested ones. Usually, these features include technological and other quantifiable requirements (e.g. tolerances, surface roughness), although it can be easily extended to every required feature (e.g. material usage, labour cost). The compatibility values are able to rank the processes and materials for the given requirements. Fuzzy logic is also able to quantify the compatibility qualitative features compatibility and deal with uncertainty.

Complexity approaches have similar potential, although their application appears to be oriented to product redesign and supply chain simplification. Similarly, topological optimization merges CAD and features identification, being currently used in many software packages. However, it fails to analyse complex problems, where uncertainty is present. Analytical models are less subjective and achieved highest precision in quantification of process/material compatibly, particularly when few features are considered. However, they are limited in dealing with uncertainty and complex connections between options. Further, analytical papers are limited to consider few selection criteria into their selections. Optimization papers overcome this problem by relying on probabilistic and analytical models, merging them with numerical capabilities and iteration.

Qualitative, methodological and knowledge-based approaches are most flexible and capable of dealing with complex interactions between material, design nd manufacturing process. However, the inability of quantifying feature's compatibility and generally low levels of subjectivity limits them to the selection of relatively restricted categories of process and materials.

## 2 Product, Geometry, Manufacturing, and Material Matching (ProGeMa3) methodology

The authors propose a NNS selection methodology that extends the capabilities of the reported systems (known as

Product, Geometry, Manufacturing, and Material Matching (ProGeMa3)). The methodology is illustrated schematically in Fig. 4. The aim of the methodology is to combine an existent product design with a combination of material and process in order to identify the most appropriate NNS manufacturing operation.

The methodology is composed of four main steps:

1. Economic opportunities screening: identifies opportunities for NNS applications
2. Material Selection: selects the material in relationship to its functional requirements
3. Process Screening Matrix (ProSMa): acting as a filter, sets viable processes for the combination of shape, material and production volume.
4. Process Compatibility Evaluation (Fuzzy logic): after the "static" selection tool (ProSMa), fuzzy logic acts with a "dynamic" selection the viable processes selected in the previous Step

Each of these steps are now described in detail:
Economic opportunities screening (step 1) is mainly devoted to screening and identifying components whose manufacturing costs could potentially be improved by application of alternative NNS processes. Each step of the component's manufacturing chain needs to be examined with aim of identifying production processes with the following features:

- High machining rate
- High raw material cost impact
- High production volume
- High lead time

The high complexity of the product design and manufacturing chain could be other factors in the identification of NNS opportunities. However, quantifying process chain complexity is difficult and consequently approximate evaluations have to be made in order to identify possible existing products to target. After this phase, the required information for the component production needs to be obtained.

Material selection (step 2) has been done subsequent to the components selected in step 1, using the method proposed by [6]. By using fuzzy logic, it is possible to select an optimal material based on the component requirements and usage conditions. In choosing this order of operations (i.e. material prior to process selection) ProGeMa3, similarly [17, 25, 70], effectively limits the resulting number of combinations and interactions.

Process screening matrix (ProSMA) (step 3) examines the technical feasibility of candidate processes to reduce the number of possible manufacturing processes to investigate. Central to this step, a selection matrix (ProSMa), whose rows and columns are associated with input are the component's geometry and production volume selected in

Fig. 4 Product Geometry, Manufacturing and Material Matching (ProGeMa3) Methodology schematization

step 1 and the material, selected in step 2 (or, in alternative, the material currently in use), gives in output a set (array) of viable processes (which could include the processes used in the original component production).

Production volume, material and shape are classified in categories as follows:

- Material: irons, steel (carbon); steel (alloy, tool); stainless steel; copper and alloys; aluminium and alloys; magnesium and alloys; zinc and alloys; tin and alloys; lead and alloys; nickel and alloys; titanium and alloys.
- Production volume: very low (1 to 100); low (100 to 1,000); low to medium ( 1,000 to 10,000 ); medium to high $(10,000$ to 100,000$)$; high $(100,000+)$; all quantities.
- Component shape: 12 different component shapes can be selected, as showed in Table 1. The categories include three general geometric form (i.e. round, bar, tube) and five possible shapes derived from them (i.e.
uniform cross section, change at the end, change at the centre, transverse element, and irregular).

The material and production volume categories are adapted from [39, 61] and [70].

The identification of the shape from the Table 1 is a qualitative assessment of existent shape in comparison with the general cases.

ProSMa is presented in Tables 2, 3, 4 and 5. The matrix is an extension of the [70] work, although their PRIMA matrix uses as input only the production volume and material. The number of casting and forming processes defined in [70] matrix do not take into consideration innovative technologies, whereas ProSMa include process such as semi-solid metal casting processes. Also is ProSMA, the additive layer manufacturing processes have been added. The ProSMa construction is based on the process review from $[7,8,10,18,21,23,28,29,31,33-35,38,51-53,55$, 56, 61-63, 66, 69, 70, 76, 80].

Table 1 Component shape selected combinations and nomenclature, adapted from [61]

Abbreviation \begin{tabular}{c}
Increasing Spatial Complexity <br>
Uniform <br>
Cross <br>
Section

, 

1 <br>
Change at <br>
the end

$\quad$

2 <br>
Change at <br>
the centre
\end{tabular}

The manufacturing processes in output have been indexed and divided in three macro-categories as follows:

- Casting: sand casting(C.1); shell moulding (C.2); plaster moulding (C.3); lost foam casting (C.4); investment casting (C.5); ceramic mould casting (C.6); gravity-die casting (C.7); gravity-die casting (C.8); vacuum-die casting (C.9); pressure die casting (C.10); true-centrifugal casting (C.11); semi-centrifugal casting (C.12); centrifuge casting (C.13); squeeze casting (C.14); thixocasting, rheocasting (C.15); thixoforming (C.16).
- Forming: open-die forging (F.1); closed-die forging (F.2); isothermal forging (F.3); precision forging (F.4); cold forming (F.5); injection forging (F.6); rotary forging (F.7); shear forming (F.8); flow forming (F.9); hydroforming (F.10); powder forging (F.11); isostatic pressing (F.12); metal injection moulding (F.13).
- Additive Layer Manufacturing: selective laser sintering (SLS) (AM.1); selective laser melting (SLM) (AM.2); direct metal laser sintering (DMLS) (AM.3); electron beam melting (EBM) (AM.4); laser-based metal deposition (LBDM) (AM.5); electron beam-based metal deposition (EBMD) (AM.6); plasma deposition manufacturing (PDM) (AM.7).

The ProSMa is intended to be used for existing products that are designed as a single component part. Referring to Table 1, for all Round (R), Barr (B) and Tubular (T) basic geometries, the irregular (complex) shape (classified as 4) is meant to absorb all the cases that are not included in the other categories (uniform cross section, change at the end,
change at the centre, transverse element). If the shape cannot be identified from its spatial complexity (not associable to any of the categories form 0 to 4 ), all the process for the identified basic geometry (Round, Barr or Tube) should be taken into consideration (all from 0 to 4 ) for the considered material and production volume.

The ProSMa can be used as guidance for mapping the manufacturing implications of design changes (passing from a geometric category to a different one). While ProSMa is not meant to be a tool for generating new product designs (given the difficulty of representing all the possible functional features) and similarly cannot be used for joining components or assembly processes. However, it can provide guidance for the manufacturing of merged geometries (e.g. passing from two distinct simple components to a single one).

Process compatibility evaluation (stage 4) uses fuzzy logic to enable identification of the most suitable manufacturing processes from the viable ones, selected in stage 3. This stage has a dual function:

- Final screening: the processes that form particular features of components are excluded at this stage (e.g. thickness section).
- Process ranking: all the viable processes are ranked in order of their compatibility (between product requirements and process capabilities).

The fuzzy logic approach allows these two objectives to be achieved by associating the request with a four level fuzzy description of the process capabilities. The process capabilities are described by four levels and trapezoidal
Table 2 Process selection matrix (ProSMa) - Part I (available at https://doi.org/10.15129/30a94e8d-cfc8-424f-9046-1e814ee0c0cbE)



Addittive Layer Manufacturing
Selective Laser Syntering (SLS) Selective Laser Melting (SLM)
Direct Metal Laser Sinering (DMLS) Electron Beam Melting (EBM)
Laser Based Metal Deposition (LBDM) Electron Beam Based Metal Deposition (EBMD)
Plasma Deposition Manufacturing (PDM)



Forming Processes
Open-Die Forging


Pressure Die Casting
 Squeeze Rheocasting

Thixoforming


Casting Processes
Sand Casting
Shell Moulding
Plaster
Plaster Moulding
Investment Casting Ceramic Mould
Gravity-Die Casting

Gravity-Die Casting
Vacuum-Die Casting
Table 3 Process selection matrix (ProSMa) - Part II (available at https://doi.org/10.15129/30a94e8d-cfc8-424f-9046-1e814ee0c0cbE)

 Addittive Layer Manufacturing
Selective Laser Syntering (SLS) elective Laser Melting (SLM) Electron Beam Melting (EBM) Electron Beam Mer Based Metal Deposition (LBDM) Electron Beam Based Metal Deposition (EB
$\infty$ の윽ํํ


$$
\begin{aligned}
& \text { Shear Forming } \\
& \text { Flow Forming } \\
& \text { Hydroforming } \\
& \text { Powder Forging } \\
& \text { Isostatic Pressing } \\
& \text { Metal Injection Moulding }
\end{aligned}
$$

Forming Processes Open-Die Forging
Closed-Die Forging sothermal Forging

$\mathfrak{c c c c c}$

|  |
| :---: |



Casting Processes
Casting Processes
Sand Casting
Shell Moulding
Lost Foam
Investment Casting
Gravity-Die Casting
Gravity-Die Casting
Vacuum-Die Casting
Table 4 Process selection matrix（ProSMa）－Part III（available at https：／／doi．org／10．15129／30a94e8d－cfc8－424f－9046－1e814ee0c0cbE）

|  Material <br> Production <br> Volume Geometry |  | Magnesium \＆Alloys |  |  | Zinc \＆Alloys |  |  | Tin \＆Alloys |  |  | Lead \＆Alloys |  |  | Nickel \＆Alloys |  |  | Titanium\％Alloys |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Round | Bar | Tube | Round | Bar | Tube | Round | Bar | Tube | Round | Bar | Tube | Round | Bar | Tube | Round | Bar | Tube |  |
| $\begin{aligned} & \text { Very low (1 } \\ & \text { to } 100 \text { ) } \end{aligned}$ | 0 | $\underset{\text { F. } 1}{\text { C. } 4 \text { C. } 11}$ | $\left\lvert\, \begin{gathered} \mathrm{C} .4 \mathrm{C} .11 \mathrm{c} .6 \\ \mathrm{~F} .1 \\ \hline \end{gathered}\right.$ | $\begin{array}{\|c\|} \hline \text { C.4 C. } 6 \\ \text { C. } 10 \text { F. } 1 \text { F. } 7 \\ \text { F.8 F. } 9 \text { F. } 10 \\ \hline \end{array}$ | $\mid \underset{\text { F. } 1}{\text { C. } 4 \text { C. } 11}$ | C． 1 c． 4 c． 6 | $\underset{\substack{\text { F. } .7 \mathrm{C} .4 \mathrm{~F} .8 \mathrm{~F} .6 \\ \text { F. } 10}}{ }$ | $\begin{gathered} \text { C. } 1 \mathrm{C} .4 \mathrm{C} .6 \\ \text { C. } 11 \text { F. } 1 \end{gathered}$ | C． 1 c． 4 c． 6 | $\begin{gathered} \text { C. } 1 \mathrm{C} .4 \mathrm{C} .6 \\ \text { F.7. F.8 F. } \\ \text { F. } 10 \end{gathered}$ | C． 1 C． 4 c .6 | C． 1 c． 4 C .6 | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 6 \\ \text { F. } 7 \text { F. } 8 \text { F. } 9 \\ \text { F. } 10 \end{gathered}$ | $\begin{gathered} \text { C. } 4 \mathrm{F.} 6 \mathrm{C} .11 \\ \hline \end{gathered}$ | $\int_{\text {F. } 1}^{\text {C. } 4 \text { C. } .11}$ | $\begin{aligned} & \text { C. } 4 \text { C. } 6 \text { C. } 10 \text { F. } 1 \\ & \text { F. } 7 \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{aligned}$ | $\underset{\text { F. } 1.1}{\text { C. } 1}$ | C． 1 C．4 F． 1 | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ \text { F. F. } 7 \text { F. } 8 \\ \text { F. } 9 \text { F. } 10 \end{gathered}$ | 01 |
|  | 1 | $\begin{array}{\|c\|} \hline \text { C. } 4 \text { C. } 11 \text { C. } 6 \\ \text { F. } 1 \text { F. } 7 \\ \hline \end{array}$ |  | $\begin{gathered} \text { C.4.c.6C. } 10 \\ \text { F.1 F. F. } 8 \\ \text { F. } 9 \mathrm{~F} .10 \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { C. } 1 \mathrm{c} .4 \mathrm{C} .6 \\ \text { C. } 11 \mathrm{~F} .7 \\ \hline \end{gathered}$ |  |  |  |  |  | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 6 \\ \text { F. } 7 \\ \hline \end{gathered}$ |  |  | $\begin{gathered} \text { C. } 4 \text { C. } 6 \text { C. } 111 \\ \text { F. } 1 \text { F. } \\ \hline \end{gathered}$ |  | $\begin{array}{\|c\|} \hline \text { C. } 4 \text { C. } 6 \text { C. } 10 \text { F. } 1 \\ \text { F. } 7 \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{array}$ | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ \text { F.1 F. } 7 \\ \hline \end{gathered}$ | C． 1 C．4 F． 1 |  |  |
|  | 2 | $\begin{array}{\|c\|} \hline \text { C. } 4 \text { C. } 6 \text { C. } 11 \\ \hline \end{array}$ |  | $\begin{array}{\|l\|} \hline \text { C.4 C. } 6 \text { C. } 10 \\ \text { F. F. } 9 \text { F. } 10 \end{array}$ | $\begin{gathered} \text { C. } 1 \mathrm{C.} 4 \mathrm{C} .6 \\ \text { C. } 11 \end{gathered}$ |  | $\begin{array}{\|l\|} \hline \text { C. } 1 \mathrm{C} .4 \mathrm{C} .6 \\ \mathrm{~F} .8 \mathrm{~F} .9 \mathrm{~F} .10 \\ \hline \end{array}$ | $\begin{gathered} \text { c. } 1 \text { C. } 4 \text { C. } 6 \\ \text { C. } 11 \end{gathered}$ |  |  | C． 1 C． 4 C． 6 |  | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 6 \\ \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{gathered}$ | $\begin{gathered} \text { C. } 4 \mathrm{C.} .6 \mathrm{C} .11 \\ \hline \end{gathered}$ |  | $\begin{array}{\|c\|} \hline \text { C. } 4 \mathrm{C} .6 \mathrm{C} .10 \mathrm{~F} .8 \\ \mathrm{~F} .9 \mathrm{~F} .10 \\ \hline \end{array}$ | $\underset{\text { F. } 1}{\text { C. } 1 \mathrm{c} .5}$ | C． 1 C．4F． 1 | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{gathered}$ | 2 |
|  | 3 | $\begin{array}{\|c\|} \hline \text { C. } 4 \mathrm{C} .10 \mathrm{C} .11 \\ \hline \text { C. } 12 \mathrm{C} .6 \\ \hline \end{array}$ | $\begin{array}{\|c} \mathrm{c} .4 \mathrm{C} .11 \mathrm{C} .12 \\ \mathrm{C} .6 \mathrm{~F} .1 \\ \hline \end{array}$ | C． 4 C． 6 F． 10 | C． 1 C .4 c .6 |  | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 6 \\ \text { F. } 10 \end{gathered}$ | C． 1 C． 4 C .6 |  | $\begin{gathered} \text { C. } 1 \mathrm{C} .4 \mathrm{C} .6 \\ \mathrm{~F} .10 \\ \hline \end{gathered}$ | C． 1 C． 4 C． 6 |  | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 6 \\ \text { F. } 8 \text { F. } 10 \end{gathered}$ | $\underset{\substack{\text { C. } 4 \mathrm{C} .6 \mathrm{C} .11}}{ }$ | C． 4 C． 6 F． 1 | $\begin{gathered} \text { C. } 4 \text { C. } 6 \mathrm{C} .10 \\ \hline \end{gathered}$ | $\underset{\text { C. } 1 \text { C. } 4 \text { C. } 5}{ }$ | C． 1 C．4 F． 1 | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ \text { F. } 10 \\ \hline \end{gathered}$ | 6 |
|  | 4 | $\underset{\text { c．4 C．6 C．} 1211}{ }$ | $\mid \underset{\substack{\text { c. } 6}}{\text { c. } 12 \mathrm{c}}$ | $\left\lvert\, \begin{gathered} \text { c.4c. } 6 \mathrm{c} .10 \\ \mathrm{~F} .7 \mathrm{~F} .8 \mathrm{~F} .10 \end{gathered}\right.$ | $\underset{\text { F. } 7}{\text { C. } 1 \text { C. } 6}$ |  | $\begin{array}{\|c\|} \hline \text { C. } 1 \text { C. } 4 \text { C. } 6 \\ \text { F. } 7 \text { F. } 8 \text { F. } 10 \end{array}$ | $\underset{\text { F. } 7}{\text { C. } 1 \text { C. } 6}$ |  | $\begin{aligned} & \text { C. } 1 \mathrm{C} .4 \mathrm{C} .6 \\ & \text { F. } 7 \mathrm{~F} .8 \text { F. } 10 \end{aligned}$ | $\underset{\text { F. } 7}{\text { C. } 1 \mathrm{C} .6}$ |  | $\begin{aligned} & \text { C. } 1 \text { C. } 4 \text { C. } 6 \\ & \text { F. } 7 \text { F. } 8 \text { F. } 10 \end{aligned}$ | C．4 C． 6 C． 11 C．12 F． 7 AM．1 AM． 2 AM．3 AM． AM．5 AM． 6 AM． 7 | C． 4 C． 6 C .11 C． 12 F .1 AM． 1 AM．2 AM．3 AM．4 AM．5 AM． 6 AM． 7 | $\left\|\begin{array}{\|c\|c\|} \hline \text { C. } 4 \text { C. } 6 \text { C. } 10 \text { F. } 7 \\ \text { F.8. F. } 10 \text { AM. } 1 \\ \text { AM. AM. AM.4. } \\ \text { AM. } 5 \text { AM. } 6 \text { AM. } 7 \end{array}\right\|$ | C． 1 C．4 C． 5 F．1F．7 F． F．9 F． 10 AM．1 AM．2 AM． 3 AM．4 AM． AM． 6 AM． 7 | $\begin{array}{\|l\|} \hline \text { C. } 1 \text { C. } 4 \text { AM. } 1 \\ \text { AM. AM. AM. } \\ \text { AM.4 AM. } \\ \text { AM.6 AM. } 7 \end{array}$ | $\begin{gathered} \text { C.1 C.4 C. } 5 \\ \text { F.7 F.8 F. } 10 \\ \text { AM.1 AM. } \\ \text { AM.3 AM.4 } \\ \text { AM.5 AM. } 6 \\ \text { AM. } 7 \end{gathered}$ | 7 |
| $\begin{array}{\|c} \text { Low (100 to } \\ 1,000) \end{array}$ | 0 | $\text { c. } 3 \text { C. } 4 \text { C. } 5$$\text { C. } 6 \text { F. } 1 \text { F. } 2$ | $\begin{aligned} & \text { C. } 3 \text { C. } 4 \text { C. } 5 \\ & \text { C. } 6 \text { F. } 1 \text { F. } 2 \end{aligned}$ | $\begin{gathered} \hline \text { C.3 C. } 4 \text { C. } 5 \\ \text { C.6 F. } 1 \text { F. } 8 \\ \text { F. } 9 \text { F. } 10 \\ \hline \end{gathered}$ | $\begin{gathered} \text { C. } 1 \mathrm{C} .3 \mathrm{C} .4 \\ \text { C. } 6 \end{gathered}$ | $\underset{\text { c. } 6}{\text { c. } 1 \text { c. } .4}$ | $\begin{gathered} \text { c. } 1 \mathrm{C} .3 \mathrm{C} .4 \\ \text { C. } 6 \mathrm{~F} .8 \mathrm{~F} .9 \\ \text { F. } 10 \end{gathered}$ | $\underset{\text { C. } 6}{\text { c. } 1 \mathrm{c} . \mathrm{c}^{2} .4}$ | $\begin{gathered} \text { C. } 1 \text { C. } 3 \text { c. } 4 \\ \text { C. } 6 \end{gathered}$ | $\begin{gathered} \text { C. } 1 \text { C. } 3 \text { C. } 4 \\ \text { C. } 6 \text { F. } 8 \text { F. } 9 \\ \text { F. } 10 \end{gathered}$ | C． 1 C .3 C .4 | $\begin{gathered} \text { C. } 1 \mathrm{C} .3 \mathrm{C} .4 \\ \text { C. } 6 \end{gathered}$ | $\begin{gathered} \text { C. } 1 \text { C. } 3 \text { C. } 4 \\ \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{gathered}$ | $\begin{gathered} \text { C. } 2 \text { C. } 4 \text { C. } 6 \\ \text { C. } 11 \text { F. F. } 2 \end{gathered}$ | $\begin{gathered} \text { C. } 2 \text { C. } 4 \text { C. } 6 \\ \text { C. } 11 \text { F. } 1 \text { F. } 2 \end{gathered}$ | $\begin{array}{\|c\|} \hline \text { C. } 2 \text { C. } 4 \text { C. } 6 \text { C. } 10 \\ \text { F. } 1 \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{array}$ | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ \text { F. } 1 \text { F. } 2 \text { F. } 11 \end{gathered}$ | $\begin{gathered} \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ \text { F. } 1 \text { F. } 2 \text { F. } 11 \end{gathered}$ | $\begin{aligned} & \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ & \text { F. } 1 \text { F. F. } 9 \end{aligned}$ | 0 |
|  | 1 |  |  | $\begin{aligned} & \hline \text { C. } 3 \text { C. } 4 \text { C. } 5 \\ & \text { C. } 6 \text { F. F. } 2 \\ & \text { F. } 8 \text { F. } 9 \text { F. } 10 \\ & \hline \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  | $\begin{gathered} \hline \text { C.2 C. } 4 \text { C.6 C. } 10 \\ \text { F. } 1 \text { F.2 F. F. F.9 } \\ \text { F. } 10 \end{gathered}$ |  |  | $\begin{gathered} \text { C.1 C.4 C.5 } \\ \text { F.1 F.2 F. } 8 \\ \text { F. } 9 \end{gathered}$ | 1 |
|  | 2 |  |  | $\begin{gathered} \hline \text { C.3 C.4 C. } 5 \\ \text { C.6F.2 F. } 8 \\ \text { F. } 9 \text { F. } 10 \\ \hline \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |  | $\begin{aligned} & \text { C. } 2 \text { C. } 4 \text { C. } 6 \text { C. } 10 \\ & \text { F. } 2 \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{aligned}$ |  |  | $\begin{gathered} \hline \text { C.1 C. } 4 \text { C. } 5 \\ \text { F.1 F. F. } 8 \\ \text { F. } 9 \end{gathered}$ | 2 |
|  | 3 | $\text { C. } 3 \text { C. } 4 \text { C. } 5$$\text { C. } 6 \text { F. } 2$ |  | $\begin{array}{\|c\|} \hline \mathrm{c} .3 \mathrm{c} .4 \mathrm{C} .5 \\ \mathrm{c} .6 \mathrm{~F} .2 \mathrm{~F} .10 \\ \hline \end{array}$ |  |  | $\begin{gathered} \text { C. } 1 \text { C. } 3 \text { C. } 4 \\ \text { C. } 6 \text { F. } 10 \\ \hline \end{gathered}$ |  |  | $\begin{gathered} \text { C. } 1 \mathrm{C} .3 \mathrm{C} .4 \\ \text { C. } 6 \mathrm{~F} .10 \end{gathered}$ |  |  | $\begin{gathered} \text { C. } 1 \mathrm{C} .3 \mathrm{C} .4 \\ \text { F. } 8 \mathrm{~F} .10 \end{gathered}$ | $\underset{\text { C. } 2 \mathrm{C} .4 \mathrm{C} .6}{\mathrm{C} .11 \mathrm{~F} .2}$ | $\begin{gathered} \text { C. } 2 \text { C. } 4 \text { C. } 6 \\ \text { F. F. } 2 \\ \hline \end{gathered}$ | $\underset{\substack{\text { C. } 2 \mathrm{C.} 4 \mathrm{C} .6 \mathrm{~F} .2 \\ \text { F. } 10}}{ }$ | $\begin{gathered} \text { C.1 C. } 4 \text { C. } 5 \\ \text { F.1 F. F. } 8 \\ \text { F. } 9 \text { F. } 11 \\ \hline \end{gathered}$ | $\begin{aligned} & \text { C. } 1 \text { C. } 4 \text { C. } 5 \\ & \text { C. } 6 \text { F. F. } 2 \\ & \hline \end{aligned}$ | C． 1 C． 4 C． 5 | 6 |
|  | 4 |  | $\underset{\text { c．} 3 \text { c．} 6 \text { C．} .5}{ }$ | $\begin{gathered} \text { C. } 3 \text { C. } 4 \text { C. } 5 \\ \text { C. } 6 \text { F. } 2 \text { F. } 8 \\ \text { F. } 10 \end{gathered}$ |  |  | $\begin{array}{\|c\|} \hline \text { C. } 1 \text { C. } 3 \text { C. } 4 \\ \text { C.6 F. } 8 \text { F. } 10 \end{array}$ |  |  | C． 1 C .3 C .4 C． 6 F .8 F .10 |  |  |  | $\begin{array}{\|c\|} \hline \text { C. } 2 \mathrm{C} .4 \text { C. } 6 \\ \text { C.11 C. } 12 \mathrm{~F} .2 \\ \text { AM.5 AM.6 } \\ \text { AM. } 7 \\ \hline \end{array}$ | $\begin{array}{\|c} \text { c. } 2 \text { C.4 C. } 6 \\ \text { C. } 11 \text { C. } 12 \text { F.1 } \\ \text { F.AM. AM. } \\ \text { AM. } 6 \text { AM. } 7 \end{array}$ | $\begin{gathered} \text { C. } 2 \text { C. } 4 \text { C. } 6 \text { C. } 10 \\ \text { F. } 2 \text { F. } 8 \text { F. } 10 \end{gathered}$ |  | C． 2 C． 4 C． 6 <br> C． 11 C．12 F． <br> F．8 F．9 F． 10 <br> AM．5 AM．6 <br> AM． 7 | $\begin{aligned} & \text { C. } 2 \text { C.4 C. } 6 \\ & \text { C.10. F.2 F. } \\ & \text { F.10.A.5 } \\ & \text { AM. } 6 \text { AM. } 7 \end{aligned}$ | 7 |
| Low to Medium （1，000 to $10,000)$ | 0 | （e．3 C．4 C．5 | C．3 C．4 C．5 <br> C． 7 C． 14 C． 15 <br> F．F．F． 4 <br> F． 5 |  | $\underset{\text { c. } 15}{\text { c. } 15}$ | $\underset{\text { C. } 15}{\text { c. } 3 \text { c. } 8}$ | $\begin{gathered} \text { C. } 3 \text { C. } 7 \mathrm{C} .8 \\ \text { C. } 15 \text { F. } 8 \text { F. } 9 \\ \text { F. } 10 \end{gathered}$ | $\begin{gathered} \mathrm{c} .3 \mathrm{C} .7 \mathrm{C} .8 \\ \mathrm{C} .15 \end{gathered}$ | $\underset{\text { c. } 15}{\text { c. } 15}$ | $\begin{gathered} \text { C. } 3 \text { C. } 7 \text { C. } 8 \\ \text { C. } 15 \text { F. F. } 9 \\ \text { F. } 10 \end{gathered}$ | c． 3 c． 7 C .15 | $\begin{gathered} \mathrm{c} .3 \mathrm{C} .7 \mathrm{C} .8 \\ \mathrm{C} .15 \end{gathered}$ | $\begin{aligned} & \text { C. } 3 \text { C. } 7 \text { C. } 15 \\ & \text { F. } 8 \text { F. } 9 \text { F. } 10 \end{aligned}$ | $\begin{array}{\|c\|c\|} \hline \text { C.2 C. } 4 \text { C. } 7 \\ \text { C.6C.11 C.15 } \\ \text { F.1F.2 F. } \\ \text { F.11 F. } 12 \end{array}$ | $\left\|\begin{array}{c} \text { c. } 2 \mathrm{C} .4 \mathrm{c} .6 \\ \text { c.7 C. } 111 \mathrm{c} .12 \\ \text { c. } 15 \mathrm{~F} .1 \mathrm{~F} .2 \\ \mathrm{~F} .3 \mathrm{~F} .11 \mathrm{~F} .12 \end{array}\right\|$ | $\begin{array}{\|c\|} \hline \text { C.2 C.4 C.7 C.6 } \\ \text { C.10 C.15 F.1 } \\ \text { F.3 F. F.9 F. } 10 \\ \text { F. } 11 \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline \text { C. } 8 \text { C. } 15 \text { F. } 1 \\ \text { F.2 F.11 F.12 } \end{array}$ | $\begin{gathered} \text { C. } 8 \text { C. } 15 \text { F. } 1 \\ \text { F. } 2 \mathrm{~F} .11 \mathrm{~F} .12 \end{gathered}$ | $\begin{gathered} \text { C.8 C. } 15 \text { F. } 1 \\ \text { F. F. } 8 \text { F. } 10 \\ \text { F. } 11 \end{gathered}$ | 0 |
|  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | C． 8 C．15 F．1 <br> F．2 F．8 F．9 <br> F．10 F． 11$\|$ | 1 2 |
|  |  |  |  | $\begin{gathered} \text { C. } 3 \mathrm{C} .4 \mathrm{C} .5 \\ \mathrm{~F} .1 \mathrm{~F} .2 \mathrm{~F} .15 \\ \mathrm{~F} .10 \\ \hline \end{gathered}$ |  |  | $\begin{gathered} \text { C. } 3 \text { C. } 7 \mathrm{c} .8 \\ \text { C. } 15 \mathrm{~F} .10 \end{gathered}$ |  |  | $\begin{gathered} \text { C. } 3 \text { C. } 7 \text { C. } 8 \\ \text { C. } 15 \text { F. } 10 \end{gathered}$ |  |  | C． 3 C． 7 c． 15 | $\begin{array}{\|c} \text { C. } 2 \mathrm{C} .4 \mathrm{C} .7 \\ \text { C. } 6 \mathrm{C} .11 \mathrm{C} .15 \\ \text { F. } 2 \mathrm{~F} .3 \end{array}$ | $\begin{array}{\|c\|} \hline \text { C. } 2 \mathrm{C} .4 \mathrm{C} .7 \\ \mathrm{C} .6 \mathrm{C} .15 \text { F. } 1 \\ \text { F. } 2 \\ \hline \end{array}$ | $\begin{gathered} \text { c. } 2 \mathrm{c} .4 \mathrm{c} .7 \mathrm{c} .6 \\ \text { C. } 15 \text { F. } 2 \text { F. } 10 \end{gathered}$ | $\begin{array}{\|c\|} \hline \text { C.8 C.15 F. } 2 \\ \text { F.9 F.11 } \end{array}$ | $\begin{aligned} & \text { C.8 C.15 F.1 } \\ & \text { F.2 F.11 } \end{aligned}$ | $\underset{\text { F. } 10}{\text { C. } 8.15 \text { F. } 2}$ | 6 |
|  |  | C． 3 C． 4 C． 5 <br> C． 7 C． 14 C． 15 <br> F．F． 4 F． 6 |  | C． 3 C． 4 C． 5 C． 7 C． 14 C． 15 F．F．F． 6 F． 8 F． 10 |  |  | $\begin{array}{\|c\|} \hline \text { c. } 3 \text { C. } 7 \text { C. } 8 \\ \text { C. } 15 \text { F. } 8 \text { F. } 10 \end{array}$ |  |  | C． 3 C． 7 C .8 C． 15 F． 8 F .10 |  |  | F． 8 F． 10 | $\left\lvert\, \begin{gathered} \text { C. } 2 \mathrm{C} .4 \mathrm{C} .7 \\ \text { C. } 6 \mathrm{C} .11 \mathrm{C} .12 \\ \text { C. } 15 \text { F. } 2 \mathrm{~F} .3 \end{gathered}\right.$ | $\left\lvert\, \begin{gathered} \text { C. } 2 \mathrm{C} .4 \mathrm{C} .7 \\ \text { C. } 6 \\ \text { C. } 12 \mathrm{C} .11 \\ \hline \end{gathered}\right.$ | $\begin{array}{\|c\|c\|} \hline \text { C. } 2 \mathrm{C} .4 \mathrm{C} .7 \mathrm{C} .6 \\ \mathrm{C} .10 \mathrm{C} .15 \mathrm{~F} .2 \\ \text { F. } 8 \mathrm{~F} .10 \mathrm{~F} .11 \end{array}$ | $\left\lvert\, \begin{gathered} \text { C. } 8 \mathrm{C} .11 \end{gathered}\right.$ | $\begin{aligned} & \text { c. } 8 \mathrm{C} .15 \mathrm{~F} .2 \\ & \mathrm{~F} .11 \end{aligned}$ | $\begin{array}{\|c\|} \hline \text { C. } 8 \text { C. } 15 \text { F. } 2 \\ \text { F. } 8 \text { F. } 10 \text { F. } 11 \end{array}$ | 7 |

[^1]Shear Forming
Flow Forming
Hydroforming
Powder Forging
Isostatic Pressing
Metal Injection Moulding

| $\because$ ハツ サー ம <br>  |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |



|  |
| :---: |


Casting Processes
Sand Casting
Shell Moulding
Shell Moulding
Plaster Moulding
Investment Casting
Investment Casting
Ceramic Mould
Gravity－Die Casting
Vacuum－Die Casting
Table 5 Process selection matrix (ProSMa) - Part IV (available at https://doi.org/10.15129/30a94e8d-cfc8-424f-9046-1e814ee0c0cbE)


Table 6 Linguistic evaluation scale used in fuzzy logic

| Linguistic evaluation | Value |
| :--- | :---: |
| High | 5 |
| Moderate to high | 4 |
| Moderate | 3 |
| Low to moderate | 2 |
| Low | 1 |

probabilistic behaviour: the medium levels (2 and 3) are associated with the normal process capabilities, so the assigned probability to be achieved is 1 . The extreme ranges (i.e. 1 and 4) are the maximum and minimum capabilities reachable by the process. Between these values and the normal operative ranges (i.e. between 1 and 2 and between 3 and 4), the fuzzy probability needs to be taken into consideration, by assuming a linear behaviour between the two points. Using the Eqs. 1, 2, 3, 4, 5 and 6, it is possible to determine the process compatibility by assessing the required levels, for a number of product attributes, and comparing them with four capabilities levels (fuzzy trapezoidal shape) of the processes. The following four characteristics are taken into consideration:

- Technological attributes (tolerances and surface roughness)
- Feasibility attributes (minimum section and weight)
- Resulting mechanical properties
- Process costs (tooling, equipment and labour)

The first two categories are numerical, meanwhile the last two are usually evaluated on a qualitative scale. The linguistic evaluation scale is showed in Table 6: in this way it is possible to translate qualitative evaluation into a numerical one and using the result for probability calculation. The calculated compatibility for each characteristic are combined to a single compatibility value using Eqs. 5 and 6. The compatibility values are ranked using a weighing scale shown in Table 7. As mentioned previously, [30] introduced a method of combining measures of possibility and necessity presented here as Eq. 7.
$C_{i}=P_{i}(\beta) N_{i}(1-\beta)$

Table 7 Weighing scale used in fuzzy logic

| Features Importance category | Weight |
| :--- | :--- |
| Very important | 5 |
| Important | 4 |
| Medium important | 3 |
| Low important | 2 |
| Almost negligible | 1 |

Table 8 Possibility probability calculation for Request $=$ Value

| Request $=$ Valuey | Possibility |
| :--- | :--- |
| If Level $1 \leq$ Request $<$ Level 2 | $\left(\right.$ Req - Lev $\left._{1}\right) /\left(\right.$ Lev $_{2}-$ Lev $\left._{1}\right)$ |
| If Level $2 \leq$ Request $\leq$ Level 3 | 1 |
| If Level $3<$ Request $\leq$ Level 4 | $1-\left(\right.$ Req - Lev $\left._{3}\right) /\left(\right.$ Lev $_{4}-$ Lev $\left._{3}\right)$ |
| If Request $<$ Level 1 | 0 |
| If Request $>$ Level 4 | 0 |

For the each of the $i$ th attribute: $C_{i}$ is the compatibility for the single attribute; $P_{i}$ is the possibility probabilistic evaluation of the request; $N_{i}$ is the necessity probabilistic evaluation; $\beta$ is the 'optimism' level.

Eqs. 1, 2, 3 and 4, that calculate the single feature probability, need to be modified depending on the request form. If the request is a single value $\left(R_{e q}\right)$, the possibility and necessity values are calculated as in Tables 8 and 9, using the four capabilities levels ( $\left.L e v_{1}, L e v_{2}, L e v_{3}, L e v_{4}\right)$. Similarly, if the request is smaller or bigger than certain values, the possibility and necessity formulas need to be modified accordingly, as displayed in Tables 10, 11, 12 and 13 respectively.

## 3 Case study: application of ProGeMa3 methodology

The ProGeMa3 methodology has been applied to the manufacturing of a control valve (Fig. 5), which was a product of a collaborating company. Commercial confidentiality prevents some details of the components and its production target being reported here.

The following paragraphs describe the application of each step of the ProGeMa3 method.

Step 1: component screening-Investigating the current production parameters (general details given in Table 14), as a consequence of which valve cage (Fig. 6) was found to have highest machining rate and raw material cost impact ratio among control valve's components (Fig. 5) production.

The control valve's cage has a high number of variants in size (from 50 to 600 mm ) and material (various Stainless Steel), so the most frequently produced size and material

Table 9 Necessity probability calculation for Request $=$ Value

| Request $=$ Value | Necessity |
| :--- | :--- |
| If Level $1 \leq$ Request $<$ Level 2 | $1-\left(\right.$ Req - Lev $\left._{1}\right) /\left(\right.$ Lev $_{2}-$ Lev $\left._{1}\right)$ |
| If Level $2 \leq$ Request $\leq$ Level 3 | 1 |
| If Level $3<$ Request $\leq$ Level 4 | $1-\left(\right.$ Req - Lev $\left._{3}\right) /\left(\right.$ Lev $_{4}-$ Lev $\left.\left._{3}\right)\right)$ |
| If Request $<$ Level 1 | 0 |
| If Request $>$ Level 4 | 0 |

Table 10 Possibility probability calculation for Request < Value

| Request $<$ Value | Possibility |
| :--- | :--- |
| If Level $1 \leq$ Request $<$ Level 2 | $\left(\right.$ Req - Lev $\left._{1}\right) /\left(\right.$ Lev $_{2}-$ Lev $\left._{1}\right)$ |
| If Level $2 \leq$ Request $\leq$ Level 3 | 1 |
| If Level $3<$ Request $\leq$ Level 4 | 1 |
| If Request $<$ Level 1 | 0 |
| If Request $>$ Level 4 | 1 |

combination has been selected ( 300 mm and 420 stainless steel) for the case study. The production volume is less than 100 units per year. The extensive machining and the very high material cost (i.e. stainless steel) are the main reasons for the selection of this component. Currently, the component is forged as solid blank and machined (turning and drilling) to the final shape.

Step 2: material selection-In the valve cage case, the material selection has been constrained by three factors

- Application environment: material is selected by the required erosion/corrosion resistance, particularly for fracking pumps, centrifugal and vertical pumps. Changing material requires extensive testing.
- Production variants: all the components already include different material variants, selected by specific customer requests.
- Industrial sector: material choice is dictated by the customer request for pumps/vales (i.e. Oil \& Gas sector) and product standards for valves (i.e. Nuclear sector). Customer are unwilling to accept any new material for these components, without extensive validation.

Therefore, the material selection remains unchanged (i.e. Stainless Steel). Step 3: process selection matrix application-As showed in Table 14, the selected component can be classified using the Table 1 as well as the defined material categories and production volume ranges in. Valve cage can be classified as:

- Geometry: T1. Tubular with a single change of section at the end (Table 1)
- Material: stainless steel
- Production volume: low ( $<100$ units per year).

Table 11 Necessity probability calculation for Request < Value

| Request $<$ Value | Necessity |
| :--- | :--- |
| If Level $1 \leq$ Request $<$ Level 2 | $1-\left(\right.$ Req - Lev $\left._{1}\right) /\left(\right.$ Lev $_{2}-$ Lev $\left._{1}\right)$ |
| If Level $2 \leq$ Request $\leq$ Level 3 | 0 |
| If Level $3<$ Request $\leq$ Level 4 | 0 |
| If Request $<$ Level 1 | 1 |
| If Request $>$ Level 4 | 0 |

Table 12 Possibility probability calculation for Request $>$ Value

| Request $>$ Value | Possibility |
| :--- | :--- |
| If Level $1 \leq$ Request $<$ Level 2 | $1-\left(\right.$ Req - Lev $\left._{3}\right) /\left(\right.$ Lev $_{4}-$ Lev $\left._{3}\right)$ |
| If Level $2 \leq$ Request $\leq$ Level 3 | 1 |
| If Level $3<$ Request $\leq$ Level 4 | 1 |
| If Request $<$ Level 1 | 0 |
| If Request $>$ Level 4 | 1 |

Using these input, the ProSMa (Tables 2 and 3), identify a cell that contains the following potential NNS process:

- Sand casting
- Lost foam casting
- Investment casting
- Ceramic moulding
- Flow forming

Table 14 shows also the application of ProSMa to the other components of the assembly.

Step 4: process compatibility evaluation-To apply the fuzzy logic screening and ranking of these candidates, the following characteristics (for both component and processes) have been selected.

- Radial (or planar) tolerance ( $\pm \mathrm{mm}$ ) (numerical evaluation).
- Axial (or vertical) tolerance ( $\pm \mathrm{mm}$ ) (numerical evaluation).
- Surface roughness (Ra) (numerical evaluation).
- Section thickness (mm) (numerical evaluation).
- Weight (kg) (numerical evaluation).
- Resulting mechanical proprieties (linguistic evaluation).
- Tooling cost (linguistic evaluation).
- Equipment cost (linguistic evaluation).
- Labour cost (linguistic evaluation).

These characteristics will evaluated for the requested characteristics (product and targets) and process working ranges (fuzzy sets) and compared between them. The four levels required for defining the centrifugal casting's fuzzy sets have been drawn from the literature. In particular, for tolerances and roughness, the fuzzy ranges have been

Table 13 Necessity probability calculation for Request $>$ Value

| Request $>$ Value | Necessity |
| :--- | :--- |
| If Level $1 \leq$ Request $<$ Level 2 | 1 |
| If Level $2 \leq$ Request $\leq$ Level 3 | $($ Req - Lev 3$) /($ Lev $4-$ Lev 3$)$ |
| If Level $3<$ Request $\leq$ Level 4 | 1 |
| If Request $<$ Level 1 | 1 |
| If Request $>$ Level 4 | 0 |

Fig. 5 Control valve (case study): assembly and components' nomenclature

derived from $[12,18,39,61,62,70,71]$; meanwhile workable weights and section thickness ranges have been defined for the investigated processes as in $[4,12,14,39,61$, $62,67,68,70]$.The resulting mechanical properties $[2,4,39$, $57,61,76]$ as well as the tooling, equipment and labour cost $[4,15,39,61,70]$ have been evaluated to define qualitative levels (i.e. low, moderate to low, moderate, moderate to high, high).

The requested levels of the considered characteristics, are showed in Table 15. The component requirements are defined by industrial data (tolerances, roughness, dimensions and weight), quality (mechanical properties) and production (costs) targets. Required tolerances, surface roughness, workable thickness and workable weight levels have been taken from current component properties for the selected size ( 300 mm in diameter). Resulting mechanical proprieties have been set to be "bigger than" the estimation of the current and required mechanical proprieties. Similarly, Costs required levels have been set to be "lower than" the current manufacturing costs.

Table 15 also displays the weighting coefficients for the considered features. The highest weight (value $=$ 5) has been given to the workable weight and section thickness, because these properties determine the viability of components manufactured with a given process. The tolerances and surface roughness have been assigned with
a high relevance (value $=4$ ), because an NNS approach should aim to achieve properties as close as possible to the request specification. Medium (value $=3$ ) has been given to the mechanical properties, because of the low resistance required by the component. The compatibility weights for the labour, equipment and tooling costs have been set to medium (value $=3$ ) because of the low level of approximation. The $\beta$ coefficient (7) has been set to a constant with a value of 0.5 based on the recommendation of [30].

The target requirements and relative weighting coefficients have been defined in collaboration with the case study company.

Compatibilities for single features $(1,2,3,4)$ and process (5 and 6) could be calculated using the developed fuzzy sets and requirements data (Table 15).

For each process, the total compatibility (7) is calculated using the selected weights (Table 15) and calculating the ranked weight (6).

## 4 Results and discussion

Table 16 displays the total compatibility values of the case study component with each NNS candidate process identified and ranked by the ProGeMa3.

Table 14 ProSMa application to control valve's component manufacturing

| Component | Production volume | Material | Geometry | Feasible processes (ProSMa) |
| :---: | :---: | :---: | :---: | :---: |
| Bonnet | 10-100 | Stainless steel | T7 | C. 6 C. 10 F. 7 F. 8 F. 10 AM. 1 AM. 2 AM. 3 AM. 4 AM. 5 AM. 6 AM. 7 |
| Body | 10-100 | Alloy steel | T6 | C. 6 F. 7 F. 10 |
| Disc | 10-100 | Stainless steel | T7 | C. 6 C. 10 F. 7 F. 8 F. 10 AM. 1 AM. 2 AM. 3 AM. 4 AM. 5 AM. 6 AM. 7 |
| Seat | 10-100 | Stainless steel | T1 | C. 6 C. 10 F. 1 F. 7 F. 8 F. 9 F. 10 |
| Plug stem | 10-100 | Stainless steel | R2 | C. 6 C. 11 F. 1 |
| Cage (Gasket) | 10-100 | Stainless steel | T1 | C. 1 C. 4 C. 5 C. 6 C. 11 F. 9 |



Fig. 6 Component selection for NNS investigation (Cage)

The zero results for sand casting, investment casting and lost foam casting suggest they are not appropriate for the NNS manufacturing of valve cage.

This because tolerances, roughness and mechanical properties compatibly values make these casting process less suitable for this application. For sand casting and lost foam casting, the tolerances, roughness and mechanical properties capabilities are not sufficient for allowing the process to produce the requested characteristics. Investment casting is also not appropriate because of its high costs.

However, three processes (centrifugal casting, ceramic moulding and flow forming) are considered compatible with the requirements of the valve cage manufacturing. The centrifugal casting process is the most suitable (0.92), followed by flow forming (0.77) and ceramic moulding (0.68) (Fig. 7).

Figure 8 shows the compatibility of the single features for all the considerer processes. Centrifugal casting satisfies

Table 15 Required levels for process compatibly evaluation through fuzzy logic

| Component request and weights | Requests | Weighting <br> factors |
| :--- | :--- | :--- |
| Radial tolerance $( \pm \mathrm{mm})$ | 0.25 | 4 |
| Axial tolerance $( \pm \mathrm{mm})$ | 0.25 | 4 |
| Surface roughness (Ra) | 1.6 | 4 |
| Workable section thickness (mm) | 80 | 5 |
| Workable weight $(\mathrm{kg})$ | 360 | 5 |
| Resulting mechanical proprieties | $\geq 4$ | 3 |
| Tooling cost | $\leq 3$ | 3 |
| Equipment cost | $\leq 3$ | 3 |
| Labour cost | $\leq 3$ | 3 |

Table 16 Compatibility rankings of the processes by fuzzy logic

| Manufacturing process | Total compatibility (case study II) |
| :--- | :--- |
| Centrifugal casting | 0.92 |
| Ceramic moulding | 0.68 |
| Flow forming | 0.77 |
| Sand casting | 0.00 |
| Lost foam casting | 0.00 |
| Investment casting | 0.00 |

almost completely the requested levels. Flow forming exceed centrifugal casting capabilities on some of the features. However, similarly to ceramic moulding, different ranges in workable thickness and weight reduce their total compatibility (given the weights applied to the coefficients). This results in the highest compatibility being for centrifugal casting in comparison with ceramic moulding or flow forming process.

As a direct result of this analysis, centrifugal casting was adopted for valve cage production generating $26.5 \%$, saving 490 machining hours and 18.9 tons of raw material. The NNS process feasibility study and application details can be found in [46].

In comparison with the literature, ProGeMa3 investigating only metals (similarly to [25] and [12]) although they are both restricted in scope to casting processes. Swift and Booker [70] investigate metals, composites and plastic, but the approach is restricted to traditional manufacturing processes. The methodologies of [1, 30] and [5] can be applied to all material and target process.

The general methodologies ([1, 30] and [5]) are also the most adaptable ones, and the casting-dedicated approaches the least flexible. Giachetti [30] uses fuzzy logic approach to process selection, ranking the process candidates feasibility for the target production, meanwhile [70] use a combination of a selection matrix (used as a filter) and cost analysis (use a final decisional criteria). In contrast, ProGeMa3 combine their key features, using a combination of process selection matrix and fuzzy logic, to rank the process candidates, using NNS criteria.

The impact of a product requirements' precision on the process selection is lower on the less quantitative (based on archival data) or qualitative methodologies. Meanwhile it heavily influences the quantitative ones, for example in [5] by selecting the criteria and targets of the value functions. The procedures based on fuzzy logic are highly influenced by the dimensional precision demanded by the product requirements and consequently has a significant impact on the the ranking process.

Differently from [12, 70] and [1], ProGeMa3 does not rely only static archival data, which are less suitable for

Fig. 7 Ranking of process compatibilities for the NNS manufacturing of the case study component

defining new and emerging processes. Fuzzy (for example, [30] and ProGeMa3) and analytical (for example [5]) approaches can adapt to experimental data and be updated in an agile manner.

ProGeMa3 selects the material before process selection (like [12, 70] and [25]), while, [30] and [5] approaches have interactive process and material selections.

Albiñana and C. Vila [1], and Er and Dias [25] use both qualitative methods, the first using a knowledge-based
framework selection, the second a rule-based selection. The different methodologies consider different attributes for selecting the process. ProGeMa3 use cost, product geometry, mechanical properties, production volume and materials (used into the selection matrix phase. Giachetti [30] take into considerations more variables, material, product geometry, process features, mechanical properties, production volume and cost into its fuzzy logic model.

Fig. 8 Process compatibilities
breakdown for the NNS manufacturing of the case study component

| -Centrifugal Casting | - Ceramic Moulding | - Flow Forming |
| :--- | :--- | :--- |
| — Sand Casting | - Lost Foam Casting | - Investment Casting |



Different from [30] and [5], ProGeMa3 is not be able to assess the optimal selection, as it restricts its working field through ProSMa.

## 5 Conclusion

The ProGeMa3 methodology has been successfully applied to an industrial case study. The assumption of material constancy during the process selection is viable in a case study application and align with previously reported approaches in the literature.

The methodology can be potentially expanded to include ceramic and plastic materials, including their dedicated processes. Similarly, sheet manufacturing and continuous processes could be added into the process selection matrix.

The methodology has potential to be automated as an online service with a graphical user interface to facilitate its usage by non-expert users.

Customer needs and market influence are difficult to quantify, although they have a great impact on requirement definition and supply chain stability. Complexity of quantifying this kind of information makes it difficult to include these characteristics in a quantitative methodology. Potential quality enhancement (related to the application of different processes) is difficult to quantify during the selection stage. Similarly, production volume variabilities and changes in relationship to any other modifications.

Similarly, environmental and energy impacts are difficult to quantify at process selection stage, although they have a great impact on the supply chain sustainability. In this sense, ProGeMa3 can be coupled with other quantitative methodologies, such as life-cycle assessment (LCA) to quantify the process selection influence on environmental impact. However, the dependency of supply chain management and product life-cycle on product requirements, suppliers and external factors (such as governmental policy and market regulations) make these factors strongly "case-dependent" and difficult to categorize.

The combination of selection matrix and fuzzy logic provides a very efficient mechanism for quickly focusing the process selection on a small number of potential candidates. Once the process databases have been created, the ProGeMa3 methodology reduces the amount of subjectivity in the process and consequently supports non expert-users [60]. Requirements definition results critical as they could lead to different results in the process selection. In this sense, availability of information is critical for the application of section methodologies.

The ProSMa matrix is provided for download with source files so other researches can expand and update the methodology (electronically available at [45]).
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