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Abstract

This paper provides a survey on time-delay approach to networked control systems (NCSs). The survey begins from a brief summary
on fundamental network-induced issues in NCSs and the main approaches to the modelling of NCSs. In particular, a comprehensive
introduction to time-delay approach to sampled-data and networked control is provided. Then, recent results on time-delay approach
to event-triggered control are recalled. The survey highlights time-delay approach developed to modelling, analysis and synthesis of
NCSs, under communication constraints, with a particular focus on Round-Robin, Try-once-discard and stochastic protocols. The
time-delay approach allows communication delays to be larger than the sampling intervals in the presence of scheduling protocols.
Moreover, some results on networked control of distributed parameter systems are surveyed. Finally, conclusions and some future
research directions are briefly addressed.

Key words: Networked control systems, time-delay approach, event-triggered control, distributed parameter systems, scheduling
protocols.

1 Introduction to NCSs

The point-to-point architecture is the traditional commu-
nication architecture for control systems, that is, sensors
and/or actuators are connected to controllers via wires.
Due to the expansion of physical setups and functionality, a
traditional point-to-point architecture is no longer able to
meet new requirements, such as modularity, integrated di-
agnostics, quick and easy maintenance, and low cost. Such
requirements are particularly demanding in the control of
complex control systems [21, 37] and remote control sys-
tems [13,110,114,170].

To satisfy these new requirements, common-bus network
architectures have been introduced. The common-bus net-
work architectures can improve the efficiency, flexibility
and reliability of integrated applications, and reduce in-
stallation, reconfiguration and maintenance time and costs
[156]. It gives rise to the so-called networked control sys-
tems (NCSs) [8, 91, 95,222,250].

In general, NCSs are a type of distributed control sys-
tems where sensors, actuators, and controllers are intercon-
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nected through a communication network. Sensors mea-
sure states of the plant and transmit these states over the
communication network to controllers. The controllers re-
ceive these states, and calculate appropriate control ac-
tions and send them to actuators over the communica-
tion network. Actuators receive control actions and con-
trol the plant appropriately. Due to its low cost, flexibil-
ity, and less wiring, NCSs are rapidly increasing in indus-
trial applications, including telecommunications, remote
process control, altitude control of airplanes and so on
[13,37,110,114,170].

In NCSs, the closed-loops are closed via communication
networks. The insertion of the communication network in
the feedback control loop makes the analysis and design
of systems more complex than the traditional point-to-
point architecture. The network can introduce unreliable
and time-dependent levels of service in terms of, for ex-
ample, delays, jitter, or losses. In general, network-induced
imperfections can jeopardize the stability, safety, and per-
formance of the units in a physical environment [100].

Notations: The symbols R, R+, Z+ and N denote the set
of real numbers, non-negative real numbers, non-negative
integers and positive integers, respectively. Rn denotes the
n dimensional Euclidean space with vector norm | · |, Rn×m

is the set of all n × m real matrices, and the notation
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P > 0(≥ 0), for P ∈ R
n×n means that P is symmet-

ric and positive definite (semi-positive-definite). The sym-
metric term in a symmetric matrix is denoted by ∗. The
superscript ‘T ’ stands for matrix transposition. For x :

R → R
n, we denote xt(θ)

∆
= x(t + θ), θ ∈ [−h, 0]. The

symbol Lp(a, b), p ∈ N, denotes the space of functions

φ : (a, b) → R
n with the norm ‖φ‖Lp

=
[∫ b

a
|φ(s)|pds

] 1
p

.

The space of functions φ : [a, b] → R
n, which are ab-

solutely continuous on [a, b], and have square integrable
first order derivatives is denoted by W [a, b] with the norm

‖φ‖W = maxθ∈[a,b] |φ(θ)|+
[∫ b

a
|φ̇(s)|2ds

] 1
2

.

2 Fundamental Issues in NCSs

The main network-induced imperfections and constraints
can be categorized in the following five types [88, 255]:

(i) Variable sampling/transmission intervals

Conventional computer-controlled systems theories as-
sume equal-distance sampling of the plant outputs, which
means the samples are taken periodically at the time in-
stants kh, k ∈ Z

+, where h > 0 is the constant sampling
period. This assumption leads to linear time-invariant
(LTI) sampled-data systems and greatly simplifies the
stability and performance analysis [249].

However, the assumption of equal-distance sampling
should not be imposed on the NCSs analysis. To transmit
a continuous-time signal over a network, the signal must
be sampled, encoded in a digital format, transmitted over
the network, and finally the data must be decoded at the
receiver side. This process is significantly different from
the usual periodic sampling in digital control. A significant
number of results have attempted to characterize maxi-
mum allowable transmission interval (MATI) for which
stability can be guaranteed [88,94,151].

Moreover, in contrast to periodic sampling control, event-
based control aims at minimizing the bandwidth utiliza-
tion while still guaranteeing the desired level of control per-
formance. There are two main triggering strategies, one is
event-triggering strategy (see e.g., [16, 141, 211]) and the
other is self-triggering strategy (see e.g., [84, 144, 225]).
The difference between event-triggering strategy and self-
triggering strategy is that the former is reactive, while the
latter is proactive. In event-triggering strategy, a trigger-
ing condition based on current measurements is monitored
and when violated, an event is triggered. In self-triggering
strategy, the next updating time is pre-computed at a con-
trol updating time based on predictions using previously
received data and knowledge on the plant dynamics [85].
Thus, growing attention is paid to event-based control for
NCSs, e.g., see [165–168, 178, 226, 241] for event-triggered
control over networks, and see [5, 7, 155, 203, 247] for self-
triggered control over networks.

(ii) Communication delay/network-induced delay

The network-induced delay, including sensor-to-controller
delay and controller-to-actuator delay, that happens when
data exchange among devices connected by the communi-
cation network, which will deteriorate the system perfor-
mance as well as stability. This delay, depending on the
network characteristics such as network load, topologies,
routing schemes, can be constant, time-varying, or even
random [25,38,39,50,88,122,123,143,171,235]. In the lit-
erature, two ways of modeling network-induced uncertain-
ties can be distinguished.

• The first approach bounds the network-induced delay
and considers maximum allowable delay (MAD). The
NCSs are modeled as discrete-time (uncertain) systems
[25, 250], time-delay systems [64, 65, 121, 122, 205, 238],
hybrid systems [86,88] or switched systems [205,252].

• The second one is stochastic modeling approach. By as-
suming that network-induced delay has a known proba-
bility distribution function [97,154], or incorporating the
network-induced delays as Markov process [99,198,199,
248], the resulting closed-loop is modeled as a stochastic
system.

For some systems, the presence of communication delay
may have the positive effect on system performance [56,57],
e.g., see [122, 184] for sampled-data stabilization, and see
[237] for consensus of multi-agent systems.

(iii) Packet dropouts caused by the unreliability of the net-
work

Another significant difference between NCSs and standard
digital control is the possibility that some packets not only
suffer transmission delays but, even worse, may be lost
while in transit through the network. Typically, packet
dropouts result from transmission errors in physical net-
work links (which is far more common in wireless than
in wired networks) or from buffer overflows due to con-
gestion. Thus, how much packet dropouts affect stability
and performance of NCSs is an issue that must be consid-
ered [96,232,233].

In general, in most of the literature two different strategies
are considered for dealing with packet dropouts. The first
one is zero-input, i.e., the actuator input to the plant is set
to zero when the control packet from the controller to the
actuator is lost [101]. The second one is hold-input, i.e., the
latest control input stored in the actuator buffer is used
when a packet is lost [250]. By studying linear quadratic
performance of NCSs where control packets are subject to
loss, in [174] it was shown that none of these two control
schemes can be claimed to be superior to the other.

Different control techniques have been developed for the
modeling of NCSs with data packet dropouts. They can be
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roughly categorized into the following types based on the
resulting closed-loop systems:

• Switching systems [102, 251], asynchronous dynamical
systems [250], and jump linear systems with Markov
chains [174, 175]. Note that packet dropouts defined in
the aforementioned references have two cases, dropped
or sent successfully, which are modeled as a Bernoulli or
a two-state Markov chain process based on zero-input or
hold-input.

• Another type of the resulting closed-loop system is
in terms of time-delay systems [65, 236]. By modeling
dropouts as prolongations of the variable sampling in-
tervals or communication delays, the NCSs with data
packet dropouts are modeled as linear systems with
time-varying input delays based on hold-input strategy.
Then the delay-dependent approach can be applied to
the resulting time-delay systems and the maximum al-
lowable value of the successive packet dropouts can be
determined by solving a set of linear matrix inequalities
(LMIs).

(iv) Quantization errors in the signals transmitted over the
network due to the finite word length of the packets

Due to the limited transmission capacity of the network,
data transmitted in practical NCSs should be quantized
before they are sent to the next network node [53,151,230].
A quantizer is a function that maps a real-valued function
into a piecewise constant function taking on a finite set
of values. At present, there exist two kinds of quantizers,
which are uniform quantizers [20] and logarithmic ones [36].

• The uniform quantizer maps real-valued function to a
finite number of quantization regions with rectilinear
shape [20] or arbitrary shape [118, 119, 127, 151]. The
study of system affected by uniform quantizer is usu-
ally based on “zoom” strategy, which is composed of two
stages, i.e., “zooming-out” and “zooming-in”. In the first
stage, the range of quantizer is increased to guarantee
the states of system can be adequately measured. In the
second stage, the quantization error is decreased to drive
the states to the origin.

• When system is affected by logarithmic quantizer, in
which the quantization levels are linear in logarithmic
scale, the simple classical approach to analysis and miti-
gation of quantization effects is to treat the quantization
error as uncertainty or nonlinearity and bound it using
a sector bound [62,65,239].

(v) Communication scheduling

In NCSs, the performance of control loops not only depend
on the design of the control algorithms, but also rely on
the scheduling of the shared network resource. The com-
munication constraints impose that, per transmission, only
one node can access the network and send its information.

( )
k

x s( )u t
k
u

Plant SensorZOH

Controller

Network Network

Fig. 1. Schematic diagram of a NCS

Hence, many existing works are focused on that how of-
ten a plant should schedule to transmit the data and with
what priority the packet should be sent out. There are three
main classes of network protocols, namely:

• The class of static protocols, of which Round-Robin pro-
tocol is a special case [31,88,125,151,152]. In the Round-
Robin protocol, the node j is transmitted periodically
with period l, where l is the total number of nodes. The
transmission order is decided in advance and this order
is repeated indefinitely.

• The class of dynamic protocols, which includes the
well-known try-once-discard (TOD) protocol [31, 88,
126, 151, 152]. In the TOD protocol, the node that has
the largest network-induced error, i.e., the largest dif-
ference between the latest transmitted values and the
current values of the signals corresponding to the node,
is granted access to the network.
It was observed in some examples that the TOD pro-

tocol stabilized the system for larger MATI than the
Round-Robin protocol whenever l > 1 [152,221], in some
examples opposite conclusions were made [43,126].

• The stochastic protocol, which was introduced in [30,
210]. The stochastic protocol determines the transmitted
node through a Bernoulli or a two-state Markov chain
process [128, 256]. The quadratic and stochastic proto-
cols belong to dynamic protocols.

3 Three Main Approaches to NCSs

Consider a generic schematic diagram of NCSs as shown
in Fig. 1. The LTI continuous-time plant is given by

ẋ(t) = Ax(t) +Bu(t), (1)

where x(t) ∈ R
n is the state vector, u(t) ∈ R

nu is the con-
trol input, A ∈ R

n×n and B ∈ R
n×nu are system matrices

with appropriate dimensions. Consider, for simplicity, the
state-feedback case.

Let sk denote the unbounded monotonously increasing se-
quence of sampling instants, i.e.,

0 = s0 < s1 < · · · < sk < · · · , k ∈ Z
+, lim

k→∞
sk = ∞

with the time-varying sampling intervals hk = sk+1−sk >
0. There are two sources of delays from the network: sensor-
to controller ηsck and controller-to-actuator ηcak . It is as-
sumed that the sensor acts in a time-driven fashion (i.e.,
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sampling occurs at the times sk, k ∈ Z
+) and that both

the controller and the actuator act in an event-driven fash-
ion (i.e., they respond instantaneously to newly arrived
data). Under these assumptions, the two delays can be
captured by a singe delay ηk = ηsck + ηcak . Assume that
ηk ∈ [ηm, MAD], where ηm and MAD denote the lower
and upper delay bounds on the network-induced delays
ηk, respectively. Denote by tk = sk + ηk the updating in-
stant time of the zero-order-hold (ZOH), finally the ZOH
function transforms the discrete-time control input uk to
a continuous-time control input

u(t) = uk = Kx(sk), t ∈ [tk, tk+1), k ∈ Z
+. (2)

The resulting closed-loop system is (1), (2):

ẋ(t) = Ax(t) +BKx(sk), t ∈ [tk, tk+1), k ∈ Z
+. (3)

In the literature, three main approaches have been used to
the sampled-data control (see e.g., [11,14,22,35,50,93,146,
200]) and later to the NCSs.

3.1 Discrete-time Modeling Approach

For the sake of clarity, we focus here on the case of small
network-induced delays, where these delays are smaller
than the sampling intervals, i.e., ηk = tk−sk < hk, k ∈ Z

+.
The most common discrete-time NCSmodel is explained in
e.g., [153,250]. The discrete-time uncertain system can be
obtained by describing the evolution of the states between
sk and sk+1 = sk + hk. Discretizing the linear plant (1) at
the sampling time sk, k ∈ Z

+, we obtain (see e.g., [25,31])

x(sk+1) = eAhkx(sk) +
∫ hk−ηk

0
eAsdsBuk

+
∫ hk

hk−ηk
eAsdsBuk−1.

Using now the state vector

ξ(sk) = [xT (sk) uT
k−1]

T

that includes the current system state and the past system
input, we obtain the following discrete model

ξ(sk+1) =

[

eAhk
∫ hk

hk−ηk
eAsdsB

0 0

]

ξ(sk)

+

[ ∫ hk−ηk

0
eAsdsB

I

]

uk

= Ãhk,ηk
ξ(sk),

(4)

where

Ãhk,ηk
=

[

eAhk +
∫ hk−ηk

0
eAsdsBK

∫ hk

hk−ηk
eAsdsB

K 0

]

.

Hence, the stability analysis for the uncertain system (4)
with the uncertainty ηk ∈ [ηm, MAD], hk ∈ (0, MATI]
is essentially a robust stability analysis problem. Then,

the obstruction to apply existing robust stability analy-
sis techniques directly is that the uncertainty appears in
an exponential fashion in Ãhk,ηk

of (4). To make the for-
mulation (4) suitable for robust stability analysis, over-
approximation techniques are employed in the literature
to embed the original model (as tight as possible) in a
larger model that has nice structural properties suitable
for the application of robust stability methods. Adopted
over-approximation techniques are based on the real Jor-
dan form [25–27, 219], the Taylor series [92], gridding and
norm-bounding [63,201,204] and the Cayley-Hamilton the-
orem [68]. The over-approximation techniques typically re-
sult in discrete-time polytopic models [15, 89, 113] with
(or without) additive norm-bounded uncertainties. These
models are amendable for robust stability assessment us-
ing LMIs. In [89], a comparison was presented between the
different over-approximation methods and the subsequent
LMI-based stability analysis.

Themost general and completemodeling based on discrete-
time approach was provided in [25] (see also [26, 27])
that includes imperfection types (i), (ii), (iii) of network-
induced uncertainties, i.e., time-varying sampling inter-
vals, time-varying communication delays (both smaller
and larger than the sampling interval) and explicit mod-
eling of the dropouts.

In [32], the discrete-time modeling approach was further
applied to the network-based stabilization including im-
perfection types (i), (iii), (v). In [31], small delays are
taken into account. The work of [31] was extended in [220]
by including quantization, where quantization-induced dis-
turbances were incorporated as one of the stability and
performance limiting factors. A state-dependent sampling
approach was introduced in [40] for the stabilization of
sampled-data systems to reduce the number of computa-
tions.

For LTI systems, as was shown in e.g., [31], the discrete-
time approach can lead to less conservative results in terms
of the so-called MATI and the MAD. However, discrete-
time methods become complicated for systems with un-
certain coefficients. Moreover, it is tedious to include large
delays (that are larger than the sampling intervals) in such
models and the stability analysis methods may fail when
the interval between two transmissions takes small values.
In this case, one can resort to the delta operator approach
proposed in [70] and [145].

3.2 Impulsive System Approach

The second approach is based on the representation of the
system in the form of hybrid/impulsive system [200]. Im-
pulsive dynamical systems exhibit continuous evolutions
described by ordinary differential equations and instanta-
neous state jumps or impulses (see e.g., [69]).

The idea of the impulsive system approach is to rewrite
its closed-loop system (3) as the following delay impulsive
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system

ξ̇(t) =

[

A BK

0 0

]

ξ(t), t ∈ [tk, tk+1),

ξ(tk) =

[

x(t−k )

x(sk)

]

, k ∈ Z
+,

(5)

where ξ(t) = [xT (t) zT (t)]T , z(t) = x(sk), t ∈ [tk, tk+1).

In [150], the impulsive system approach was proposed to
the analysis and control of sampled-data systems (ηk ≡ 0,
i.e., tk = sk, k ∈ Z

+) with variable sampling. A discontin-
uous Lyapunov functional, which is discontinuous at input
update instants and is decreasing between discontinuities,
is introduced. Later on in [149] the impulsive system ap-
proach was further extended to the modeling and analysis
of NCSs with variable sampling and communication delays.
This discontinuous Lyapunov function method improved
the existing Lyapunov-based results in e.g., [46,64,65,238].
The main advantage of this modeling approach is the pos-
sibility to incorporate time-delays larger than the sampling
interval without increasing model complexity, as is the case
in the discrete-time modeling approach [23,27].

Based on the impulsive system approach, the input-output
stability properties of nonlinear NCSs have been studied
in [152] for NCSs with imperfection types (i), (iii), (v). In
[151], stabilization of nonlinear NCSs with dynamic quan-
tization was studied. However, delays are not included in
the analysis. In [88], the imperfection types (i), (ii), (iii),
(v) were considered and the methods for computing the
MATI and MAD were provided, for which the stability of
a nonlinear system is ensured. A unifying modeling frame-
work was provided in [86] to incorporate all the five types
of networked-induced effects. Note that some of the men-
tioned results that study varying transmission intervals
and/or varying communication delays can be extended to
include imperfection type (iii), i.e., data packet dropouts
phenomena as well by modeling dropouts as prolongations
of the MATI [86]. In the above works, only small commu-
nication delays were considered.

3.3 Time-delay Approach

Modelling of continuous-time systems with digital control
in the form of continuous-time systems with delayed con-
trol input was introduced by [146]. The digital control law
for sampled-data systems (ηk ≡ 0, i.e., tk = sk, k ∈ Z

+)
may be represented as delayed control as follows:

u(t) = Kx(tk) = Kx(t− (t− tk)) = Kx(t− τ(t)),

tk ≤ t < tk+1, τ(t) = t− tk,

In this case, the closed-loop system becomes an infinite-
dimensional delay differential equation

ẋ(t) = Ax(t) +A1x(t− τ(t)), tk ≤ t < tk+1, k ∈ Z
+,

(6)

where A1 = BK, the time-varying delay τ(t) = t − tk is
piecewise linear with derivative τ̇(t) = 1 for t 6= tk (see
Fig. 2). Moreover, τ(t) ≤ tk+1−tk = sk+1−sk = MATI for
tk ≤ t < tk+1. The stability of (6) can be established using
Lyapunov-Razumikin or Lyapunov-Krasovskii Theorems.
The time-delay approach was applied to robust sampled-
data stabilization via Lyapunov-Krasovskii technique [55].

3.3.1 Delay-dependent Analysis

The choice of Lyapunov-Krasovskii functionals (LKFs)
(that we will call also Lyapunov functional) is crucial for
deriving stability criteria [61]. The first delay-dependent
(both, Krasovskii and Razumikhin-based) conditions were
derived by using the relation

x(t− τ(t)) = x(t)−
∫ t

t−τ(t)
ẋ(s)ds (7)

via different model transformations and by bounding the
cross terms [109, 117, 158]. The widely used first model
transformation, where (7) is substituted into (6) with ẋ(s)
substituted by the right-hand side of (6), has the form

ẋ(t)=(A+A1)x(t)−A1

∫ t

t−τ(t)
[Ax(s)+A1x(s−τ(s))]ds.

(8)
Note that this transformation is valid for t − τ(t) ≥ t0.
The latter system is not equivalent to the original one pos-
sessing some additional dynamics [75,107]. The stability of
the transformed system (8) guarantees the stability of the
original one, but not vice versa.

The first delay-dependent conditions treated only the
slowly-varying delays with τ̇ ≤ d < 1, whereas the fast-
varying delay (without any constraints on the delay deriva-
tive) was analyzed via Lyapunov-Razumikhin functions.

For the first time, systems with fast-varying delays were
analyzed by using Krasovskii method in [58], via the de-
scriptor model transformation introduced in [44]:

ẋ(t) = y(t),

0 = −y(t) + (A+A1)x(t)−A1

∫ t

t−τ(t)
y(s)ds.

(9)

The descriptor system (9) is equivalent to (6) in the sense
of stability. In the descriptor approach, ẋ(t) is not substi-
tuted by the right-hand side of the differential equation.
Instead, it is considered as an additional state variable of
the resulting descriptor system (9). Therefore, the novelty
of the descriptor approach is not in V = xT (t)Px(t) + . . .

(P > 0), but in V̇ , where d
dt

[
xT (t)Px(t)

]
is found as

d
dt

[
xT (t)Px(t)

]

= 2xT (t)Pẋ(t) + 2[xT (t)PT
2 + ẋT (t)PT

3 ]

×[−ẋ(t) + (A+A1)x(t)−A1

∫ t

t−τ(t)
ẋ(s)ds],

(10)
and whereP2 ∈ R

n×n andP3 ∈ R
n×n are “slack variables”.

This leads to V̇ ≤ −γ(|x(t)|2 + |ẋ(t)|2), γ > 0.
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Fig. 2. Sampled-data systems: piecewise-continuous time-delay

The descriptor method brought free-weighting matrices P2

and P3 into the Lyapunov-based analysis, which is based
on the application of Finsler’s Lemma (see [71] and [206]).
The advantages of the descriptor method are:

• less conservative conditions (even without delay) for un-
certain systems,

• “unifying” LMIs for the discrete-time and for the
continuous-time systems, having almost the same form
and the same advantages [59],

• simple conditions for neutral type systems can be derived
(where the stability of the difference operator follows
from LMIs) [45],

• design is obtained for systems with state, input and out-
put delays by choosing P3 = εP2 with a tuning scalar
parameter ε [208],

• simple delay-dependent conditions can be derived for
diffusion partial differential equations [54].

Most of the recent Krasovskii-based results do not use
model transformations and cross terms bounding. They
are based on the application of Jensen’s inequality (see
e.g., [74]).

3.3.2 Simple Delay-dependent Conditions

The first Krasovskii-based LMI conditions for systems with
fast-varying delays (without any restrictions on the delay-
derivative) were derived in [58] via the descriptor method.
We differentiate xT (t)Px(t) as in (10) along system (6)

with MATI
∆
= h. To “compensate”

∫ t

t−τ(t)
ẋ(s)ds, consider

the double integral term [58]:

VR(ẋt) =
∫ 0

−h

∫ t

t+θ
ẋT (s)Rẋ(s)dsdθ, R > 0.

The term VR can be rewritten equivalently as

VR(ẋt) =
∫ t

t−h
(h+ s− t)ẋT (s)Rẋ(s)ds.

Differentiating VR(ẋt), we obtain

d
dt
VR(ẋt) = −

∫ t

t−h
ẋT (s)Rẋ(s)ds+ hẋT (t)Rẋ(t)

= −
∫ t

t−τ(t)
ẋT (s)Rẋ(s)ds+ hẋT (t)Rẋ(t)

−
∫ t−τ(t)

t−h

ẋT (s)Rẋ(s)ds

︸ ︷︷ ︸

will be ignored

.

We apply further Jensen’s inequality

−
∫ t

t−τ(t)
ẋT (s)Rẋ(s)ds

≤ − 1
h

∫ t

t−τ(t)
ẋT (s)dsR

∫ t

t−τ(t)
ẋ(s)ds.

Then, for the Lyapunov functional

V (x(t), ẋt) = xT (t)Px(t) + VR(ẋt),

we find

d
dt
V (x(t), ẋt) ≤ 2xT (t)Pẋ(t) + hẋT (t)Rẋ(t)

− 1
h

∫ t

t−τ(t)
ẋT (s)dsR

∫ t

t−τ(t)
ẋ(s)ds

+2[xT (t)PT
2 + ẋT (t)PT

3 ]

×[(A+A1)x(t)−A1

∫ t

t−τ
ẋ(s)ds−ẋ(t)]

≤ ηT (t)Ψη(t)

< −ε(|x(t)|2 + |ẋ(t)|2), ε > 0,

where η(t) = col{x(t), ẋ(t), 1
h

∫ t

t−τ
ẋ(s)ds}, if

Ψ =







Φ P − PT
2 + (A+A1)

TP3 −hPT
2 A1

∗ −P3 − PT
3 + hR −hPT

3 A1

∗ ∗ −hR






< 0,

Φ = PT
2 (A+A1) + (A+A1)

TP2.

As it was understood later [54, 207], the equivalent delay-
dependent conditions can be derivedwithout the descriptor
method, where ẋ is substituted by the right-hand side of
(6) and the Schur complements is applied further.

Note that Ψ < 0 yields that the eigenvalues of hA1 are
inside of the unit circle. In the example ẋ(t) = −x(t −
τ(t)) withA1 = −1, the simple delay-dependent conditions
cannot guarantee the stability for h ≥ 1, which is far from
the analytical bound 1.5. This illustrates the conservatism
of the simple conditions.

3.3.3 Improved Delay-dependent Conditions

The relation between x(t− τ(t)) and x(t− h) (and not
only between x(t− τ(t)) and x(t)) has been taken into
account in [80]. The widely used by now LKF for delay-
dependent stability is state-derivative dependent one of the
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form

V (t, xt, ẋt) = xT (t)Px(t) +
∫ t

t−h
xT (s)Sx(s)ds

+h
∫ 0

−h

∫ t

t+θ
ẋT (s)Rẋ(s)dsdθ

+
∫ t

t−τ(t)
xT (s)Qx(s)ds,

(11)

where P > 0, R ≥ 0, S ≥ 0, Q ≥ 0. This functional with
Q = 0 leads to delay-dependent conditions for systems
with fast-varying delays, whereas for R = S = 0 it leads
to delay-independent conditions (for systems with slowly-
varying delays). The above V with S = 0 was introduced
in [58], whereas the S-dependent term was added in [80].

Differentiating V given by (11), we find

d
dt
V ≤ 2xT (t)Pẋ(t) + h2ẋT (t)Rẋ(t)

−h
∫ t

t−h
ẋT (s)Rẋ(s)ds+ xT (t)(S +Q)x(t)

−xT (t− h)Sx(t− h)

−(1− d)xT (t− τ(t))Qx(t− τ(t))

and employ the representation

−h
∫ t

t−h
ẋT (s)Rẋ(s)ds = −h

∫ t−τ(t)

t−h
ẋT (s)Rẋ(s)ds

−h
∫ t

t−τ(t)
ẋT (s)Rẋ(s)ds.

(12)
Applying Jensen’s inequality to both terms on the right-
hand-side of (12), we arrive at

−h
∫ t

t−h
ẋT (s)Rẋ(s)ds ≤ − h

τ(t)e
T
1 Re1 − h

h−τ(t)e
T
2 Re2,

(13)
where

e1 = x(t)− x(t− τ(t)), e2 = x(t− τ(t))− x(t− h).

Here, for τ = 0 and τ = h, we mean the following limits:

lim
τ(t)→0

h
τ(t)e

T
1 Re1 = h lim

τ(t)→0
τ(t)ẋT (t)Rẋ(t) = 0

and

lim
τ(t)→h

h

h− τ(t)
eT2 Re2 = 0.

In [80], the right-hand side of (13) was upper-bounded by
−eT1 Re1−eT2 Re2 that was conservative. The convex analy-
sis of [159] allowed to avoid the latter restrictive bounding.
The novelty of this method consists in merging the non-
convex terms into a single expression to derive an accu-
rate convex inequality. It was notably shown in [132] that
the reciprocally convex combination lemma [159] leads to
the same conservatism as the Moon et al.’s inequality [148]
when considering Jensen-based stability criteria, but with
a lower computational burden. We reformulate the recip-
rocally convex combination lemma and the Moon et al.’s
inequality in a more convenient form for the Lyapunov-
based analysis:

Lemma 1 (Reciprocally convex combination lemma) Let
R1 ∈ R

n1×n1 , . . . , RN ∈ R
nN×nN be positive matrices. For

e1 ∈ R
n1 , . . . , eN ∈ R

nN , and for all αi > 0 with
∑N

i=1 αi =
1, define a reciprocally convex combination as a function

of the form
∑N

i=1
1
αi
eTi Riei. Then, for all Sij ∈ R

ni×nj ,
j = 2, . . . , N, i = 1, . . . , j − 1, such that

[

Ri Sij

∗ Rj

]

≥ 0,

the following inequality holds:

N∑

i=1

1
αi
eTi Riei ≥ ζTNΦNζN ,

where

ζN =
[

eT1 eT2 · · · eTN
]T

,

ΦN =










R1 S12 · · · S1N

∗ R2 · · · S2N

∗ ∗ . . .
...

∗ ∗ · · · RN










.
(14)

Lemma 2 (Moon et al.’s inequality) LetR1 ∈ R
n1×n1 , . . . ,

RN ∈ R
nN×nN be positive matrices. Then for all αi > 0

with
∑N

i=1 αi = 1 and for any matrices Mi in R
Nn×n,

i = 1, . . . , N, the following inequality holds:

N∑

i=1

1
αi
eTi Riei ≥ ζTNΨNζN ,

where ζN is given in (14) and

ΨN = ΥN +ΥT
N −

N∑

i=1

αiM1R
−1
i MT

i ,

ΥN = M1[I 0n×(N−1)n] +M2[0 I 0n×(N−2)n]) + · · ·
+MN [0n×(N−1)n I].

Furthermore, a relaxed reciprocally convex combination
lemma was developed in [246] without requiring any extra
decision variable. This inequality was extended by the same
authors in [245]. More insights on the relationship between
some existing matrix inequalities was provided in a recent
paper [194] that revealed strong links between the existing
inequalities of [148,159,197,243,246].

3.3.4 Stability Analysis of Systems with Interval or Non-
small Delay

The time-delay approach became popular in NCSs, be-
ing applied to uncertain systems under uncertain sam-
pling with the known upper bound on the sampling in-
tervals [64, 65, 238]. The time-delay approach was further
extended to event-triggered networked control [178, 241],
distributed networked control of partial differential equa-
tions [12, 52,104,177], etc.
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By defining

τ(t) = t− tk + ηk, tk ≤ t < tk+1, k ∈ Z
+,

the digital control law has the following form:

u(t) = Kx(t− τ(t)), tk ≤ t < tk+1. (15)

Hence, the LTI system (1) under (15) is then modeled as a
time-delay system with time-varying delay

ẋ(t) = Ax(t) +BKx(t− τ(t)), tk ≤ t < tk+1, k ∈ Z
+,
(16)

where the time-varying delay τ(t) is piecewise linear with
derivative τ̇(t) = 1 for t 6= tk. Moreover, we have

ηm ≤ ηk ≤ τ(t) < tk+1 − tk + ηk ≤ τM ,

where ηm is a lower bound on the network-induced de-
lay, τM denotes the maximum time span between the time
sk = tk − ηk at which the state is sampled and the time
tk+1 at which next update arrives at the ZOH and τM =
MATI+MAD. See Fig. 3 for an example of τ(t).

This is one of applications that motivate the stability anal-
ysis of systems with interval (or non-small) delay τ(t) ∈
[h0, h1] with h0 > 0 (see e.g., [48,80,108]). Keeping in mind
that (16) can be represented as

ẋ(t) = Ax(t)+A1x(t− h0)−A1

∫ t−h0

t−τ(t)
ẋ(s)ds, h0

∆
= ηm,

the stability of (16) can be analyzed via Lyapunov func-
tionals of the form [48]:

V (t, xt, ẋt) = Vn(xt, ẋt) + V1(t, xt, ẋt),

where Vn is a “nominal” functional for the “nominal” sys-
tem with constant delay

ẋ(t) = Ax(t) +A1x(t− h0)

and where

V1 =
∫ t−h0

t−h1
xT (s)S1x(s)ds+

∫ t−h0

t−τ(t)
xT (s)Q1x(s)ds

+(h1 − h0)
∫ −h0

−h1

∫ t

t+θ
ẋT (s)R1ẋ(s)dsdθ, h1

∆
= τM

with S1 > 0, Q1 > 0, R1 > 0.

In the case where the nominal system is stable for all con-
stant delays from [0, h0], Vn can be chosen in the form of
(11), where h = h0 and Q = 0. Then the stability condi-
tions in terms of LMIs can be derived by using standard ar-
guments for the delay-dependent analysis, e.g., in [50,159].

3.3.5 Time-dependent Lyapunov Functionals for Sampled-
data Systems

Note that the existing methods in the framework of time-
delay approach are based on some Lyapunov-based analysis
of systems with uncertain and bounded fast-varying delays.
Therefore, these methods cannot guarantee the stability if
the delay is not smaller than the analytical upper bound
on the constant delay that preserves the stability. However,
it is well-known that in many systems the upper bound
on the sampling that preserves the stability may be higher
than the one for the constant delay, see examples in [139],
as well as the following Example.

Example 1 Consider the following simple and much-
studied problem (see e.g., [157] and the references therein):

ẋ(t) = −x(sk), tk ≤ t < tk+1, k ∈ Z
+.

It is well-known that the equation

ẋ(t) = −x(t− τ) (17)

with constant delay τ is asymptotically stable for τ ≤ π/2
and unstable for τ > π/2, whereas for the fast varying delay
it is stable for τ < 1.5 and there exists a destabilizing delay
with an upper bound greater than 1.5. This means that all
the existing methods via time-independent Lyapunov func-
tionals cannot guarantee the stability of system (17) for the
sampling intervals that may be greater than π/2.

It is easy to check, that in the case of pure (uniform) sam-
pling, the system remains stable for all constant samplings
less than 2 and becomes unstable for samplings greater than
2.

Therefore, it is necessary to develop new Lyapunov
functional-based techniques for sampled-data control to
improve the results. Inspired by the construction of dis-
continuous Lyapunov functions in [150] for the impulsive
systems, time-dependent Lyapunov functionals were in-
troduced in [49] for the analysis of sampled-data systems
in the framework of time-delay approach. The main idea
is that for (6) the standard time-independent term

∫ 0

−h

∫ t

t+θ

ẋT (s)Rẋ(s)dsdθ, R > 0

with h
∆
= MATI, can be advantageously replaced by the

term

V s
R = (h− t+ tk)

∫ t

tk

ẋT (s)Rẋ(s)ds, tk ≤ t < tk+1, (18)

which provides time-dependent LKFs V̄ (t) = V (t, xt, ẋt).
The function V̄ (t) may be discontinuous in time, but it is
not allowed to grow in the jumps as shown in Fig. 4. The
introduced time-dependent Lyapunov functionals lead to
qualitatively new results for time-delay systems, allowing
a superior performance under the sampling, than the one
under the constant delay. The stability of system (6) is
based on the following

Lemma 3 Let there exist positive numbers α, β, δ and a
functional V : R+ ×W [−h, 0]×L2[−h, 0] → R

+ such that

β|φ(0)|2 ≤ V (t, φ, φ̇) ≤ δ‖φ‖2W . (19)

Let the function V̄ (t) = V (t, xt, ẋt) be continuous from the
right for x(t) satisfying (6), absolutely continuous for t 6= tk
and satisfy

lim
t→t−

k

V̄ (t) ≥ V̄ (tk). (20)

(i) If along (6)
˙̄V (t) ≤ −β̃|x(t)|2
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holds for t 6= tk and for some scalar β̃ > 0, then (6)
is asymptotically stable.

(ii) If along (6)

˙̄V (t) + 2αV̄ (t) ≤ 0, for t 6= tk,

then V̄ (t) ≤ e−2αtV̄ (0), which implies that

|x(t)|2 ≤ e−2αt δ

β
‖x0‖2W ,

and thus, system (6) is exponentially stable with the
decay rate α.

Furthermore, a novel discontinuous in time Lyapunov func-
tional was constructed in [122] based on the extension of
the Wirtinger inequality [77] to the vector case:

Lemma 4 [122, 135] Let z : [a, b] → R
n be an absolutely

continuous function with ż ∈ L2(a, b) and with z(a) = 0.
Then for any n× n-matrix R > 0, the following inequality
holds:

∫ b

a

zT (ξ)Rz(ξ)dξ ≤ 4(b− a)2

π2

∫ b

a

żT (ξ)Rż(ξ)dξ. (21)

An extended Wirtinger inequality of Lemma 4 for
Lyapunov-based exponential stability analysis was pre-
sented in [179]:

Lemma 5 [179] Let α ∈ R and z : [a, b] → R
n be an

absolutely continuous function with ż ∈ L2(a, b) such that
z(a) = 0 or z(b) = 0. Then for any n × n-matrix R > 0,
the following inequality holds:

∫ b

a

e2αξzT (ξ)Rz(ξ)dξ

≤ e2|α|(b−a) 4(b− a)2

π2

∫ b

a

e2αξ żT (ξ)Rż(ξ)dξ.

(22)

Based onWirtinger inequality of Lemma 5, a discontinuous
Lyapunov functional was constructed as follows:

V̄ (t) = xT (t)Px(t) + VR(t, xt, ẋt), P > 0 (23)

with a novel Wirtinger-based discontinuous term

VR = h2e2αh
∫ t

tk

e2α(s−t)ẋT (s)Rẋ(s)ds

−π2

4

∫ t

tk

e2α(s−t)[x(s)−x(tk)]
TR[x(s)−x(tk)]ds,

R > 0, t ∈ [tk, tk+1).

(24)
Since [x(s)−x(tk)]|s=tk = 0, by Lemma 5 we have VR ≥ 0.
Moreover, VR vanishes at t = tk. Hence, the condition
limt→t−

k

V̄ (t) ≥ V̄ (tk) holds. This new method leads to nu-

merically simplified LMI condition for the stability anal-
ysis [122, 179], and it can be also applied to performance
analysis such as exponential stability [179], input-to-state
stability [179] and L2-gain analysis [125].

Remark 1 The above discontinuous Lyapunov construc-
tions and their extensions [49, 186] give efficient tool for
different control problems, see e.g., [121] for stabilization of
NCSs with large network-induced delays, [42, 43, 125–127]
for scheduling protocols, [254] forH∞ filter of sampled-data
systems, [98, 116, 140, 228] for synchronisation of complex
systems.

Remark 2 The discrete-time counterpart of theWirtinger
inequality (21) was presented in [188] for stability analysis
of discrete-time sampled-data systems: for a sequence of
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N + 1 real n-dimensional vectors ξ0, ξ1, . . . , ξN such that
ξ0 = 0, the following inequality holds:

N−1∑

i=0

(ξi+1 − ξi)
TR(ξi+1 − ξi) ≥ ̺2N

N−1∑

i=0

ξTi Rξi, (25)

where 0 < R ∈ R
n×n and ̺N = 2 sin π

2(2N+1) .

Note that the discrete-time Wirtinger’s inequality (25) has
been recently employed to the security analysis of discrete-
time multi-sensor NCSs [?].

3.3.6 General and Augmented Lyapunov Functional
Method

A necessary condition for the application of the simple
LKFs considered in the previous sections is the asymptotic
stability of (6) or (16) with τ(t) = 0. Consider e.g., the
following system with a constant delay

ẋ(t) =

[

0 1

−2 0.1

]

x(t) +

[

0 0

1 0

]

x(t− h), x(t) ∈ R
2.

This system is unstable for h = 0 and is asymptotically
stable for the constant delay h ∈ [0.10017, 1.7178] [74]. For
analysis of such systems (particularly, for using delay for
stabilization) the simple Lyapunov functionals considered
in the previous sections are not suitable. For stability con-
ditions of system (6) or (16) with constant τ(t) ≡ h and
with A + A1 not necessary to be Hurwitz, one can use a
general quadratic Lyapunov functional:

V (xt) = xT (t)Px(t) + 2xT (t)
∫ 0

−h
Q(ξ)x(t+ ξ)dξ

+
∫ 0

−h

∫ 0

−h
xT (t+ s)R(s, ξ)dsx(t+ ξ)dξ

+
∫ 0

−h
xT (t+ ξ)S(ξ)x(t+ ξ)dξ,

(26)

where 0 < P ∈ R
n and where n×n matrix functions Q(ξ),

R(ξ, η) = RT (η, ξ) and S(ξ) = ST (ξ) are absolutely con-
tinuous. For the sufficiency of (26), one have to formulate

conditions for V ≥ α0|x(t)|2, α0 > 0 and V̇ ≤ −α|x(t)|2,
α > 0.

LMI sufficient conditions via general Lyapunov func-
tional of (26) and discretization were found in [72], where
Q(ξ), R(ξ, η) = RT (η, ξ) and S(ξ) = ST (ξ) ∈ R

n×n are
continuous and piecewise-linear matrix-functions. The
resulting LMI stability conditions appeared to be very
efficient, leading in some examples to results close to an-
alytical ones. For the discretized Lyapunov functional
method, see Section 5.7 of [74]. In [163, 164], another
method was proposed based on polynomial parameters,
that successfully address the asymptotic stability of time-
delay systems through the SoS framework.

Till [47] no design problems were solved by this method due
to bilinear terms in the resulting matrix inequalities. The

latter terms arise from the substitution of ẋ(t) by the right-

hand side of the differential equation in V̇ . The descrip-
tor discretized method suggested in [47] avoids this sub-
stitution. The descriptor discretized method was applied
to state-feedback design ofH∞ controllers for neutral type
systems with discrete and distributed delays [60] and to
dynamic output-feedback H∞ control of retarded systems
with state, input and output delays [209]. For differential-
algebraic systems with delay, the corresponding general
LKFs were studied in [73].

A more general quadratic Lyapunov functional has a form
of

V (xt) = xT (t)Px(t) + 2xT (t)
∫ 0

−h
Q(ξ)x(t+ ξ)dξ

+
∫ 0

−h

∫ 0

−h
xT (t+ s)R(s, ξ)ds x(t+ ξ)dξ

+
∫ t

t−h
xT (ξ)Sx(ξ)dξ

+
∫ 0

−h

∫ t

t+θ
ẋT (s)R0ẋ(s)dsdθ,

(27)

where P > 0, S > 0, R0 > 0. Matrix-functions Q(ξ) ∈
R

n×n and R(ξ, η) = RT (η, ξ) ∈ R
n×n are absolutely con-

tinuous. For the sufficiency of (27), one have to formulate

conditions for V ≥ β|x(t)|2, β > 0 and V̇ ≤ −α|x(t)|2,
α > 0.

Choosing in (27) R = Q = 0 and replacing R0 by hR,
we arrive at the simple Lyapunov functional (11), where
Q = 0. Consider now (27) with constant R ≡ Z and Q,
and replace R0 by hR. Then we arrive at the augmented
Lyapunov functional of the form

V (xt, ẋt) =

[

x(t)
∫ t

t−h
x(s)ds

]T [

P Q

∗ Z

][

x(t)
∫ t

t−h
x(s)ds

]

+
∫ t

t−h
xT (s)Sx(s)ds

+h
∫ 0

−h

∫ t

t+θ
ẋT (s)Rẋ(s)dsdθ,

(28)
where [

P Q

∗ Z

]

> 0, S > 0, R > 0.

Note that the term Q 6= 0 in (28) allows to derive non-
convex in h conditions that do not imply the stability of the
original system with h = 0. A remarkable result was ob-
tained in [189] for systems with constant discrete and dis-
tributed delays and in [193] for systems with fast-varying
discrete delays: LMI conditions that may guarantee the
stability of systems which are unstable with the zero de-
lay (i.e., in the case of “stabilizing delay”) were derived
by the Wirtinger-based integral inequality, which includes
Jensen’s inequality as a particular case, and by the aug-
mented Lyapunov functional (28).

In recent years, several other attempts have been done
concerning the extension of Jensen’s inequality such as
auxiliary-based [160], Bessel-Legendre inequality [190–192]
or polynomials-based inequality [115]. By construction of
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more general augmented LKFs and the application of these
developed integral inequalities, a series of less conservative
stability conditions was achieved [134,190–192,243,244].

Remark 3 In the literature, there are many other meth-
ods that have been proposed to stability analysis and/or
control synthesis of NCSs. Networked predictive method is
effective for NCSs with communication delays and packet
dropouts [120,224,230,231]. A looped-functional approach
is for robust analysis of sampled-data system either consid-
ering directly the sampled-data system formulation [186] or
the impulsive system formulation [19,187]. Model predictive
control plays an important role in dealing with constraints,
such as actuator or physical limitations [?, 78, 79]. Sliding
model control, as an effective robust control strategy has
also been applied to NCSs [76, 196]. With the development
of cloud computing technologies, the cloud-based networked
control has exhibited potential advantages [4, 229].

4 Time-delay Approach to Event-triggered Con-
trol

The event-triggering mechanism is used to reduce the
amount of signals transmitted through a communication
network. The basic idea is to send the signal only when its
change is large enough. This idea has a long history (see,
e.g., [10, 28, 33, 66, 111, 216, 217]) and lately became quite
popular since it allows to reduce the workload in NCSs.
However, the workload reduction has been analytically
proved only for stochastic systems [1–3, 9]. For determin-
istic systems, the benefits of the event-triggering scheme
are usually demonstrated by numerical simulations.

In this section, we describe the time-delay approach to
the event-triggered control. We consider three types of
the event-triggeringmechanisms: continuous, periodic, and
switching (with a dwell time). Many other types of the
event-triggering mechanisms can be studied in a similar
manner using the time-delay approach. Another approach
is based on the impulsive systems [82, 169, 195]. A survey
on the event-triggered control can be found in [85].

4.1 Continuous Event-triggering Mechanism

Consider the system

ẋ = Ax+Bu,

y = Cx,
x ∈ R

n, u ∈ R
m, y ∈ R

l (29)

with the output y(t) being transmitted through a commu-
nication channel at the sampling instants tk, k ∈ Z

+. We
start by considering the following event-based sampling
(similar to the one suggested in [211]): t0 = 0,

tk+1 = min{t > tk | |
√
Ω(y(t)− y(tk))|2 ≥ σ2|

√
Ωy(t)|2},

(30)
where k ∈ Z

+, σ > 0 and 0 < Ω ∈ R
l×l. According to (30),

the output y is transmitted only when a certain “event”

occurs. The “event” is that the relative change of y since the
last transmission exceeded a predefined threshold σ > 0.
Since this condition is checked continuously, we call (30)
the continuous event-triggering mechanism.

Let there exist a control gain K ∈ R
m×l such that the

output feedback u(t) = −Ky(t) stabilizes the system (29).
The event-triggered control is given by

u(t) = −Ky(tk), t ∈ [tk, tk+1), k ∈ Z
+ (31)

with tk defined by (30). To study the stability of (29)–(31),
introduce the event-triggering error

e(t) = y(tk)− y(t), t ∈ [tk, tk+1), k ∈ Z
+.

Then the closed-loop system (29)–(31) can be presented as

ẋ(t) = Aclx(t)−BKe(t), Acl = A−BKC. (32)

Note that Acl is Hurwitz since u = −Ky is assumed to be
stabilizing. Namely, there exists P ∈ R

n×n such that

P > 0, AT
clP + PAcl < 0. (33)

The event-triggering mechanism (30) guarantees that the
event-triggering error is bounded:

eTΩe ≤ σ2xTCTΩCx. (34)

Then, for the Lyapunov function V = xTPx, we have

V̇
(32)
= 2xTPAclx− 2xTPBKe

(34)

≤ 2xTPAclx−2xTPBKe−σ−1eTΩe+σxTCTΩCx

=

[

x

e

]T

Φ

[

x

e

]

,

(35)
where

Φ =

[

AT
clP + PAcl + σCTΩC −PBK

∗ −σ−1Ω

]

.

The addition of the quadratic form −σ−1eTΩe +
σxTCTΩCx ≥ 0 to the right-hand side of V̇ is called the
S-procedure [142, 234]. If Φ < 0, then V̇ < 0 and (32) is
stable. Since Ω > 0, by Schur’s complement lemma, the
conditions Φ < 0 is equivalent to

AT
clP + PAcl + σ[CTΩC + (PBK)Ω−1(PBK)T ] < 0.

Due to (33), this inequality holds for a small enough σ > 0.
Therefore, if rankC = n and the system (29) is stable under
the feedback u(t) = −Ky(t), then it remains stable under
the sampled-data control (31) with the event-based sam-
pling (30) provided the threshold σ > 0 is small enough.

This result is very intuitive: if σ is small, then the event-
triggering mechanism (30) gets more sensitive to the out-
put change and transmits the signals more often, what
makes the control (31) more similar to the stabilizing
continuous-time controller.

The implicitly defined sampling instants (30) can be such
that limk→∞ tk < ∞. This is called the Zeno phenomenon.

11



Fig. 5. The errors of the periodic event-triggering mechanism

Such sampling cannot be implemented since it requires to
transmit an infinite number of signals in finite time. To
use (30), one must ensure that inf{tk − tk−1} > 0. This
can be guaranteed if rankC = n [211]. However, the Zeno
phenomenon can occur when rankC < n or in the presence
of disturbances [18]. To avoid this, one may use the periodic
event-triggering mechanism or introduce a dwell time.

4.2 Periodic Event-triggering Mechanism

The periodic event-triggering mechanism is given by

tk+1 = mini{tk + ih |
|
√
Ω(y(tk+ih)− y(tk))|2 > σ2|

√
Ωy(tk + ih)|2}

(36)
with t0 = 0, σ > 0, and 0 < Ω ∈ R

l×l [82, 83, 167, 240,
253]. Differently from (30), the event-triggering condition
of (36) is checked periodically with the period h > 0. This
approach guarantees that the inter-event time is at least h,
which rules out the Zeno behavior.

To study the stability of (29) under the feedback (31) with
the event-based sampling (36), introduce the errors (Fig. 5)

e(t) = y(tk)− y(tk + ih),

v(t) = C

∫ t

tk+ih

ẋ(s) ds,
t ∈ [tk + ih, tk + (i+ 1)h).

Then, y(tk) = Cx(t)− v(t) + e(t) and the closed-loop sys-
tem can be presented as

ẋ(t) = Aclx(t) +BKv(t)−BKe(t). (37)

Due to (36), the error due to triggering satisfies

eT (t)Ωe(t) ≤ σ2yT (tk + ih)Ωy(tk + ih)

= σ2(Cx(t)− v(t))TΩ(Cx(t)− v(t)).

Therefore, it can be compensated using the S-procedure
similarly to (35). The integral term v, representing the
error due to sampling, can be compensated using an ap-
propriate LKF, e.g., V = xTPx + V s

R with V s
R defined

by (18) or V = xTPx + VR with VR defined by (24) or
V = xTPx+VU+VX , where VU and VX are defined in (13)
and (26) of [49]. This allows to derive LMIs guaranteeing
the exponential stability of the system (29) under the peri-
odic event-triggered control (31), (36) [176, Proposition 1].

For σ = 0, the event-triggering mechanism (36) leads to
the periodic sampling tk = kh and the conditions of [176,
Proposition 1] coincide with the stability conditions for
periodic sampling from [49].

4.3 Event-triggering Mechanism with a Dwell Time

The event-triggering mechanism with a dwell time has the
form

tk+1 = min{t ≥ tk + h | η ≥ 0}, (38)

where h > 0 is a constant dwell time and η is the event-
triggering condition. In [212–214], the value of h that pre-
serves the stability was obtained by solving a scalar differ-
ential equation. For η = |y(t)− y(tk)| −C with a constant
C, some qualitative results concerning practical stability
have been obtained in [87]. Here, we derive the stability
conditions using the time-delay approach and switching as
suggested in [178].

Let the sampling be given by

tk+1= min{t ≥ tk+h | |
√
Ω(y(t)−y(tk))|2≥ σ2|

√
Ωy(t)|2}

(39)
with t0 = 0, σ > 0, 0 < Ω ∈ R

l×l, and h > 0. Clearly,
the inter-event time is not less than h, which rules out the
Zeno behavior. The event-triggering mechanism (39) can
be viewed as a switching between the periodic sampling
tk = kh and the continuous event-triggering (30). Namely,
the closed-loop system (29), (31), (39) can be presented as

ẋ(t) = Aclx(t) + χ(t)BKv(t)− (1− χ(t))BKe(t),

where Acl = A−BKC,

χ(t) =

{
1, t ∈ [tk, tk + h),

0, t ∈ [tk + h, tk+1),

e(t) = y(tk)− y(t), t ∈ [tk + h, tk+1),

v(t) = C

∫ t

tk

ẋ(s) ds, t ∈ [tk + h, tk+1).

Differently from (37), the errors e and v operate on disjoint
time intervals. This error separation makes it easier for the
stable dynamics ẋ(t) = Aclx(t) to dominate the errors.
Using the functional V = xTPx + χ(t)(VU + VX), where
VU and VX are defined in (13) and (26) of [49], the LMI-
based stability conditions can be derived for the system
(29), (31), (39) [176].

In this section, we showed that the time-delay approach can
be used to study the event-triggered control. The general
idea is to construct for the closed-loop system an appropri-
ate LKF and apply the S-procedure to the quadratic form
whose positiveness is guaranteed by the event-triggering
condition. This idea can be extended to systems with
time-varying communication delays [178], sampled-data
predictors that compensate large constant input and out-
put delays [179,180], adaptive controllers [185], and event-
triggered control of distributed parameter systems [177].

5 Time-delayApproach toNetworkedControl un-
der Scheduling Protocols

In most existing literature on NCSs, it was usually assumed
that all the nodes could simultaneously get access to the
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network to transmit their data. This assumption, however,
is generally unrealistic for NCSs due to bandwidth limi-
tations and interference channels. As such, the scheduling
protocols are needed to orchestrate the transmission order
of the nodes. The widely utilized protocols in the literature
include the Round-Robin protocol, the TOD protocol and
the stochastic protocol, see also Section 3. Three main ap-
proaches for the modelling and analysis of NCSs subject to
scheduling protocols are based on discrete-time systems,
impulsive/hybrid systems, and time-delay systems.

In the framework of discrete-time modelling approach,
network-based stabilization of NCSs with TOD/Round-
Robin protocol and without delay was considered in [32]
(see also [31] for delays less than the sampling interval).
In [220], stability analysis of NCSs with Round-Robin pro-
tocol and uniform quantizers was studied. The stability
of NCSs under a stochastic protocol, where the activated
node is modeled by a Markov chain, was studied in [30] by
applying the discrete-time modeling framework. In [30],
data packet dropouts can be regarded as prolongations of
the sampling interval for small delays.

In the framework of impulsive system approach, stabiliza-
tion of nonlinear NCSs under TOD and Round-Robin pro-
tocols was studied in [152], in which communication de-
lays are not included in the analysis. In [88], the authors
provided methods for computing the MATI and MAD for
which the stability of a nonlinear system is ensured. In [86]
and [151], stabilization of nonlinear NCSs including dy-
namic quantization was studied. In the same framework, a
stochastic protocol was introduced in [210] and analyzed
for the input-output stability of NCSs in the presence of
data packet dropouts or collisions. An independent and
identically-distributed (iid) sequence of Bernoulli random
variables is applied to describe the stochastic protocol.
Communication delays, however, are not included in the
analysis.

Till now only the time-delay system approach is applicable
to non-small network-induced delays (that may be larger
than sampling intervals) in the presence of scheduling pro-
tocols [42,43,124–126,128,130,133]. In this section, we fo-
cus mainly on the time-delay approach to the modelling
and analysis of NCSs under scheduling protocols. Consider
the system architecture in Fig. 6 with plant

ẋ(t) = Ax(t) +Bu(t), t ≥ 0, (40)

where x(t) ∈ R
n and u(t) ∈ R

m denote the state and the
control input, respectively. The system matrices A and B
can be uncertain with polytopic type uncertainties.

The system is equipped with N distributed sensors, a con-
troller and an actuator, which are connected via the net-
work. The measurements are given by yi(t) = Cix(t) ∈
R

ni , i = 1, . . . , N,
∑N

i=1 ni = ny. Then we denote C =
[CT

1 · · · CT
N ]T , y(t) = [yT1 (t) · · · yTN (t)]T ∈ R

ny . Let sk

Ny t
u t

y t

ky s

N ky s

Fig. 6. System architecture with multiple sensors

denote the unbounded and monotonously increasing se-
quence of sampling instants 0 = s0 < s1 < · · · < sk <
· · · , k ∈ Z

+, limk→∞ sk = ∞.

At each sampling instant sk, one of the outputs yi(sk) ∈
R

ni is transmitted via the sensor network. It is supposed
that data loss does not occur and that the transmission of
the information over the network experiences an uncertain,
time-varying delay ηk. Then tk = sk + ηk is the updating
time instant of the ZOH device.

Assume that the maximum sampling interval and the max-
imum delay between the sampling instant sk and its up-
dating instant tk are bounded by MATI and MAD respec-
tively. The transmission delays are allowed to be non-small
provided that the transmission order of data packets is
maintained for reception [149]. Assume that the network-
induced delay ηk and the time span between the updating
and the most recent sampling instants are bounded:

tk+1 − tk + ηk ≤ τM , 0 ≤ ηm ≤ ηk ≤ MAD, k ∈ Z
+,

(41)
where τM denotes the maximum time span between the
time sk = tk − ηk at which the state is sampled and the
time tk+1 at which the next update arrives at the desti-
nation. Here ηm and MAD are known bounds and τM =
MATI+MAD. Note that MATI = τM −MAD ≤ τM −ηm,
ηm > τM

2 , i.e., ηm > τM −ηm leads to MATI ≤ τM −ηm <
ηm ≤ ηk, which implies that the network delays are non-
small.

Denote by

ŷ(sk) = [ŷT1 (sk) · · · ŷTN (sk)]
T ∈ R

ny (42)

the output information submitted to the scheduling proto-
col. At each sampling instant sk, one of the system nodes
i ∈ I = {1, . . . , N} is active, that is only one of ŷi(sk) val-
ues is updated with the recent output yi(sk). Let i∗k ∈ I
denote the active output node at the sampling instant sk,
which will be chosen due to scheduling protocols. Then

ŷi(sk) =

{

yi(sk), i = i∗k,

ŷi(sk−1), i 6= i∗k.
(43)

The choice of i∗k will be determined by the scheduling pro-
tocol defined below.
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It is supposed that the controller and the actuator are
event-driven. The most recent output information on the
controller side is denoted by ŷ(sk). Assume that there ex-
ists a matrix K = [K1 · · · KN ], Ki ∈ R

m×ni such that
A + BKC is Hurwitz. Then, the static output feedback
controller has a form

u(t) = Kŷ(sk) =
N∑

i=1

Kiŷi(sk), t ∈ [tk, tk+1). (44)

Therefore, due to (43), the controller for t ∈ [tk, tk+1) can
be presented as

u(t) = Ki∗
k
yi∗

k
(tk − ηk) +

N∑

i=1,i 6=i∗
k

Kiŷi(tk−1 − ηk−1),

(45)
where i∗k is the index of the active node at sk and ηk is
communication delay.

5.1 Scheduling Protocols

5.1.1 TOD Protocol

In the TOD protocol, the output node i ∈ I with the
greatest weighted error will have the highest priority to be
access to the network.

Definition 1 (Weighted TOD protocol) Let Qi > 0,
i = 1, . . . , N, be some weighting matrices. At the sampling
instant sk, the weighted TOD protocol is a protocol for which
the active output node with the index i∗k is defined as any
index that satisfies

|√Qi∗
k
ei∗

k
(t)|2 ≥ |√Qiei(t)|2, t ∈ [tk, tk+1),

k ∈ Z
+, i = 1, . . . , N.

(46)

A possible choice of i∗k is given by

i∗k = min{argmax
i∈I

|
√

Qi (ŷi(sk−1)− yi(sk)) |2},

i.e., if several errors are the same, we transmit the node i
with a minimum index. The conditions for computing the
weighting matrices Q1, . . . , QN will be given in Lemma 6
below.

5.1.2 Periodic Protocol

The active output node is chosen in a periodic order:

i∗k = i∗k+N , for all k ∈ Z
+,

i∗j 6= i∗l , for 0 ≤ j < l ≤ N − 1,
(47)

where N is the period of the protocol. The well-known
Round-Robin protocol belongs to this class of protocols.

5.1.3 Stochastic Protocols

There are usually two classes of stochastic protocols, which
are defined by iid and Markovian process, respectively.

Iid Protocol The choice of i∗k is assumed to be iid with
the probabilities given by

Prob{i∗k = i} = βi, i ∈ I, (48)

where βi, i = 1, . . . , N are non-negative scalars and
∑N

i=1 βi = 1. Here βj , j = 1, . . . , N are the probabilities
of the measurement yj(sk) to be transmitted at sk.

Markovian Protocol The protocol determines i∗k
through a Markov Chain. The conditional probability that
node j ∈ I gets access to the network at time sk, given
the values of i∗k−1 ∈ I, is defined by

Prob{i∗k = j|i∗k−1 = i} = πij , (49)

where 0 ≤ πij ≤ 1 for all i, j ∈ I,
∑N

j=1 πij = 1 for all
i ∈ I and i∗0 ∈ I is assumed to be given. The transition
probability matrix is denoted by Π = {πij} ∈ R

N×N .

Remark 4 The iid scheduling is a special case of the
Markovian scheduling. For instance, assume that there
are N = 2 sensor nodes, the Markovian scheduling with

Π =

[

p 1− p

p 1− p

]

, 0 ≤ p ≤ 1, is an iid scheduling with

β1 = p, β2 = 1− p.

5.2 TOD Protocol and an Impulsive System Model

Consider the error between the system output yi(sk) and
the last available information ŷi(sk−1):

ei(t) = ŷi(sk−1)− yi(sk), ŷi(s−1)
∆
= 0, i = 1, . . . , N,

e(t) = col{e1(t), · · · , eN (t)}, t ∈ [tk, tk+1), e(t) ∈ R
ny .

(50)

Denote τ(t) = t − tk + ηk, t ∈ [tk, tk+1). From (41), it
follows that ηm ≤ τ(t) ≤ τM . From (40), (45) and (50),
we thus obtain the impulsive closed-loop model with the
following dynamics:






ẋ(t) = Ax(t) +A1x(t− τ(t)) +
N∑

i=1,i 6=i∗
k

Biei(t),

ė(t) = 0, t ∈ [tk, tk+1),

(51)

and the delayed reset system






x(tk+1) = x(t−k+1),

ei(tk+1) = Ci[x(tk − ηk)− x(tk+1 − ηk+1)], i = i∗k,

ei(tk+1) = ei(tk) + Ci[x(tk − ηk)− x(tk+1 − ηk+1)],

i 6= i∗k, i ∈ N,

(52)
where A1 = BKC, Bi = BKi, i = 1, . . . , N.
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Note that the differential equation for x given by (51) de-
pends on ei(t) = ei(tk), t ∈ [tk, tk+1) with i 6= i∗k only.
Consider the following Lyapunov functional:

Ve(t) = V (t, xt, ẋt) +
N∑

i=1

eTi (t)Qiei(t),

V (t, xt, ẋt) = Ṽ (t, xt, ẋt) + VG,

VG =
N∑

i=1

(τM − ηm)
∫ t

sk
e2α(s−t)|

√
GiCiẋ(s)|2ds,

Ṽ (t, xt, ẋt) = xT (t)Px(t) +
∫ t

t−ηm
e2α(s−t)xT (s)S0x(s)ds

+
∫ t−ηm

t−τM
e2α(s−t)xT (s)S1x(s)ds

+ηm
∫ 0

−ηm

∫ t

t+θ
e2α(s−t)ẋT (s)R0ẋ(s)dsdθ

+(τM − ηm)
∫ −ηm

−τM

∫ t

t+θ
e2α(s−t)ẋT (s)R1ẋ(s)dsdθ,

(53)
where P > 0, Sj > 0, Rj > 0, Gi > 0, Qi > 0, α > 0,
j = 0, 1, i = 1, . . . , N, t ∈ [tk, tk+1), k ∈ Z

+, and where we
define x(t) = x0 for t < 0. The terms

eTi (t)Qiei(t) ≡ eTi (tk)Qiei(tk), t ∈ [tk, tk+1)

are piecewise-constant, Ṽ (t, xt, ẋt) presents the standard
Lyapunov functional for systemswith interval delays τ(t) ∈
[ηm, τM ]. The piecewise-continuous in time term VG is in-
serted to cope with the delays in the reset conditions. It
is continuous on [tk, tk+1) and does not grow in the jumps
(when t = tk+1). The function Ve(t) is thus continuous and
differentiable over [tk, tk+1). The following lemma gives
sufficient conditions for the exponential stability of (46)
and (51)–(52):

Lemma 6 [126] Suppose that there exist positive constant
α, 0 < Qi ∈ R

ni×ni , 0 < Ui ∈ R
ni×ni , 0 < Gi ∈ R

ni×ni ,
i = 1, . . . , N, and Ve(t) of (53) such that along (51) the
following inequality holds for t ∈ [tk, tk+1)

V̇e(t) + 2αVe(t)− 1
τM−ηm

N∑

i=1,i 6=i∗
k

|
√
Uiei(t)|2

−2α|√Qi∗
k
ei∗

k
(t)|2 ≤ 0.

Assume additionally that
[

− 1−2α(τM−ηm)
N−1 Qi + Ui Qi

∗ Qi −Gie
−2ατM

]

< 0,

i = 1, . . . , N.

(54)

Then Ve(t) does not grow in the jumps along (51)–(52) and
(46):

Ve(tk+1)− Ve(t
−
k+1)+

N∑

i=1,i 6=i∗
k

|
√
Uiei(tk)|2

+2α(τM − ηm)|√Qi∗
k
ei∗

k
(tk)|2 ≤ 0.

Moreover, the following bounds hold for the solutions of
(51)–(52) and (46) initialized by xt0 ∈ W [−τM , 0], e(t0) ∈
R

ny :

V (t, xt, ẋt) ≤ e−2α(t−t0)Ve(t0), t ≥ t0,

Ve(t0) = V (t0, xt0 , ẋt0) +
N∑

i=1

|√Qiei(t0)|2,
(55)

and
N∑

i=1

|√Qiei(t)|2 ≤ c̃e−2α(t−t0)Ve(t0), (56)

where c̃ = e2α(τM−ηm), implying exponential stability of
(51)–(52) and (46).

The exponential stability of system (51)–(52) under (46)
can be alternatively analyzed via the Lyapunov functional

Ṽe(t) = Ve(t) + VW (t), t ∈ [tk, tk+1), (57)

where Ve(t) is given by (53) and

VW (t) = 2α(tk − t)eTi∗
k
(t)Qi∗

k
ei∗

k
(t)

+
N∑

i=1,i 6=i∗
k

tk−t
tk+1−tk

eTi (t)Uiei(t).

The negative term VW (t) is a piecewise-continuous in time
term that was employed in [42] to simplify the exponential
stability analysis of the impulsive system. The following
lemma gives sufficient conditions for the positivity of Ṽe(t)
and for the fact that it does not grow in the jumps tk, and
also for the exponential stability of (51)–(52) and (46):

Lemma 7 [42] Given a tuning parameter α > 0, let there
exist matrices 0 < Qi ∈ R

ni×ni , 0 < Ui ∈ R
ni×ni and

0 < Gi ∈ R
ni×ni , i = 1, . . . , N, that satisfy the LMIs (54).

Then Ṽe(t) of (57) is positive in the sense that

Ṽe(t) ≥ β
(

|x(t)|2 + |e(t)|2
)

, t ≥ t0,

for some β > 0. Moreover, Ṽe(t) does not grow in the jumps
along (51)–(52) and (46):

Ṽe(tk+1)− Ṽe(t
−
k+1) ≤ 0.

Furthermore, along (51) if the following inequality holds
for t ∈ [tk, tk+1)

˙̃Ve(t) + 2αṼe(t) ≤ 0,

then the bounds (55) and (56) with Ve(t0) changed by

Ṽe(t0) hold, for the solutions of (51)–(52) and (46) initial-
ized by xt0 ∈ W [−τM , 0], e(t0) ∈ R

ny .

5.3 Round-Robin Protocol

Under Round-Robin scheduling, the measurements are
sent in a periodic manner one after another. In Subsec-
tion 5.3.1, we first show a simplified closed-loop system,
which is modelled as one system with multiple independent
delays. A more accurate model in the form of switched
subsystems with ordered multiple delays is provided in
Subsection 5.3.2. Subsection 5.3.3 presents an impulsive
system model, which leads to a more complicated stability
analysis.
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5.3.1 Round-Robin protocol and a simplified systemmodel
with multiple independent delays

Under Round-Robin scheduling, the components of the
most recent output on the controller side ŷ(sk) given by
(42) can be presented as ŷi(sk) = yi(sk−∆i

k
), i = 1, . . . , N

with some ∆i
k ∈ {0, . . . , N − 1}. Following the time-delay

approach to NCSs, denote τi(t) = t− sk−∆i
k
, t ∈ [tk, tk+1).

We have

ηm ≤ τi(t) ≤ tk+1 − sk−∆i
k
= sk+1 − sk−∆i

k
+ ηk+1

≤ (∆i
k + 1) ·MATI+MAD

≤ N ·MATI+MAD
∆
= τ1M .

Therefore, for t ≥ tN−1 (when all the measurements are
transmitted at least once) the static output-feedback (44)
under Round-Robin protocol can be presented as

u(t) =
N∑

i=1

Kiyi(t− τi(t)), t ≥ tN−1. (58)

The resulting closed-loop model is a system with multiple
delays

ẋ(t) = Ax(t) +
N∑

i=1

AiCix(t− τi(t)), t ≥ tN−1, (59)

where Ai = BKi and τi(t) ∈ [ηm, τ1M , ] i = 1, . . . , N .

The stability analysis of closed-loop model (59) can be
provided by employing the Lyapunov functional proposed
in [42].

5.3.2 Round-Robin protocol and a switched system model
with multiple ordered delays

Consider Round-Robin scheduling for the choice of the ac-
tive output node: yi(t) = Cix(t), is transmitted only at
the sampling instant t = sNℓ+i−1, ℓ ∈ Z

+, i = 1, . . . , N .
After each transmission and reception, the values in yi(t)
are updated with the newly received values, while the val-
ues of yj(t) for j 6= i remain the same, as no additional
information is received. This leads to the constrained data
exchange expressed as

ŷi(sk) =

{

yi(sk) = Cix(sk), k = Nℓ+ i− 1,

ŷi(sk−1), k 6= Nℓ+ i− 1,
ℓ ∈ Z

+.

Following the assumptions given by (41) on the network-
induced delay and sampling intervals, we have for j =
1, . . . , N

tk+1 − sk−N+j = sk+1 − sk−N+j + ηk+1

≤ (N − j + 1)MATI+MAD
∆
= τ jM .

The closed-loop system with Round-Robin protocol is
modeled as a switched system:

ẋ(t) = Ax(t) +
N∑

j=1

Aθ(i,j)x(tk−N+j − ηk−N+j), (60)

where t ∈ [tk, tk+1), i = 1, . . . , N, Aθ(i,j) = BKθ(i,j)Cθ(i,j),

k =

{

Nℓ+ i− 1, for i ∈ I\{N}, ℓ ∈ N

Nℓ− 1, for i = N, ℓ ∈ N

θ(i, j) =

{

i+ j, if i+ j ≤ N,

i+ j −N, if i+ j > N, j = 1, . . . , N.

We represent tk−N+j − ηk−N+j = t − τj(t), j = 1, . . . , N,
where

τϑ(t) < τϑ−1(t), ϑ = 2, . . . , N,

τϑ(t) = t− tk−N+ϑ + ηk−N+ϑ,

τϑ−1(t) = t− tk−N+ϑ−1 + ηk−N+ϑ−1,

τj(t) ∈ [ηm, τ jM ], t ∈ [tk, tk+1), j = 1, . . . , N.

Therefore, (60) can be considered as a system with N
time-varying interval delays, where τϑ(t) < τϑ−1(t), ϑ =
2, . . . , N . The stability analysis of the closed-loop system
(60) can be based on the common (for both subsystems of
the switched system) time-independent LKF for the expo-
nential stability of systems with time-varying delay from
the maximum delay interval [ηm, τ̄1M ] (see e.g., [48, 80]).
Moreover, system (60) can be analyzed by taking into ac-
count the order of the delays τϑ(t) < τϑ−1(t), ϑ = 2, . . . , N,
and applying convexity arguments of [159] via Lemma 1. In
the special case when NCSs with N = 2 sensors and with
constant measurement delay, one can adopt a switched
time-dependent Lyapunov functional construction, which
is based on the extension of Wirtinger’s inequality [77]. See
more details in [125].

Remark 5 The simplified closed-loop system model (59)
consists of one system with independent delays from the
maximum delay interval [ηm, τ1M ]. The closed-loop system
(60) is presented in the form of switched N subsystems
(instead of one system) with ordered multiple delays, which
is a more accurate model of the closed-loop system under
Round-Robin protocol.

5.3.3 Round-Robin protocol and an impulsive system
model

Under Round-Robin protocol (47), the reset system (52)
can be rewritten as







x(tk+1) = x(t−k+1),

ei∗
k−j

(tk+1) = Ci∗
k−j

[x(sk−j)− x(sk+1)],

j = 0, . . . , N − 1 if k ≥ N − 1,

(61)

where the index k − j corresponds to the last updated
measurement in the node i∗k−j .

The stability of system (47), (51), (61) can be analyzed
by Lyapunov functional (33) of [126], leading to a more
complicated analysis.
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5.4 TOD/Round-Robin Protocol: N = 2

For N = 2, less restrictive analysis of exponential stability
of (51)–(52) under both TOD and Round-Robin protocols
can be derived via a different from (53) Lyapunov func-
tional:

V̂e(t) = V (t, xt, ẋt) +
tk+1−t

τM−ηm
{eTi (t)Qiei(t)}|i 6=i∗

k
, (62)

where Q1 > 0, Q2 > 0, α > 0, t ∈ [tk, tk+1), k ∈ Z
+, i∗k ∈

{1, 2} and V (t, xt, ẋt) is given by (53) with Gi = Qie
2ατM .

The term tk+1−t

τM−ηm
[eTi (tk)Qiei(tk)] is inspired by the similar

construction of Lyapunov functionals for the sampled-data
systems [49,150,186]. The following statement holds:

Lemma 8 [126] Given N = 2, if there exist positive con-

stant α and V̂e(t) of (62) such that along (51), the following
inequality holds

˙̂
Ve(t) + 2αV̂e(t) ≤ 0, t ∈ [tk, tk+1).

Then V̂e(t) does not grow in the jumps along (51), (52),
(46)) ((51), (52), (47)), where

V̂e(tk+1)− V̂e(t
−
k+1) ≤ 0.

The bound (55) is valid for the solutions of (51), (52),
(46)) ((51), (52), (47)) with the initial condition xt0 ∈
W [−τM , 0], e(t0) ∈ R

ny , implying exponential stability of
(51), (52), (46)) ((51), (52), (47)) with respect to x.

Remark 6 Differently from Lemmas 6 and 7, Lemma 8
guarantees V̂e(tk+1) ≤ e−2α(tk+1−t0)V̂e(t0), which does not

give a bound on ei∗
k
(tk) since V̂e(t) for t ∈ [tk, tk+1) does

not depend on ei∗
k
(tk). That is why Lemma 8 guarantees

exponential stability only with respect to x. However, it is
explained that under Round-Robin protocol exponential sta-
bility with respect to x implies boundedness of e. See Remark
5.4 in [126].

5.5 Stochastic Protocol and a Stochastic Impulsive Time-
delay System Model

Following the modelling of NCSs under TOD protocol, the
closed-loop system of NCSs under iid protocol (48) or un-
der Markovian protocol (49) can be also formulated as an
impulsive systemmodel (51)–(52) under (48) or under (49),
respectively.

Following [242], we introduce the indicator functions

π{i∗
k
=i} =

{

1, i∗k = i

0, i∗k 6= i,
i ∈ I, k ∈ Z

+.

Thus, from (48) it follows that

E{π{i∗
k
=i}} = E{[π{i∗

k
=i}]

2} = Prob{i∗k = i} = βi,

E{[π{i∗
k
=i} − βi][π{i∗

k
=j} − βj ]} =

{

−βiβj , i 6= j,

βi(1− βi), i = j.

Therefore, the stochastic impulsive systemmodel (51)–(52)
under (48) can be rewritten as






ẋ(t) = Ax(t) +A1x(tk−ηk)+
N∑

i=1

(1−π{i∗
k
=i})Biei(t),

ė(t) = 0, t ∈ [tk, tk+1)

(63)
with the delayed reset system






x(tk+1) = x(t−k+1),

ei(tk+1) = (1− π{i∗
k
=i})ei(t

−
k+1)

+Ci[x(tk−ηk)−x(tk+1−ηk+1)], i = 1, . . . , N.

(64)

Consider the LKF (53). The following lemma gives suffi-
cient conditions for exponential stability of (63)–(64) in the
mean-square sense:

Lemma 9 [128] If there exist positive constant α, 0 <
Qi ∈ R

ni×ni , 0 < Ui ∈ R
ni×ni , 0 < Gi ∈ R

ni×ni , i =
1, . . . , N, and Ve(t) of (53) such that along (63) for t ∈
[tk, tk+1)

E{LVe(t) + 2αVe(t)− 1
τM−ηm

N∑

i=1

eTi (t)Uiei(t)} ≤ 0

with
[

−βiQi + Ui (1− βi)Qi

∗ Qi −Gie
−2ατM

]

≤ 0, i = 1, . . . , N.

Then Ve(t) does not grow in the jumps along (63)–(64)

E{Ve(tk+1)− Ve(t
−
k+1) +

N∑

i=1

eTi (tk)Uiei(tk)} ≤ 0.

Moreover, the following bounds hold for the solutions of
(63)–(64) with the initial condition xt0 , e(t0):

E{V (t, xt, ẋt)} ≤ e−2α(t−t0)E{Ve(t0)}, t ≥ t0,

Ve(t0) = V (t0, xt0 , ẋt0) +
N∑

i=1

eTi (t0)Qiei(t0),
(65)

and
N∑

i=1

E{|√Qiei(t)|2} ≤ c̃e−2α(t−t0)E{Ve(t0)}, (66)

where c̃ = e2α(τM−ηm), implying exponential mean-square
stability of (63)–(64).

The exponential mean-square stability of stochastic
Markovian jump impulsive system (51)–(52) under (49)
can be similarly analyzed. See more details in [128].

Remark 7 By the time-delay approach, the schedul-
ing protocols were further considered in different control
problems in the literature, e.g., in [218] for distributed
estimation with H∞ consensus, in [12] to design network-
based H∞ filter for a parabolic system, in [257] for set-
membership filtering problem of time-varying system, and
in [227] to achieve master-salve synchronization.
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Remark 8 Decentralized networked control of large-scale
interconnected systems with local independent networks
was studied in the framework of impulsive systems [17,81],
where variable sampling or/and small communication de-
lays were taken into account. Distributed estimation in the
presence of synchronous sampling of local networks and
Round-Robin protocol was analyzed in [218] in the frame-
work of time-delay approach. The time-delay approach was
extended in [42] to decentralized NCSs with multiple lo-
cal communication networks under TOD or Round-Robin
protocol.

Remark 9 Note that the aforementioned works on
scheduling protocols are concerned with continuous-time
systems. The time-delay approach to the modelling and
analysis of NCSs with discrete-time plant under scheduling
protocols can be formulated by following the same lines of
reasoning, see e.g., [124] for discrete-time networked sys-
tems with actuator constraints and two sensor nodes under
TOD or under Round-Robin protocol, [130] for quantized
control with multiple sensor nodes under Round-Robin
protocol, [133] for discrete-time networked systems with
multiple sensor nodes under dynamic scheduling proto-
cols, [43] for decentralized networked control of large-scale
discrete-time systems with local networks, where the mul-
tiple sensor nodes of each subsystem are orchestrated by
TOD or Round-Robin protocol.

6 Networked Control of Parabolic PDEs

In this section, we show how the time-delay approach can
be used for robust control of parabolic PDEs with different
types of sampled in time measurements or/and actuations.
Other methods for sampled-data control of PDEs include
the discrete-time approach [136–138,215] (for general LTI
PDE systems) and the modal decomposition technique [24,
34,67,106,112].

In the setup, the control enters PDEs through shape func-
tions bi ∈ L2 that was initiated in [51, 52]. For simplicity,
we consider characteristic shape functions bi = χi. How-
ever, the results can be extended to arbitrary bi such that
‖bi − χi‖L2

is small enough [181]. Note that LKFs for
heat equations with fast-varying delays were introduced
in [54], where LMI stability conditions were derived via
the descriptor method [44] (see Section 4.7.3 of [50]).
Sampled-data point control is a more challenging problem
that is hard to solve using only LKFs. Robustness of state-
feedback boundary control with respect to data sampling
have been established in [106]. The analysis is based on
the Fourier series and the input-to-state stability ideas
of [105].

Fig. 7. Sampled in time averaged measurements

6.1 Averaged Measurements

Consider the reaction-diffusion PDE

zt(x, t) = zxx(x, t) + az(x, t) +

N∑

j=1

χj(x)uj(t),

z(0, t) = z(l, t) = 0

(67)

with the state z : [0, l] × [0,∞) → R and control inputs
uj : (0,∞) → R, j = 1, . . . , N . The reaction coefficient a
may depend on z, x, and t, but is supposed to be uniformly
bounded: |a| ≤ a0 and smooth with respect to all vari-
ables. Following [51], we assume that there areN+1 points
0 = x0 < x1 < · · · < xN = l dividing the space domain
(0, l) into N subdomains (xj−1, xj). The control enters the
system through the characteristic functions

χj(x) =

{
1, x ∈ (xj−1, xj),

0, x 6∈ (xj−1, xj),
j = 1, . . . , N.

The sampled in time averaged measurements (Fig. 7) are
given by [12,41,51]

yj,k =
1

∆j

∫ xj

xj−1

z(ξ, tk) dξ, (68)

where ∆j = |xj − xj−1| are the subdomain sizes and the
sampling instants tk, k = 0, 1, . . ., satisfy

0 = t0 < t1 < t2 < · · · , lim
k→∞

tk = ∞, tk+1 − tk ≤ h.

Consider the sampled-data output-feedback control

uj(t) = −Kyj,k, t ∈ [tk, tk+1). (69)

The closed-loop system has the form

zt(x, t) = zxx(x, t) + az(x, t)−K
N∑

j=1

χj(x)yj,k,

t ∈ [tk, tk+1). (70)

The existence of a unique classical solution to (70) can be
established by applying [162, Theorem 6.3.3] consecutively
on each interval [0, tk], [tk, tk+1], . . ., where the sampled-
data terms can be treated as inhomogeneities.

If −K
∑N

j=1 χj(x)yj,k is replaced by −Kz(x, t), then the

system is stable for a large enough K [52]. The term
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∑N
j=1 χj(x)yj,k approximates the state z(x, t):

N∑

j=1

χj(x)

∆j

∫ xj

xj−1

z(ξ, tk) dξ = z(x, t)− σ(x, t)− κ(x, t),

where, for x ∈ (0, l) and t ∈ [tk, tk+1),

κ(x, t) =
N∑

j=1

χj(x)

∆j

∫ xj

xj−1

[z(ξ, t)− z(ξ, tk)] dξ,

σ(x, t) = z(x, t)−
N∑

j=1

χj(x)

∆j

∫ xj

xj−1

z(ξ, t) dξ.

The function σ represents the error that occurs when the
state is approximated using the averaged measurements.
It can be bounded using Pioncaré’s inequality.

Lemma 10 (Poincaré’s inequality [161]) Let f ∈
H1(0, l) be such that

∫ l

0
f(x) dx = 0. Then

‖f‖L2
≤ l

π
‖f ′‖L2

.

Since
∫ xj

xj−1
σ = 0 for j = 1, . . . , N , Lemma 10 implies

‖σ‖L2
≤ max∆j

π
‖σx‖L2

=
max∆j

π
‖zx‖L2

.

Thus, the upper bound on σ can be made smaller by re-
ducing the maximum subdomain size max∆j .

The error due to sampling κ can be compensated using an
appropriate Lyapunov–Krasovskii term, e.g.,

VW = Wh2e2αh
∫ t

tk

e−2α(t−s)‖zs(·, s)‖2L2
ds

−W
π2

4

∫ t

tk

e−2α(t−s)‖κ(·, s)‖2L2
ds

for t ∈ [tk, tk+1) with a scalar W > 0. To show that
VW ≥ 0, note that, since κ(·, tk) = 0, Wirtinger’s inequal-
ity (Lemma 5) implies

∫ t

tk

e−2α(t−s)‖κ(·, s)‖2L2
ds

≤ e2αh
4h2

π2

∫ t

tk

e−2α(t−s)‖κs(·, s)‖2L2
ds.

Using Jensen’s inequality, we have
∫ t

tk

e−2α(t−s)‖κs(·, s)‖2L2
ds

=

∫ t

tk

e−2α(t−s)

∫ l

0

N∑

j=1

χ(x)

∆2
j

[
∫ xj

xj−1

zs(ξ, s) dξ

]2

dx ds

≤
∫ t

tk

e−2α(t−s)

∫ l

0

N∑

j=1

χ(x)

∆j

∫ xj

xj−1

z2s(ξ, s) dξ dx ds

=

∫ t

tk

e−2α(t−s)‖zs(·, s)‖2L2
ds.

Fig. 8. Sampled in time point measurements

Thus, VW > 0. Calculating the derivative, we obtain

V̇W + 2αVW = Wh2e2αh‖zt(·, t)‖2L2
−W

π2

4
‖κ(·, t)‖2L2

.

While the negative term compensates the sampling error
κ, the positive term can be made smaller by reducing the
sampling period h.

The LMIs guaranteeing the exponential stability of (67)–
(69) can be derived using V = ‖z(·, t)‖2L2

+ p‖zx(·, t)‖2L2
+

VW . As for ODEs, for PDEs we derive V̇ +2αV ≤ 0 that, by
the comparison principle, implies V (t) ≤ e−2αtV (0), which
guarantees the exponential stability. The ideas described in
this subsection were originally presented in [51], where the
H∞ control of semilinear 1D diffusion PDEwas considered.
The approach has been extended to multi-dimensional sys-
tems in the presence of Round-Robin protocol [12] and to
sampled-data relay control [181].

6.2 Point Measurements

As introduced in [52], consider the system (67) with the
point measurements (Fig. 8)

yj,k = z(x̄j , tk), x̄j =
xj−1 + xj

2
, j = 1, . . . , N.

Let the control be given by (69), which leads to the closed-
loop system (70). The existence of a unique classical so-
lution to (70) with the point measurements can be estab-
lished by applying [162, Theorem 6.3.3] consecutively on
each interval [0, tk], [tk, tk+1], . . ., where the sampled-data
terms can be treated as inhomogeneities.

The term
∑N

j=1 χj(x)yj,k approximates the state z(x, t):

N∑

j=1

χj(x)z(x̄j , tk) = z(x, t)− ς(x, tk)− κ(x, t),

where, for x ∈ (0, l) and t ∈ [tk, tk+1),

ς(x, tk) = z(x, tk)−
N∑

j=1

χj(x)z(x̄j , tk),

κ(x, t) = z(x, t)− z(x, tk).

The error due to sampling κ can be compensated using the
Lyapunov–Krasovskii term similar to VW from the previ-
ous subsection. Since ς(·, tk) = 0, the error due to point
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measurements ς can be bounded usingWirtinger’s inequal-
ity:

‖ς‖L2
≤ max∆j

π
‖ςx(·, tk)‖L2

=
max∆j

π
‖zx(·, tk)‖L2

.

(71)

To compensate the term
max∆j

π
‖zx(·, tk)‖L2

, Halanay’s in-
equality was used in [52].

Lemma 11 (Halanay’s inequality [50]) Let V :
[−h,∞) → [0,∞) be absolutely continuous and such that

V̇ (t) + 2δ0V (t)− 2δ1 sup
−h≤θ≤0

V (t+ θ) ≤ 0, t ≥ 0

for 0 < δ1 < δ0. Then

V (t) ≤ e−2αt sup
−h≤θ≤0

V (θ), t ≥ 0,

where α is the solution of α = δ0 − δ1e
2αh.

If V (t) = ‖z(·, t)‖2L2
+ p‖zx(·, t)‖2L2

+ VW (t), where VW is
the term compensating the sampling error κ, then the term

−2δ1 sup
−h≤θ≤0

V (t+ θ) ≤ −2δ1V (tk)

contains−2δ1p‖zx(·, tk)‖2L2
, which can dominate the right-

hand side of (71). The LMI-based stability conditions sum-
ming up the above ideas can be found in [52], where a non-
linear system was considered.

The ideas of Subsections 6.1 and 6.2 have been developed
for the event-triggered control [177]. They can also be used
to construct sampled-data observers compensating con-
stant input delays in point actuators (both in-domain and
boundary) [182]. The approach can be used for sampled-
data stabilization of the Kuramoto–Sivashinsky equation
[104].

There is an important difference between the averaged and
point measurements. First, since the averaged measure-
ments were analyzed using the direct Lyapunov–Krasovskii
approach, these results can be easily extended toH∞ filter-
ing and control [51,52]. Halanay’s inequality does not allow
for such extension in the case of point measurements. More-
over, while averaged measurements can be easily treated in
the case of multi-dimensional domains [12], point measure-
ments cannot since extension of (71) for higher dimensions
contains higher-order derivatives in the right-hand side (cf.
(81) below). However, this issue has been overcome in [183]
by considering pointlike measurements for 2D heat equa-
tions presented in the next subsection.

6.3 Pointlike Measurements for 2D Domains

Consider the reaction-diffusion system

zt(x, t) = ∆Dz(x, t) + az(x, t), x ∈ Ω, t > 0,

z|∂Ω = 0, z|t=0 = z0
(72)

Fig. 9. Subdomains Ωi and the subset supp ci ⊂ Ωi

defined on Ω = (0, 1) × (0, 1) ⊂ R
2 with the state z : Ω ×

[0,∞) → R, reaction coefficient a, and diffusion term

∆Dz = div(D∇z), 0 < D =
[
d1 d2

d2 d3

]
∈ R

2×2. (73)

Let Ω be divided intoN square subdomains Ωi (Fig. 9) with
a sensor placed in each Ωi providing the measurements

yi,k =

∫

Ωi

ci(ξ)z(ξ, tk) dξ,

0 ≤ ci ∈ L∞(Ωi),

∫

Ωi

ci = 1, i = 1, . . . , N,

(74)

where the sampling instants tk satisfy

0 = t0 < t1 · · · , lim
k→∞

tk = ∞, tk+1 − tk ≤ h.

For example,

ci(ξ) =

{
1
ε2
, |ξ − xi

c|∞ < ε
2 ,

0, |ξ − xi
c|∞ ≥ ε

2

(75)

with a small ε ∈ (0, 1/
√
N ] model point measurements at

xi
c ∈ Ωi. The case of ε = 1/

√
N was considered in [12].

Consider the sampled-data observer

ẑt(x, t) = ∆D ẑ(x, t) + aẑ(x, t) + L

N∑

i=1

χi(x)×
[

yi,k−
∫

Ωi
ci(ξ)ẑ(ξ, tk) dξ

]

, t ∈ [tk, tk+1), k ∈ N,

ẑ|∂Ω = 0, ẑ|t=0 = 0

(76)
with the injection gain L and characteristic functions

χi(x) =

{

1, x ∈ Ωi,

0, x 6∈ Ωi,
i = 1, . . . , N. (77)

The estimation error z̄(x, t) = z(x, t)− ẑ(x, t) satisfies

z̄t = ∆D z̄ + az̄ − L

N∑

i=1

χi(x)

∫

Ωi

ci(ξ)z̄(ξ, tk) dξ,

t ∈ [tk, tk+1),

z̄|∂Ω = 0, z̄|t=0 = z0,

(78)

The last term approximates the stabilizing feedback −Lz̄:

−L

N∑

i=1

χi(x)

∫

Ωi

ci(ξ)z̄(ξ, tk) dξ = −Lz̄ + σ + κ,
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Fig. 10. Four rectangles cornered at xi
∈ supp ci

where

σ(x, t) = Lz̄(x, t)− L

N∑

i=1

χi(x)

∫

Ωi

ci(ξ)z̄(ξ, t) dξ,

κ(x, t) = L

N∑

i=1

χi(x)

∫

Ωi

ci(ξ) [z̄(ξ, t)− z̄(ξ, tk)] dξ.

(79)

Using these notations, the system (78) can be presented as

z̄t = ∆D z̄ + (a− L)z̄ + σ + κ, x ∈ Ω, t > 0,

z̄|∂Ω = 0, z̄|t=0 = z0.
(80)

If σ ≡ 0 and κ ≡ 0, then the system (80) is stable for a large
enough injection gain L. If Ω = (0, 1), the error σ 6≡ 0 can
be bounded using Wirtinger’s inequality, which was used
in [52] to prove the stability of (80) for large L and N . The
following inequality can be used to bound the error σ in the
case of Ω = (0, 1)2. This lemma refines [103, Lemma 4.1].

Lemma 12 ( [183]) Let f ∈ H2((0, l)2;R), f(0, 0) = 0.
Then

‖f‖2L2
≤ 1

α1

(
2l

π

)2 ∥
∥
∥
∥

∂f

∂x1

∥
∥
∥
∥

2

L2

+
1

α2

(
2l

π

)2 ∥
∥
∥
∥

∂f

∂x2

∥
∥
∥
∥

2

L2

+
1

α3

(
2l

π

)4 ∥
∥
∥
∥

∂2f

∂x1∂x2

∥
∥
∥
∥

2

L2

(81)

for any positive α1, α2, α3 such that α1 + α2 + α3 = 1.

Corollary 1 Let f ∈ H2((0, l)2;R), f(0, 0) = 0, η > 0.
Then

η‖f‖2L2
≤ λ1

(
2l

π

)2 ∥
∥
∥
∥

∂f

∂x1

∥
∥
∥
∥

2

L2

+ λ2

(
2l

π

)2 ∥
∥
∥
∥

∂f

∂x2

∥
∥
∥
∥

2

L2

+ λ3

(
2l

π

)4 ∥
∥
∥
∥

∂2f

∂x1∂x2

∥
∥
∥
∥

2

L2

(82)

for any λ1, λ2, λ3 satisfying

diag λ1, λ2, λ3 ≥ η
[
1 1 1
1 1 1
1 1 1

]

. (83)

By the mean value theorem (this idea comes from [223]),
∫

Ωi

ci(ξ)z̄(ξ, t) dξ = z̄(xi(t), t),

where xi(t) belongs to the convex hull of the support of
ci for t ≥ 0 and i = 1, . . . , N . Each rectangle cornered at

xi ∈ supp ci and lying in Ωi (see Fig. 10) has sides smaller
than

l = max
i=1,...,N

max
ω∈∂Ωi

d∈supp ci

|ω − d|∞. (84)

Applying Corollary 1 to σ defined in (79) on each of such
rectangles and summing over them, we obtain

0 ≤ −η
‖σ‖2L2

L2
+ λ1

(
2l

π

)2

‖z̄x1
‖2L2

+ λ2

(
2l

π

)2

‖z̄x2
‖2L2

+ λ3

(
2l

π

)4

‖z̄x1x2
‖2L2

(85)

with η > 0, λ1, λ2, λ3 satisfying (83). The positive terms
in (85) can be made arbitrarily small by reducing l, i.e.,
by increasing the number of sensors N . In order to com-
pensate the second order derivative, one has to consider
V = ‖z̄‖2L2

+ p‖z̄x‖2L2
.

The error due to sampling κ is compensated by the
Wirtinger-based term

Vκ = pκe
2αh

∫ t

tk

e−2α(t−s)‖κs(·, s)‖2L2
ds

−ν

∫ t

tk

e−2α(t−s)‖κ(·, s)‖2L2
ds,

which gives

V̇κ + 2αVκ=max
i

‖ci‖L∞
h2e2αhp̃κ

∫

Ω

z̄2t (ξ, t) dξ

− ν‖κ(·, t)‖2L2
.

Note that the coefficient maxi ‖ci‖L∞
h2 makes this ap-

proach inapplicable to ci = δ. Moreover, if ε from (75) gets
smaller (i.e., maxi ‖ci‖L∞

gets bigger), then the maximum
allowable sampling h decreases. The LMI-based conver-
gence conditions combining the above ideas can be found
in [183].

If Ω = (0, 1)3, an upper bound for σ similar to (85) can be
derived. This bound will involve the 3rd order space deriva-
tive, which we do not know how to compensate. Thus, it
is not clear how to extend the proposed method to 3D do-
mains.

7 Conclusions and Suggestions for Further Re-
search

This paper has presented fundamental network-induced
issues in NCSs and the main approaches to the modelling
of NCSs: discrete-time modeling approach, impulsive sys-
tem approach and time-delay approach. Recent results
on time-delay approach to event-triggered control, mod-
elling and analysis of NCSs under scheduling protocols,
and networked control of distributed parameter systems
have been surveyed, respectively. This survey has mostly
focused on linear systems, where constructive LMI condi-
tions are available. Note that many of the presented ideas
can be extended to nonlinear systems (see e.g., [104]).
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Although a number of remarkable results on networked
control under communication constraints have been
achieved in the literature, the following problems are of
interest to future research:

• The time-delay approach has been utilized to the mod-
elling and analysis of NCSs under scheduling protocols
for the sensor nodes. How to include the consideration
of scheduling protocols for the actuator nodes is worthy
of further study.

• In [172], it is revealed that in general the network-
induced communication delay is modelled as a gamma
distribution model. By direct Lyapunov approach, sta-
bility analysis of linear continuous-time systems with
gamma-distributed delays [129,202] and linear discrete-
time systems with poisson-distributed delays [131] has
been studied. In network environments, how to include
gamma-distributed or poisson-distributed delays in the
model formulation of NCSs under scheduling protocols
is significant in theory and in practice.

• Due to the openness of the network, NCSs are more
vulnerable to malicious threats such as data tampering,
eavesdropping and interception. The issues of network
security have attracted ever-increasing attention in re-
cent years, see e.g., [?, 6, 29, 90, 147, 173] and the refer-
ences therein. It would be interesting to extend the cur-
rent frameworks on scheduling protocols to security con-
trol of NCSs.

• We have demonstrated that the time-delay approach can
be used to study the networked control of PDEs with
actuators modeled by shape functions. The analysis of
sampled-data control with point actuators is amore chal-
lenging problem. The solution may be to combine the
time-delay approach with the Fourier series.
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