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ABSTRACT. We show how recent existence results for pullback exponential at-
tractors can be applied to non-autonomous delay differential equations with
time-varying delays. Moreover, we derive explicit estimates for the fractal di-
mension of the attractors.

As a special case, autonomous delay differential equations are also discussed,
where our results improve previously obtained bounds for the fractal dimension
of exponential attractors.

1. Introduction. We prove the existence of pullback exponential attractors for
evolution processes generated by non-autonomous delay differential equations and
derive explicit estimates for their fractal dimension. More precisely, we consider
non-autonomous delay differential equations with a time-varying delay p of the
form

%x(t) = F(t,z(t — p(t))), t>s, (1)
rs=u€C, s € R,

where p : R — [0, 4] is continuous and h > 0. Here, C = C°([—h,0],R") denotes
the Banach space of continuous functions from [—h, 0] into R™ endowed with the
supremum norm

lgll = sup |g(t)], gecC.

te[—h,0]
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Moreover, if z € C°([—h,T];R") for some T > 0, we denote by x,, s € [0,T], the
function in C defined by

zs(0) = z(s +0), 0 € [—h,0].

Writing f(t,z;) = F(t,z(t — p(t))) problem (1) can be reformulated in an abstract
framework as

(t) = f(t, @), t>s,
s =u€C, s €R,

%Z‘

(2)

where we assume that the function f: R x C — R"™ is continuous and a bounded
map, i.e., it maps bounded sets into bounded sets. The abstract formulation in-
cludes a larger set of examples such as, e.g. integro-differential equations (see [1],
[2]), and our results can be extended to more general settings. However, in order
to simplify the presentation we restrict our analysis to problem (1).

Exponential attractors have been introduced by Eden, Foias, Nicolaenco and
Temam in the autonomous setting in [7]. An exponential attractor is a compact sub-
set of finite fractal dimension, that is positively invariant and attracts all bounded
subsets at an exponential rate. Due to the exponential rate of convergence, ex-
ponential attractors are more robust under perturbations than global attractors.
They contain the global attractor, and hence, proving that an exponential attractor
exists is one way of proving the existence and finite fractal dimension of the global
attractor.

The first existence proof for exponential attractors in [7] was formulated for semi-
groups in Hilbert spaces, it is non-constructive and based on the squeezing property.
An alternative method and explicit construction of exponential attractors for semi-
groups in Banach spaces was developed by Efendiev, Miranville and Zelik in [9]
using the so-called smoothing property of the semigroup. This latter approach has
more recently been extended for non-autonomous problems. In [9] non-autonomous
exponential attractors were constructed for discrete time evolution processes based
on the notion of uniform attractors. Subsequently, the method has been generalised
for continuous time processes applying the weaker concept of pullback attractors
(see [4], [5], [6], [12]).

While global attractors for delay differential equations have been extensively
studied, in both, the autonomous and non-autonomous case, the existence of expo-
nential attractors has only been shown for autonomous problems, namely, in [10]
for finite delays and in [13] for unbounded delays. We aim to address this problem
in the non-autonomous setting, which has not yet been considered so far.

The existence of global pullback attractors for non-autonomous delay differential
equations of the form (1) has first been established in [2], for more general settings
we refer to [1]. As in [2] we will distinguish two cases, namely, strongly dissipative
and weakly dissipative nonlinearities. We extend the results in [2] by showing that
not only the global pullback attractor, but also a pullback exponential attractor
for problem (1) exists (which implies the existence and finite fractal dimension
of the global pullback attractor). Moreover, we derive explicit estimates for the
fractal dimension. Our proofs are based on the general existence theorems for
pullback exponential attractors in [4], [5]. For applications with weakly dissipative
nonlinearities, we need to slightly generalise the main result in [4].
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In order to illustrate how the existence of exponential attractors can be shown
based on the smoothing property we first analyse autonomous problems. We gener-
alise the results in [10], where autonomous scalar delay differential equations with
finite delays were considered, and improve previously obtained estimates for the
fractal dimension of exponential attractors.

The outline of our paper is as follows: In Section 2 we recall basic notions and
results from the theory of infinite dimensional dynamical systems and introduce the
notion of exponential attractors, in the autonomous and non-autonomous setting.
In Section 3, we prove the existence of exponential attractors for autonomous de-
lay differential equations. Section 4 contains our main results. We first recall and
slightly generalise previous existence results for pullback exponential attractors and
subsequently, we apply them to non-autonomous delay differential equations with
time varying delays. Hereby, the cases of weakly and strongly dissipative nonlin-
earities are distinguished.

2. Preliminaries. In this section, we collect several basic notions from the theory
of infinite dimensional dynamical systems that we will need in the sequel and recall
the notion of exponential attractors. First, we address the autonomous setting
and subsequently, we formulate the corresponding concepts in the non-autonomous
framework.

In this section, X will always denote a Banach space with norm || - ||.

2.1. Semigroups and attractors in the autonomous setting.

Definition 2.1. The family of operators S(t) : X — X, ¢t > 0, is called a semi-
group if it satisfies the following properties:

S(t)oS(s) =8(s+1), Vt, s > 0,
S(0) = 1d,
(t,x) — S(t)z is continuous,

where Id denotes the identity in X and o the composition of operators.

Definition 2.2. A subset A C X is the global attractor for the semigroup
S(t),t >0, if

e A is nonempty and compact,
e A is strictly invariant, i.e.,

S(t)A = A, Ve > 0,
e and it attracts all bounded subsets of X, i.e., for every bounded D C X
tliglo distg (S(t)D, A) =0,
where distg (-, -) denotes the Hausdorff semi-distance in X, i.e.
disty (A, B) = 21612 blglfa |la — b]|.

For the proof of the following existence result for global attractors we refer to
[3], Corollary 2.13.
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Theorem 2.3. Let S(t) : X — X, t > 0, be a semigroup in X. Then, the semigroup
possesses a global attractor A if and only if there exists a compact subset K that
attracts all bounded subsets of X. Moreover, in this case A = w(K), where

w(K) = ﬂ U S(r)K

s>0r>s
denotes the w-limit set of K.

Exponential attractors are compact subsets of finite fractal dimension that con-
tain the global attractor and attract all bounded subsets at an exponential rate.

Definition 2.4. A subset M C X is called an exponential attractor for the
semigroup S(t),t > 0, if

e M is nonempty and compact,

° dimf (M) < 00,

e M is positively invariant, i.e.,

S(t)M C M, t>0,
e and there exists a constant w > 0 such that for every bounded set D C X
tlggo e“!disty (S(t)D, M) = 0.
We recall that the fractal dimension of a precompact subset A C X is defined as

n X
) =ty 2O )

)

where NX(A) denotes the minimal number of e-balls in X with centres in A needed
to cover A.

Remark 1. It immediately follows from Theorem 2.3 that, if an exponential at-
tractor M for the semigroup S(t),t > 0, exists then, there also exists the global
attractor A,

A=wM)cC M,

and the fractal dimension of A is finite.

2.2. Evolution processes and pullback attractors. The solutions of non-auto-
nomous problems do not only depend on the elapsed time after starting, but also on
the initial time. Hence, to describe the time evolution of non-autonomous dynamical
systems a two-parameter family of operators is required.

Definition 2.5. Let ¢,s,7 € R. The two-parameter family of operators U(t,s) :
X — X,t > s, is called an evolution process in X if it satisfies the following
properties:

U(t,s)oU(s,r)=Ul(t,r), vVt > s>,
Ut t) = 1d, Vt € R,
(t,s,2) — U(t,s)x is continuous.

Different concepts have been proposed to extend the notion of autonomous global
attractors for evolution processes. Here, we consider the pullback approach.

Definition 2.6. Let U(t, s),t > s, be an evolution process in X. A family of non-
autonomous sets A = {A(t)|t € R} is said to be the global pullback attractor
for U if it satisfies the following properties:
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A(t) C X is non-empty and compact for all ¢t € R,
A is strictly invariant, i.e.

U(t,s)A(s) = At) vVt > s, s €R,

A pullback attracts all bounded sets, i.e. for every bounded subset D C X
and t € R,

lim distz (U(t, ¢ — s)D, A(t)) = 0,

S5— 00
and A is minimal within the families of closed subsets that pullback attract
all bounded subsets of X.

Next, we recall the generalisation of Theorem 2.3 for non-autonomous problems
(see [3], Theorem 2.12).

Theorem 2.7. Let U(t,s),t > s, be an evolution process in X. Then, the evolu-
tion process possesses a global pullback attractor if and only if there exists a family
of compact subsets {K (t)|t € R} that pullback attracts all bounded subsets of X.
Moreover, in this case

At)= |J wDt)cK®), teR,
DC X bounded
where
w(D,t) = JU(t.s)D
r<ts<r

denotes the w-limit set of D at time t.

Definition 2.8. Let U(t,s),t > s, be an evolution process in X. The family of
non-empty compact subsets M = {M(t)|t € R} is called a pullback exponential
attractor for the evolution process U if

e M is positively invariant, i.e.
U(t,s)M(s) € M(t) vVt > s,
e the fractal dimension of the sections M(t),t € R, is uniformly bounded,

igng{dimf(/w(t))} < 00,

e and M exponentially pullback attracts all bounded sets, i.e. there exists a
constant w > 0 such that for every bounded subset D C X and every t € R

lim e“*disty (U(t,t — s)D, M(t)) = 0.

8— 00
Remark 2. An immediate consequence of Theorem 2.7 is that, if a pullback expo-
nential attractor M for an evolution process exists, then there also exists the global
pullback attractor A,

A(t) € M(t) vVt € R,

and the fractal dimension of the sections of A is uniformly bounded.

3. Autonomous case. In this section, we show the existence of exponential at-
tractors for autonomous delay differential equations. The proof is based on the
construction of exponential attractors using the smoothing property in [9] (see also
[15]).
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3.1. A general existence result for exponential attractors. The following
theorem yields sufficient conditions for the existence of exponential attractors. More
general results are available (e.g., see [9], [15]), but this version suffices when con-
sidering delay differential equations with a finite delay.

Theorem 3.1. Let S(t),t > 0, be a semigroup in a Banach space W. We assume
that the following properties hold:

(Ho) There exists another Banach space V' such that the embedding V —— W is
dense and compact.
(Hy) There exists a bounded absorbing set B C W.

(Hs2) The semigroup satisfies the smoothing property in B, i.e., there exist positive
constants t and k such that

1S(H)u — SE)|lv < kllu—v||w Yu,v € B.

(H3) The semigroup S(t),t > 0, is Holder continuous in time within the interval
[t,2t], i.e.

ISt u — S(s)ullw < clt —s|® Yu € B, t,s € [t,21],

for some constants ¢ > 0 and o € (0,1].

Then, for every v € (0, %) there exists an exponential attractor MY in W, and
its fractal dimension is bounded by

. , 1
dim(M") <log 1 (NgV(BY(O))) +
Proof. See [15], Theorem 3.6. O

We remark that, without loss of generality, one can assume that the absorbing
set is positively invariant (see [15]).

3.2. Autonomous delay differential equations. We show that Theorem 3.1
can easily be applied to autonomous delay differential equations with a constant,
finite delay. Let A > 0 and C = C°([—h,0];R"™) be the Banach space of uniformly
continuous functions equipped with the supremum norm

Julle = sup {Ju(t)]}, weC.
te[—h,0]

Moreover, if x € C°([—h, T];R") for some T' > 0, we denote by x4, s € [0,7T], the
function in C defined by

z5(0) = x(s +6), 0 € [~h,0].
We consider the delay differential equation

() = f(z(t = h)),  t>0,

To = U, u € C,

dt” (3)

where the nonlinearity f : R™ — R™ is globally Lipschitz continuous, i.e. there
exists a constant L > 0 such that

|f(z) = f(y)| < Llz —yl, Va,y € R™. (4)

Here, we denote by |- | the norm in R™.
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Under these assumptions for any u € C there exists a unique solution z(-;u) of
problem (3), which is defined for all times ¢ > 0 and satisfies z; € C (e.g., see [14],
Section 3.3). The associated semigroup S(t) : C — C,t > 0, is defined by

St)u = z¢(5u) = z(- + t;u), u€C.

By a different approach the existence of exponential attractors for autonomous
delay differential equations has previously been proved in [10] in case of finite delays,
and in [13] for equations with an infinite delay. For problems with a finite delay we
show that such results can easily be deduced from Theorem 3.1.

Theorem 3.2. We assume that there exists a bounded absorbing set B for the
semigroup S(t),t >0, in C, and [ satisfies (4).

Then, for every v € (0,%) there exists an exponential attractor MY, and its
fractal dimension is bounded by

dim(M") < log 1 (Ng (Bfl(()))) +1,
where k = 1+ L(1 + h) and C' = CY([—h,0]) denotes the space of continuously
differentiable functions equipped with the norm
luller = sup {Ju(@®)| + [/ O} = llulle + [w'lle, — uwec.
te[—h,0]
Proof. (i) Smoothing property (Hz): Let u,v € B and S(t)u = z1(- + t;u),

S(t)v = zo(- +t;v), t > 0, denote the corresponding solutions of (3). We will prove
the smoothing property for t = h. To this end we observe that

[1S(h)u — S(R)v[cr
= llz1(- + hsu) — @2(- + h;v)|ler
= [lz1(- + hyw) — z2(- + Ay v)le + |21 (- + hsw) — 25(- + s v)) e
If ¢ € [—h, 0], then integrating the equation (3) from 0 to ¢ + h yields
|21 (t + hiu) — z2(t + hs v))|

< Lo (05 ) — 2(0;0)| + / flen(ss) = flaa(sio)lds

<|lu—wvll¢c+ L/th |1 (s;u) — wa(s;v)|ds
< lu —vlle + Lhflu = vllc = (1 + Lh)[u = vllc.
Hence, taking the supremum over ¢ € [—h, 0] it follows that
[1S(h)u = S(h)vlle = [[o1(- + h;u) — z2(- + h;v)lle < (14 Lh)[u—vlle.  (5)
Moreover, if t € [—h, 0], then (3) implies that
|24 (¢ + s ) — 25t + hiv)| < [f(21(tu) = flaz(t;0))]
< Llzy (tu) — z2(t;v)| < Ljlu — v||e,
and, taking the supremum over ¢ € [—h, 0] we obtain
[ (- + s ) = 25(- + B3 v)[le < Llju = vlle- (6)
Summing up the estimates (5) and (6) yields the smoothing property with ¢ = h,
1S(h)u— S(h)vller < (1 + L+ Lh)|lu —v|c.
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(ii) Lipschitz continuity in time (Hj): First, observe that w.l.o.g. we can
assume that B is positively invariant. Indeed, if necessary we replace B by the set
B = U,>rp, S(t)B, where T denotes the absorbing time corresponding to the set
B. B
We prove that the semigroup is Lipschitz continuous in time within the interval
[h, 2h]. To this end let s,t € [0,h],t > s, and u € B. We denote the corresponding
solution of (3) by z(-;u) = S(t)u,t > 0, and observe that
IS(h+t)yu — S(h+ s)ullc = ||[z(- + A+ t;u) — (- + h + s;u)]c
= sup {|lz(r+h+tu)—z(r+h+su)l}
TE€[—h,0]
= sup {|x(7 +tu) —x(r + s;u)|}.
T€[0,h]

If 7 € [0, ], then 7 +t,7 + s € [0,2h], and (3) implies that
T4+t T+t
2+ tyw) = a(r + s5u)| = | / 2 (r)dr| = | / Falr = n))dr]
T+s T+s

T+t
é/ [f(x(r—h)ldr <[t —s| sup  {[f(z(r—h))}

+s re[r+s,7+t]

<ft—s| sup {[f(x(r)]} < CJt - s,
r&[—h,h]

for some constant C' > 0. Here, we used the positive invariance and boundedness

of B and the continuity of f. Hence, taking the supremum over T € [0, k] in the

above estimate it follows that

|S(h+t)u — S(h+ s)ullc < CJt — ],

for all ¢, s € [0, h], which shows (H3) with a = 1.

(iii) Existence of the exponential attractor: The hypotheses of Theorem 3.1
are satisfied. Consequently, for every v € (0, %) there exists an exponential attractor
MY in C for the semigroup S, and its fractal dimension is bounded by

dimy(M”) <logy (NE(BS (0))) +1,
where Kk =1+ L + Lh. -

In the scalar case, using known estimates for the entropy numbers of the em-
bedding C' < C we can derive an explicit estimate for the fractal dimension of
the exponential attractor in Theorem 3.2. Moreover, we can determine the optimal
value v that minimises the bound for the fractal dimension. Theorem 3.3 improves
the estimate for the fractal dimension of the exponential attractor obtained in [10]
(Theorem 3.2).

Remark 3. We recall that for scalar equations the entropy numbers of the em-

bedding C! — C are explicitly known, which yields an estimate for the growth of
1

NE(BS (0)). In fact, there exists a positive constant ¢ such that

log, (NE(BS'(0)) < e (")

(see [8], Section 3.3).
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Theorem 3.3. Let the hypotheses of Theorem 3.2 be satisfied and letn = 1. Then,
there exists an exponential attractor M such that its fractal dimension is bounded

by
dims(M) < cln(4)e(1+ L+ Lh) + 1,

where c is the constant in (7).

Proof. By Theorem 3.2 for every v € (0, 3) there exists an exponential attractor
MY and its fractal dimension is bounded by

dim s (M") < log 1 (N%(Bfl(o))) 1= +1

1

< cnln(?)ﬁ +1=2édv)+1,
2v

where we used (7), and k =1+ L + Lh. We observe that

lim d(v) = lim d(v) = oo,
v—0 1

v 3
and d attains its minimum in (0, 1) for vy = 5. Inserting vy in the estimate above
yields the bound for the fractal dimension stated in the theorem. O

4. Non-autonomous case. In this section, we prove the existence of pullback
exponential attractors for non-autonomous delay differential equations with time
varying delay of the form (1). As in [2], [3] we will distinguish two cases, namely,
weakly and strongly dissipative nonlinearities.

4.1. General existence theorems for pullback exponential attractors. We
recall existence results for pullback exponential attractors for non-autonomous evo-
lutions processes. As in the autonomous setting, we present particular versions that
suffice for applications to delay differential equations and refer for more general re-
sults to [4], [5], [15].

Different from Theorem 3.1, in the non-autonomous setting the Hélder continuity
in time (H3) can be omitted, and only the Lipschitz continuity w.r.t. the phase space
is needed (cf. (As) below). The first existence result is formulated for evolution
processes that are strongly bounded dissipative, i.e., it is assumed that a fixed
bounded uniformly pullback absorbing set exists.

Theorem 4.1. Let U(t,s),t > s, be an evolution process in a Banach space W.
Moreover, we assume that for some tg € R the following properties are satisfied:

(Ao) Let V' be another Banach space such that the embedding V —— W is dense
and compact.

(A1) There exists a bounded set B C W that pullback absorbs all bounded sets at
times t < tg, i.e. for every bounded set D C W there exists Tp > 0 such that

UJutt-s9)pcB  vs>Tp.
t<to

(A2) The evolution process U(t,s),t > s, salisfies the smoothing property in B, i.e.
there exist positive constants t > 0 and k such that

U@t —tu—Ut,t —tv|v < kllu—vllw  Yu,v € B,t<t.
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(A3) The evolution process U(t,s),t > s, is Lipschitz continuous in B, i.e. for all
teR, t—t<s<t, there exists Ly ¢ > 0 such that

U, s)u —U(t, s)v|lw < Ly s||lu—vl|w Yu,v € B.

Then, for every v € (0, %) there exists a pullback exponential attractor MY in
W, and the fractal dimension of its section is bounded by

dim (M (1)) < log 1 (NgV(Blv (0))) vt € R.

Proof. See Theorem 3.4 and Remark 3 in [4]. Moreover, it can be observed from
the proofs, that it suffices to assume properties (A1) and (As) for all ¢t < ¢y (see
also [6]). In this case, the construction of the pullback exponential attractor is valid
for all ¢ < ty. Then, using the Lipschitz continuity of the process (As), the sections
MY (t) for t > to can be defined as MY (t) = U(t,t9) MY (to). O

Corollary 1. Let U(t,s),t > s, be an evolution process in a Banach space W. If the
hypotheses (Ag), (A1) and (Az) are satisfied, then the evolution process U(t,s),t > s,
possesses a global pullback attractor, and the fractal dimension of its sections is
bounded by

i < i Y (BY .
dimy(A(t)) < uel(%f%) { log 1 (N; (By (0)))} vVt e R
Proof. See Theorem 3.4 in [4] and the proof of Theorem 3.1 in [5]. Moreover, it can
be observed from the proofs, that it suffices to assume properties (A4;)—(Az) for all
t < to. O

Next, we recall a more general existence theorem allowing that the pullback
exponential attractor is unbounded in the past. More precisely, assumption (A;)
can be relaxed, and the fixed bounded pullback absorbing set B be replaced by a
time-dependent family of absorbing sets B = {B(t)}:cr with certain properties.

The following theorem slightly generalises Theorem 3.4 in [4]. In particular, the
hypotheses (A;) and (A,) are only required for ¢ < to (not for all ¢ € R) and the
positive invariance of the absorbing sets is only assumed for discrete time steps.
Both generalisations are essential when we apply the result to prove the existence
of pullback exponential attractors for non-autonomous delay differential equations
with weakly dissipative nonlinearities.

Theorem 4.2. Let U(t,s),t > s, be an evolution process in a Banach space W and
(Ao) be satisfied. Moreover, we assume that for some tg € R the following properties
hold:

(A1) There exists a family of bounded pullback absorbing sets B = {B(t)}ser in W,
i.e. for every bounded set D C W and t < tg, there exists Tp > 0 such that

U(s,s —r)D C B(s) Vr>Tpy, s <t.
Moreover, there exists t > 0 such that
Ut,t—1)B(t—1t) C B(t)  Vt<to,

and the diameter of the family of absorbing sets B = {B(t) }ter grows at most
sub-exponentially in the past, i.e.

, lim diam(B(t))e”" =0 Yy > 0.
——0c0
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(;12) The evolution process U(t,s),t > s, salisfies the smoothing property in B, i.e.
there exist a positive constant k such that

U@, t—t)u—U(t,t —t)v|lv < kllu—vllw  Yu,v € B(t—1), t < to.

(;13) The evolution process U(t,s),t > s, is Lipschitz continuous in B, i.e. for all
teR, t <s<t+t, there exists Ly > 0 such that

U (s, t)u — U(s, t)v|lw < Lsllu —v|lw Yu,v € B(t).

Then, for every v € (0, %) there exists a pullback exponential attractor MY in W,
and the fractal dimension of its sections is bounded by

dim (M (1)) < log 1 (NgV(BlV (0))) vt € R.

Proof. See Theorem 3.4 in [4]. It can be observed from the proof, that it suffices
to assume properties (A;) and (Ay) for all ¢ < ¢y (see also [6]). Moreover, the
positive invariance of the family of pullback absorbing sets is only used to construct
the pullback exponential attractor for discrete time evolution processes. Hence, it
is sufficient to impose the positive invariance for discrete time steps. Under these
assumptions the construction of the pullback exponential attractor in [4] is valid for
all t < tg. Then, using the Lipschitz continuity of the evolution process (/ng), the
sections M (t) for t > to can be defined as M"(t) = U(¢,to)M" (to). O

4.2. Non-autonomous delay differential equations with time varying de-
lay. Finally, we consider the non-autonomous delay differential equation with a
time varying delay (1),

Loty = F(talt— o), >,

rs=u€C, s € R,

where p : R — [0, h] is continuous. We recall that writing f (¢, z;) = F (¢, z(t —p(t)))
problem (1) can be reformulated in an abstract framework as (2),

d

ix(t) = f(t, ), t>s,

s =u€C, s eR.

We suppose that f : R x C — R" is continuous and a bounded map, i.e. it maps
bounded sets into bounded sets. Under these assumptions, for every (s,u) € R x C
there exists a unique solution z(-;s,u) of (2) defined on the maximal interval of
existence [s, o . ), Where oz, > s+ h (see [11], [1]). Moreover, either o, = 00, or
the solution blows up in finite time (see [14], Section 3.3). In the sequel, we assume
that as, = oo, and denote by U(t,s) : C — C,t > s, the generated evolution
process, i.e.

U(t,s)u = x(+; 8,u), (s,u) e R xC.

In the sequel, as in [2], [3] we distinguish the cases of weakly and strongly dis-
sipative nonlinearities. If f is strongly dissipative, the existence of exponential
attractors can be deduced from Theorem 4.1, while for weakly dissipative nonlin-
earities we need the generalized existence result stated in Theorem 4.2.
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4.3. The case of strong dissipativity. The nonlinearity f and delay function p
are assumed to satisfy the following hypotheses:

e We suppose that F': R x R” — R™ in (1) is uniformly Lipschitz continuous
w.r.t. the second variable, i.e., there exists a positive constant L such that

[F(t,e) ~ F(t,y)| < Llz—y| vt e R,y cR™ (8)

e The function f : R x C — R™ in (2) is strongly dissipative, i.e., there exists
positive constants « and f such that

(f(t.0),0(0) < —alp(0)> + 5 Vo € B(R)C, (9)
where (-, -) denotes the scalar product in R™ and
®(h)C ={p €Clp=U(s+ h,s)y for some s € R,¢p € C}

is the set of functions in C that are realisable as solutions after time h.
e The delay function p is continuously differentiable and satisfies

pPt)<p" <1 VteR, (10)

for some constant p* < 1.

Under the assumptions (8) and (9) it was proven in [2] that there exists a fixed,
bounded uniformly pullback absorbing set for the evolution process U (t,s),t > s,
and hence, the existence of the global attractor follows (see also [3], Chapter 10).
Here, we show the existence of an exponential attractor which, in particular, implies
the (existence and) finite dimensionality of the global attractor. To this end we
additionally need the hypothesis (10).

Theorem 4.3. Let U(t, s),t > s, be the evolution process in C generated by problem
(2), and assume that (8) and (9) are satisfied.

Then, for every v € (0, %) there exist a pullback exponential attractor for U(t, s),
t > s, in C, and its fractal dimension is bounded by

dim; (M?) < log . (NE(BS' (0))) +1,

1
it is contained in the pullback exponential attractor MY, and its fractal dimension
1s finite.

where k = (1+ L) (1 + f';) eToow Moreover, the global pullback attractor exists,

Proof. We verify the hypotheses of Theorem 4.1 for the spaces W = C and V = C'.
Certainly, (Ap) is satisfied due to the compact embedding C! < C,
(i) Uniformly pullback absorbing set (A4;): In [2] it was shown that at every
time t € R the set

By = {uGC:HuH §1+§}
is uniformly pullback absorbing every bounded subset D C C. Moreover, if D is a
bounded subset and d > 0 such that ||¢|| < d for all ¢ € D, then, the absorbing
time corresponding to D is given by Tp = ﬁ log(de?P"), which is independent of ¢.
This proves hypothesis (A;1).
(ii) Smoothing property (A4s): We show the smoothing property with respect
to the spaces C and C! for ¢ = h.
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Let s € R, u,v € By and z1(t) = x1(t;u, s) = U(t, s)u and x2(t) = x2(t;v,8) =

U(t,s)v, t > s, denote the corresponding solutions of (2). By assumption (8) it
follows that

|z1(t) — 22(t)]

=lu(s) —v(s)| + / ’F(T,xl(r — p(T))) — F(T, xo(T — p(T))) ’dT
QW*MM+L/|MU*PUD*@ﬁ*PUMW

<Ju—=vlle +

t—p(t)
[ o)~ aa(olas

L=p* Jsp(s)

gm—vc+1fﬁ(A:xm@—uwww+Ltmwwﬂmwdﬁ

)+Lﬂuw—uwmm

where we applied the change of variables ¢ = 7 — p(7) and used the assumption
(10). Hence, Gronwall’s lemma implies that

Lh Lo
|m@>ua>é(1*1_m)el““ N = vlle.

Let now 6 € [—h,0] and ¢t = s + h + 6. Then, using this estimate and taking the
supremum over 6 € [—h, 0] we obtain

Lh
<JJu—=wvlle {1+
1—p*

Lh \ _zn
lz1(s+h+-)—23(s+h+)|c < (1+1_p*>6152* u—vlle.  (11)

On the other hand, we observe that
|75 (s +h+0)—x5(s+h+0)|
<|F(s+h+0,21(s+h+0—p(s+h+0)))
—F(s+h+0,z2(s+h+0—p(s+h+90))|
< Llzi(s+h+0—p(s+h+0)—xa(s+h+60—p(s+h+0))

<L sup {|x1(s+7)fz2(s+7)|}
TE[—h,h]

< L(Jlu=vlle + llaa(s + A +-) = 2a(s + b +)llc)

Lh
< L(1—|— )Jfﬁ* u —vlc.
L—p

*

Taking the supremum over 6 € [—h, 0] it follows that

Lh Lh_
|25 (s + h+-) —ah(s+h+ e < L (1 + 1_/)*) e u—vle.  (12)

Finally, summing up the inequalities (11) and (12) we obtain
U(s+ h,s)u—U(s+ h,s)v|ct = ||lz1(s+h+-) —za(s+h+)|c

Lh L
<(1+1L) <1+ 1_p*>el”p*

u—vlc = rlu—-wvle,
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which proves the smoothing property with ¢ = h and

L Lh
m:(l—&—L)(l—i— h >elp*.

1—p*
(iii) Lipschitz continuity (Aj) : The Lipschitz continuity follows from the first
estimate in (ii). In fact, we obtain

1U(E, s)u = U(t; s)ollc = [lza(t+ ) = z2(t + )l
Lh
< (2+ ) eT =)y — v]le.
1—p*

(iv) Existence of the pullback exponential attractor: The existence of a
pullback exponential attractor and the estimate for its fractal dimension is an im-
mediate consequence of Theorem 4.1. O

As in the autonomous case, for scalar equations we can use known estimates for
the entropy numbers of the embedding C' < C to derive an explicit estimate for
the fractal dimension and determine the optimal value of v in Theorem 4.3.

Theorem 4.4. Let the hypotheses of Theorem /.3 be satisfied and let n = 1. Then,
there exists a pullback exponential attractor M such that its fractal dimension is
bounded by

dims(M) < cln(4)e(1+ L) (1 + 1th*) eT=F

where ¢ is the constant in (7).

Proof. Following the arguments in the proof of Theorem 3.3, the optimal bound for
the fractal dimension immediately follows from Theorem 4.3. O

4.4. The case of weak dissipativity. Finally, we prove the existence of pullback
exponential attractors in the case of weakly dissipative nonlinearities, in particular,
neither the disspativity condition nor the Lipschitz continuity are assumed to be
uniform in time.

e We suppose that F' : R x R” — R™ in (1) is Lipschitz continuous locally in
time, i.e., there exist a continuous function m; : R — (0, c0) such that

|F(t,x) — F(t,y)| < mi(t)|x —y| Vie R, z,y € R (13)

e The function f : R x C — R™ in (2) is weakly dissipative, i.e., there exists a
positive constant o and a continuous function msy : R — (0, 00) such that

(f(t.),6(0)) < (—a+mi(t))[6(0)]* +ma(t) Vo€ B(h)C,t €R. (14)

e The function ms is non-decreasing and my, ms satisfy the integrability condi-
tions

t t
/ m1(s)ds < oo, / e**ma(s)ds < oo Ve >0, teR. (15)
— 00 —00

Under these hypotheses the existence of the global pullback attractor has been
shown in [2], where it was not assumed that the function ms is non-decreasing. As
the assumption on the delay function (10), this is an additional property that we
need to prove the existence of a pullback exponential attractor, in particular, for
showing the positive invariance of the family of pullback absorbing sets.
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Theorem 4.5. Let U(t,s),t > s, be the evolution process generated by problem
(2). We assume that the hypotheses (13), (14) and (15) are satisfied and the delay
function fulfills condition (10).

Then, there exist a pullback exponential attractor for U(t,s),t > s, in C. More-
over, the global pullback attractor exists, it is contained in the pullback exponential
attractor, and its fractal dimension is finite. The bound on the fractal dimension is
determined by my, p* and the entropy properties of the embedding C* — C.

Proof. We verify the hypotheses of Theorem 4.2 for the spaces W = C and V = C'.
Certainly, (Ap) is satisfied due to the compact embedding C! <+ C.
(i) Existence of a family of pullback absorbing sets (4;): Let 1) € C be
given initial data, 8 € [—h,0], 7 > h and z(-;¢,t — 7) denote the solution of (2)
with z;_, = ¢. Taking the inner product of (2) with 2 and using the dissipativity
assumption (14) we observe that

1d

5 7 PO < (ot ma(®)|z @) +ma (),

and hence, Gronwall’s lemma implies that

|t +6)|?
t+6
< |[|Zeh T ~2atzmatnar 2/ (P! e 2m @)t g,
t—T1
t+0
< ”w”%6—2a7—62ah+2 St ma(r)dr + 2/ m2(r)6—2a(t+67r)+2 It m1(§)d6dr
t—1

t
< ”,w”2672a762ah+2M1(t)+262M1(t)+2ah/ 672a(t7r)m2(r)d7,’

where M;(t) = fioo mq(r)dr. Consequently, if we set

t
Tz(t) _ e2M1(t) + 2€2M1(t)+2ah/ ef2oc(tfr)m2(r)d7,

— 00

it is clear that the family B€(0,r(t)),t € R, is pullback absorbing all bounded
subsets of C, and the growth of r(t) as ¢ — —oo is subexponential. Moreover, if
D C C is a bounded set and d > 0 such that ||| < d for all ) € D, then the
corresponding absorbing time is

1
20
which is independent of ¢t € R. Next, we show the positive invariance for discrete

time steps. Let s € R, ¢ € BC(0,7(s)) and z be the solution of (2) with z, = 1.
Moreover, let 6 € [—h,0] and t > s + h. Using the above estimate we observe that

Tp log(d®e*™),

Ja(t + 6)?

IN

t+6
||,(/}H2€—2a(t+9—s)+f;+6 2mq (r)dr +2 / mo (,’,)e—Qa(t+0—T')+f:+9 2mq (f)d&d,’,
s

IN

(62M1(s)+262ah+2M1(s) /S

— 00

672(1(377”)7’7’),2 (’I")d’/‘) 672o¢(t+075)+f;+9 2m (r)dr
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10 ,
+ 2/ 7712(7")672‘)‘(”94”[:+ 2ma (€)dE .

_ 62M1 (s)+f:+9 2mq (r)dr—2a(t+0—s)

+ 2€2ah+2M1(s)+fst+9 2m1 (r)dr /S e—2a(s—r+t+9—s)m2 (T)d?"

— 0o

t+6 )
+2 / Mg (r)e 20 (H0 =)+ [0 2ma ()dE g,

< 62M1(t)72a(t+97s)+2€2o¢h+2M1(t) /S 672a(t+077‘)m2(7')d7"

— 00

t+6 o
+2 / s (r)e 2 HO-TIE [ 2ma €1 g

€2M1 (t) + 262ah+2M1(t) / e—2a(t+9—r)m2 (T)d’f

— 00

t+6
+ 262M1(t)/ mg(r)e_2a(t+9_T)dr

IN

t+6
62M1(t) + 262M1(t)+204h / e—2a(t+9—r)m2 (T)d’l‘.

— 00

IN

Finally, using the change of variables 7 = r — # leads to

t
|x(t+9)|2 < 62]\/11(16) + 262M1(t)+2ah/ 672a(t7'7‘)7nQ(f+ G)df

t
< 621\/[1(t) + 262M1(t)+20‘h/ efza(tfr)mg(r)dr,

where, in the last step, we used that ms is non-decreasing. Taking the supremum
over 0 € [—h,0] and setting t = s + h it follows that

lo(s + R+l < r2(s + h),

which shows that the family of absorbing sets is positively invariant for discrete
time steps t = h.

(ii) Smoothing property (22): Let s € R, u,v € B(s) and z1(t;u,s) and
xa(t;u,s), t > s, denote the corresponding solutions of (2). In order to shorten
notations, in the sequel we write x1(t) = z1(t;u, s) and z2(t) = z2(t;v,8),t > s.
For the difference of 1 and x2 we obtain

U(s+ h,s)u—U(s+h,s)v|ct = ||z1(s+h+-) —xz2(s+h+ )|
=[lz1(s +h+:) —z2(s +h+-)llc + 23 (s +h+ ) —@5(s + h+)|c

To estimate the first term, we use hypothesis (H;) and (10). Let u(7) := 7 — p(7).
Then, p/ > 1 and hence, i as well as p~! are strictly increasing. Integrating the
equation (2) from s to ¢ we obtain

|1(2) — 22(t)]

< |lu—wvlle + / |F(T,x1(T — p(T))) — F(T, xo(T — p(T))) ’d’T
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<lu=ole+ [ m(@)an(r - p(r) - aalr - po)ldr

1 t—p(t) L

< flu=vle + 7 / mi(p~ (0))|z1(0) — x2(0)|do
TP Js—p(s)
1

1—p* (/;h mi (=t (0))z1(0) — xo(0)|do

< lu—vlle +

+ [ il Dins(o) ~ aa(o)ao)
< lu—=vle (1 +1 lp* /S m1(,u1(o*))do*>

o))|z1(o) — x2(0)|do,

where we applied the change of variables 0 = 7 — p(7) = u(7). Gronwall’s lemma
implies that

|71 (t) — 22(1)]

<Jlu vl (1 ;

/ ml(,ul(o'))d0'>el L [Lma(pT (U))da'.
s—h

Let now 6 € [—h,0]. Replacing t by s + h + 6 in the previous estimate and taking
the supremum over all § we obtain

1—p*

foa(o ) = s et lle < = vlle (14 = 0(0) ) P55, (1)

where ]le(s) = ff;h my(n=1(0))do.
On the other hand, we observe that
|2} (s +h+6) — x5(s + h+0)]
<|F(s+h+0,21(s+h+60—p(s+h+0)))
—F(s+h+6,22(s +h+0—p(s+h+0)))]|
mi(s+h+0)|zi(s+h+0—p(s+h+0)—xa(s+h+60—p(s+h+0))]

ﬁl() s[up {\xl s+T)—:1c2(s+T|}
TE€[—h,h

IN

IN

< Wi (3) (Jlu— vl + ||a:1(s Rt ) = mals + b+ o))
< W) (14 (14 12 B ) e O ol

where we used (16) in the last estimate and

M (s) = sup {mi(7) : 7 € (00,5 + hl}.
Taking the supremum over 6 € [—h, 0] it follows that

— M M ()
|2y (s +h+-) — 2h(s +h+ )| < Mi(s) <2+ - 1(p2> e

u—vlec.  (17)
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Finally, summing up the inequalities (16) and (17) we obtain
1U(s + h,s)u = Uls + h,s)oller = [ler(s + h+ ) —22(s + h+-)ler
M(s)\ e

e1-r"

< (1+ M) |2+ Ju—vlle = w(s)lu — vlle,

1—p*

which proves the smoothing property for ¢ = h.

(iii) Lipschitz continuity (As): The Lipschitz continuity follows from the first
step (ii).

(iv) Existence of the pullback exponential attractor: Let ty € R be arbitrary.
We observe that the constant in the smoothing property in part (ii) satisfies x(s) <
k(to) for all s < to. Hence, hypothesis (A,) is satisfied with # = h and s = k(t). The
Lipschitz continuity (gg) was shown in (ii), and the existence of a family of pullback
absorbing sets satisfying (;11) in (i). Consequently, all assumptions of Theorem 4.2
are fulfilled, which implies the existence of a pullback exponential attractor. O

Remark 4. In order to illustrate the ideas and simplify the presentation we as-
sumed that the nonlinearity in (2) does not explicitly depend on the current state
z(t), but only on the delayed term z(t — p(t)). As in [1], [2] the results can be
generalised to larger classes of nonlinearities and also to problems with unbounded
delays. This will be subject of future work.
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