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Abstract 

Travelling is part of every individual’s life today. Travelling has become part of people’s life goals. 

These travels range from short vacations to yearlong round the world trips. There are many reasons 

why people travel, most of which fall in the broader categories of either business or leisure. People 

have been travelling for ages and each day attempt to come up with better ways of planning. 

However, there are many issues that come up when travelling or planning to travel to new places. 

One of the major issues is not knowing which destinations fits them best and the most optimal 

route to use. As such most people end up going to popular destinations that are traditionally known. 

Most systems today are very good at guiding the user on what to do when they get to a certain 

destination but they do little in identifying the destinations in the first place. This study proposes 

a natural language processing model that takes in a user’s preferences in terms of factors such a 

budget and weather and returns a list of predicted destinations for that user. Natural Language 

Processing is carried out by training a neural network model that detects similarities based on word 

vectors.  The end result is a prediction of destinations suitable for a user based on their personal 

preferences. 

 

 

Keywords: Travelling, Destinations, Routes, Artificial Neural Networks, Natural Language 

Processing, Prediction 
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Chapter 1. Introduction 

1.1 Background  

 Travelling has become part of life today. People travel for different reasons such as 

business, education or leisure. In all cases, there is the need to plan ahead of time. There are many 

factors to consider such as season, weather, safety, budget and cost, and distance. Many people 

rely on online information and platforms such as google maps to plan their trips. However, this 

raises a question as to whether the recommended routes are the best for everyone. According to a 

research done by Ceikute et al as cited in Su, K. Zheng, B. Zheng, & Zhou (2013), there is major 

difference between popular routes and recommended routes. This means that existing systems still 

have a gap they have not filled. While these systems have continuously improved mapping of 

places by using tools such as satellite imagery, they have a general look out that does not always 

provide a user with the best options. This causes users to end up getting information from the 

numerous travel blogs and sites which often have conflicting information. 

 The main reason for this is that most recommendation systems in place today only use 

distance or time between two destinations which usually end up recommending either the fastest 

of the shortest routes (Chidlovskii, 2017). The recommendation systems are also very generic. 

They do not put in place dynamic factors based on personal preferences of travellers. Furthermore, 

most recommendations consider the actual road networks and geographical map (Su, K. Zheng, B. 

Zheng, & Zhou, 2013). Other popular travel websites either depend on other users’ reviews or 

historically common destinations (Seyidov and Adomaitiene, 2016). There is a clear need to 

provide a real time recommender algorithm that takes in dynamic factors as mentioned above and 

provides predictions based on a user’s personal preferences as opposed to a destination’s 

popularity. The real time data can be obtained using crowdsourcing algorithm. 

 The solution proposed in this study looks at dynamic factors. These factors are used to 

determine if the destination is viable at the time of travel despite the historical data. For instance, 

according to Mayaka and Prasad (2012), Kenya is a top tourism attraction. If a person interested 

in visiting Africa for its wildlife and game, Kenya is one of the top choices. This remained the 

same even in August to October 2017. During that period, there was a lot of political tension 

causing many people, residents and otherwise to live in fear. Even at that point, Kenya was still 

one of the most recommended tourism destinations in Africa. This recommendation clearly went 
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against one of the factors suggested in this research, security. Most tourists then sought for 

information from social media platforms in order to determine whether or not it was safe to visit 

the country. As much as social media sites may be informative, they are also filled with trolls and 

fake accounts created to spread false information and fear. The algorithm suggested in this research 

aims at using crowdsourcing data from relevant sources such as government websites to determine 

the environment in a certain destination. These sources include travel advisories sent out by various 

governments to warn their citizens against visiting some countries. 

 The factors considered are based on research done and the data collected in the course of 

the research. The factors that most people consider when planning a trip include: one, scenery 

(Alivand, Hochmair & Srinivasan, n.d). Most travellers choose paths that have more water bodies, 

forests, mountains and parks. Two, travelling time and traffic situation (Lin, Liu, & Gong, n.d). 

This usually come up in short distance travel and whenever there are scheduled transport modes 

such as flights or trains. Three, purpose of travel (Amirgholya, Golshanib, Schneiderc, Gonzales 

& Gao, 2017). This could be one of the most important factors. For instance, if a person is 

travelling for business, they look for the fastest and shortest possible route. In contrast, a person 

travelling for leisure may take a longer route if it has more amenities than the shorter route. Four, 

security for the people and their belongings. In many cases, especially when a person is travelling 

with small children, security is more important than all the other factors. Therefore, it is important 

to have measures of how secure a destination is. The final and also very important factor is budget 

(Amirgholya, Golshanib, Schneiderc, Gonzales & Gao, 2017). The budget is what determines the 

mode of transport, for instance; whether a person will take a flight or a train or a bus; whether a 

person will stay in a city or in the outskirts, etc. The budget also differs when a person is travelling 

alone and when they are travelling as a group. It is important to come up with an algorithm that 

takes in these and other factors before predicting the best route. 

 The real-time data is obtained from crowdsourcing. Crowdsourcing attempts to move from 

the traditional forms of collecting information from a specified group of people. The advantage is 

that the data in crowdsourcing is obtained from a large group of people from different walks of 

life, who usually are not biased, making the data more viable (Buecheler, Sieg, Füchslin, & Pfeifer, 

2010). The data used is from social media platforms and travel sites. 
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 The algorithm also provides alternative routes for each user. There is a feature where the 

routes the user prefers will be saved over time. Machine learning will be applied to optimize the 

algorithm in order to improve the results it provides as more data is collected. 

1.2 Problem Statement 

Travelling is a big part of everyday life. Therefore, it is paramount for researchers to keep 

providing new and adaptive ways to make travelling planning efficient and less stressful. Travel 

planning has many aspects such as budgeting, packing and obtaining insurance. All these aspects 

vary widely in preparation, but they all depend on the planned destination(s) and routes that they 

will follow. With the internet age, many people use the online resources to assist in making choices 

on where to go to and what route to use, or which activities to undertake. However, this information 

is scattered and unorganized. This leaves many users confused as there is often contradiction 

opinions. In addition, traditionally, most preferred destinations are well defined geographical areas 

(Blasco, Guia and Prats, 2014), that may not always be the goto first choice for all individuals. 

The internet has made it easier for travellers to navigate their way around the world. There 

are many applications and websites that make travelling easier. They include maps applications 

such as Google Maps and Bing Maps. However, these more organized resources use only distance 

to advice. These applications map all the areas on the globe so that one can know how to move 

from one point to the other. Currently, Google maps uses satellites to map the world in real time. 

While it usually helps to know which route to use based on distance and traffic situation, it does 

not provide any feature to assist a user in choosing which city to go to first. 

The other category is the destination advisers, they include popular sites such as 

TripAdvisor, Airbnb, Booking.com and Expedia. They mainly use other people’s review of 

destinations to give a rating. They also mainly give predictions based on popular destinations that 

may not work for all users.  

Another category is the trip planners such as Google Trips. The android only application 

allows a traveller to input all the destinations they are planning to go to beforehand and then gives 

them advise on things like what to do when they are there and places to eat and visit and the like.  

Many other existing systems uses time and distance as the major criteria (Chidlovskii, 

2017). Those that use other factors such as popularity use static information such previous 

experiences of other travellers (Su, K. Zheng, B. Zheng, & Zhou 2013). Furthermore, these 
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systems utilize a general criterial as opposed to personal preferences per user (Ravi, & 

Vairavasundaram, 2016). The algorithm provides a customized solution for each user. 

As it is evident from the above explanation, among all these, there is none that explicitly 

helps the user determine which routes to follow. For instance, if one wanted to go to a back-packing 

trip to Europe, he or she would have to visit too many websites to determine the cities to travel to 

and in what order. There is not a single site that exists today that does that.  The only solution that 

comes close is the use of travel agencies who are often pricy and, in most cases, offer sharing and 

group activities that are inflexible. These travel agencies also give fixed destinations and timelines 

making them rigid and unadaptable. There is one fundamental question that all these solutions fail 

to answer and that is “Where to go based on personal preference at that point in time”. 

To solve this problem, this study proposes a dynamic algorithm that allows a user to input 

several factors that they would like to consider when travelling. The algorithm uses some data 

obtained from a crowd source to determine the most suitable destinations for a user. The algorithm 

also utilizes a lot of data from crowdsourcing so as to get the most optimal route possible. The 

algorithm should also be able to provide the attributes of the chosen destinations such as weather, 

security information, events in the area, etc. The algorithm may be used as a standalone or can be 

attached to any mapping application. In this study, algorithm is applied in a web application. 

1.3 Aim  

The aim of this research is to develop a travel destinations and route prediction algorithm that uses 

dynamic and personalised factors to provide the most fit destination and routes for a user. 

1.4 Research Objectives 

i. To examine the effects of personal and dynamic factors in the determination of travel 

destinations and routes 

ii. To review existing travel destinations and route determination techniques  

iii. To design and develop travel destinations and route prediction tool for a highly dynamic 

and personalized ecosystem 

iv. To verify efficiency of the prediction tool. 
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1.5 Research Questions 

i. What are the effects of personal and dynamic factors in the determination of travel 

destinations and routes? 

ii. What are the existing travel destinations and route determination techniques? 

iii. How can a travel destinations and route prediction tool for a highly dynamic and 

personalized ecosystem be developed? 

iv. Does the prediction tool work efficiently? 

1.6 Justification 

 Travel is part of life. Every day, researchers and big companies such as google attempt to 

come up with more efficient ways to make travelling as seamless as possible. However, most of 

the existing research and systems have focused on distance, time and popularity. In light of this, it 

is important to provide a new algorithm that focused on a more customized and real-time solution.  

 This study deals with how to develop an algorithm that enables each user to get the best 

recommendations based on their personal preferences. Moreover, the research examines factors 

that most travellers consider while planning a trip in order to determine which factors to include 

in the algorithm. 

 The data used in this research is based on crowdsourcing on the web. This ensures that the 

algorithm is not biased based on a certain region or class of people. The crowd sourced data 

includes data from all over the world. 

 The main beneficiary of the study is any traveller not bound by geography. The solution 

will allow travellers to identify locations suitable to them based on their own personal preferences 

matched against destination characteristics. The system will save time and money for the user by 

allowing them to visit destinations that are suitable for them. 

1.7 Scope and Limitation 

 This research focuses on developing an algorithm that predicts most suitable destinations 

per user. It also involves developing an algorithm that utilises dynamic factors and finally provides 

an optimal route. The research does not focus on a particular geographical area. It is designed for 

users from all over the world. The prediction is solely based on the search parameters a user inputs 

in the system. 
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 One of the major limitations is viability of the crowd sourced data. The problem is that 

there is a lot of fake information on social media. The scope of this paper covers how to determine 

truthfulness of data, but it is not the main focus of the research hence making it an issue. Another 

major limitation is the diversity of travelling industry. There are many factors that people consider 

when travelling or planning a trip. This study only covers dynamic factors such as security, 

weather, socioeconomic status and personal preference. 

Another major limitation is that due to the expansive nature of the data that can be applied 

to the study, it is only possible to train any models with only a few data sources for testing 

purposes. 
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Chapter 2. Literature Review 

2.1 Introduction 

 This section covers the literature available from research done prior. It covers the following 

issues: the effects of personal and dynamic factors when determining travel destinations and route 

choices, existing travel destinations and route determination techniques and algorithms, existing 

crowdsourcing and data mining techniques and how the truthfulness of data obtained from a crowd 

be guaranteed, as well as Natural Language Processing (NLP) and predictive analytics. When 

making travel plans there are many factors that each person considers. These factors vary 

depending on the individual. Researchers have conducted multiple studies in an attempt to 

determine which factors these are. This study considers two categories of factors: personal and 

dynamic. 

2.2 Effects of Personal Factors in Travel Destinations and Route Determination 

 Personalised factors are those factors that individuals have based on preference and reasons 

for travel. These factors vary from one individual to another. They further changed based on the 

number of people who are travelling. For instance, the needs of a person travelling alone are 

different from the needs of a couple. They also change when there is a group of people travelling. 

Researchers since 1980s have come up with ways to make travel as personalised as possible. This 

study has been referred to as Personalised Travel Planning (PTP) or Individualised Travel 

Marketing (Bartle and Avineri, 2013). These studies show the importance of making travel as close 

to a person as possible in order to improve the experience. 

 While personalisation is at the core of the service, hospitality and tourism industry, travel 

industry is not an exception. Personalisation is about giving customers what they need and feel. 

The best way to provide a personalised touch is to use current technology such as data mining to 

determine what people prefer. According to a study done by Google (2018), 57% of travellers 

agreed that brands should make sure that their information is based on personal preference and 

past experiences. 

2.2.1 Personal Factors in Determining Travel Destinations 

People travel for different reasons, therefore the decision to choose the destination will 

vary from one person to the next. Some of these factors include personal characteristics such as 



 

 8 

age, country of origin, cultural, historical, psychological, religion, shopping, gastronomic, events, 

activities, facilities, and past experiences, among others. 

 Personal characteristics such as age, stage in the life cycle, occupation, and lifestyle, will 

have a huge impact on the decision-making process for travel destinations (Fred, 2015).  According 

to a research by Sarma (n.d) young people will look for destinations with high energy activities 

and ample night life while older people prefer quieter destinations. The stage in life style for 

instance, young unmarried people tend to travel for longer periods compared to family people, the 

same is also noticed for older retirees whose kids are all grown up. Occupation and Lifestyle also 

influences where people go. Most people will travel to destinations that have some connection to 

their lines of work. For instance, People in technology would choose Silicon Valley while 

Musicians would prefer Ibiza, Italy. 

 The country of origin, nationality, is another very important factor. People with 

nationalities such as Japan, Singapore and South Korea, which ranked number one and two in the 

Henley Passport Index (2019), have more freedom in choosing the destinations since they can 

trave1 to 190 and 189 countries respectively, without a visa. In contrast, people from nationalities 

such as Somalia and Iraq, can only access 30 countries, limiting their mobility. Nationality also 

affects the attitude of the people at the destinations towards the travellers which may affect the 

experience (Jonsson and Devonish, 2008).  

 Cultural experience is another major personal factor when choosing destinations (Seyidov 

and Adomaitiene, 2016). Travellers will have different expectations. Some people have interests 

in environmental conservation and will prefer to travel to destinations with flora, fauna, landscapes 

and amazing natural structures (Holloway and Humphreys, 2016). Others travel looking for 

appreciation of local culture and hence travel to destinations with deep cultural roots and heritage. 

Others are drawn to destinations that may have unique cultural practices. 

 Religion is yet another personal factor that affect travel destination choice. Religious travel 

involves moving from one destination to another in search of some spiritual awareness or in 

fulfilment of a religious obligation (Holloway and Humphreys, 2016), for instance Christian 

Missionaries and Pilgrims. On the other hand, some people will choose destinations based on the 

popular religion either to study it or to avoid discrimination. 
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 Shopping is another crucial factor in choosing destinations. Some people prefer 

destinations where they will be free to buy anything and take back home. As such the destinations 

they choose will be dependent on what type of shopping they would like (Jansen-Verbeke, 1986). 

 Psychological factors such as perception, motivation, beliefs and attitude also affect the 

destination choices. For instance, there is a tourism type called “dark tourism”, where travellers 

visit places associated with pain, suffering, and death such as haunted houses and abandoned 

murder scenes (Holloway and Humphreys, 2016). Others will visit places based on their beliefs or 

attitude towards that particular place. Others will have different attitudes towards amenities in 

destinations, therefore looking down on destinations that do not provide the same amenities they 

are used to, back home. 

 Past experiences play a huge role in destination choice. While some people prefer to go to 

places similar to where they have been in the past, others want to experience new environments 

every time they travel (Seyidov and Adomaitiene, 2016). 

 Other personal factors that people consider are related to their reason for travelling. For 

instance, gastronomical travellers move from one destination to another to experience different 

cuisines and food. Others travel based on events such as music festivals and concerts, and sports. 

Such people follow events such as a music starts tour to various cities or sports seasons. 

2.2.2 Personal Factors affecting Route Choice 

When people travel between different destinations, route choice is important. The 

following are some of the personal factors that influence the route choice from one destination to 

another. 

Personal characteristics such as age and occupation. According to a research done by Eby 

and Molnar, (2001), people aged 65 and above are more likely to enjoy a long overnight drive as 

opposed to younger people. In addition, younger people are more likely to choose flights with stop 

overs as opposed to direct flights. 

Infrastructure and Transport modes available are also critical factors. Some travellers will 

want to enjoy scenery and local places hence prefer ground transport, therefore choosing a route 

that gives them the best option (Alivand, Hochmair, Srinivasan, n.d). Others will use water 
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transport to move from one place to the others while others will only want to use air travel. The 

mode of transport will therefore influence the order of destinations. 

The current season of weather is another factor. For instance, if someone is travelling to 

multiple destinations and want to experience warm weather, then they will choose a route such 

that they follow the destinations that are warmer. 

2.3 Effects of Dynamic Factors in Travel Destinations and Route Determination 

 Dynamic factors are those factors that change often with time. This means that a traveller 

needs to have real time up to date information on these factors in regard to destination and routes.  

2.3.1 Dynamic Factors affecting Destination and Route Choice 

 Dynamic factors are those factors that are ever changing based on the season and the time 

of travel. One of the most considered dynamic factors is budget and cost (Amirgholya, Golshanib, 

Schneiderc, Gonzales & Gao, 2017). The budget and costs for destinations vary based on the 

season. Most destinations have high seasons and low seasons. Prices in high seasons tend to go up 

due to the high demand of services while during the low season prices go down because the 

demand for the services has declined. There are many angles to this consideration. One of them is 

when travelling on a low budget. People who have financial constraints will tend to favour cheaper 

routes than faster or shorter routes. On the other hand, those people who finances are not an issue 

will want to make the best use of their money. This means either going with cheaper options to 

save more money or more expensive options which usually save time. No matter what budget you 

are operating on, one must consider costs in advance (Tian, 2013). 

 Another important factor is distance and time. These two factors are the most used in 

today’s recommender systems (Lin, Liu, & Gong, n.d; Chidlovskii, 2017). In most cases people 

choose destinations based on the shortest distance from where they are and routes that take the 

shortest time. When travelling for leisure however, the shortest distance and time does not always 

guarantee maximum experience. Research show that these two factors should be considered 

without giving them priority over dynamic factors. 

 When travelling for leisure especially, another factor is scenery (Alivand, Hochmair, 

Srinivasan, n.d). The scenery means the types of views and things travellers get to see along the 

routes. It usually matters most to people travelling for leisure rather than on business. In this case, 
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they usually prefer to use longer routes and slower modes of transport such as buses where 

applicable if the route passes through water bodies, forests, mountains, parks, etc. This means that 

when choosing destinations and routes, it is important to consider the scenery between the 

destinations. 

 Another factor is purpose of travel (Amirgholya, Golshanib, Schneiderc, Gonzales & Gao, 

2017). Travel requirements differ depending on the reason for travel. Business travellers will often 

choose the fastest or shortest routes to get them to their destinations. Leisure travellers will always 

choose the path that will give them satisfaction based on their hobbies and preferences. 

 Another one of the most dynamic factors is weather (Barrosa, Martínez, & Viegas, 2015). 

Weather plays a very important factor when choosing destinations. Most people usually prefer to 

travel to areas that are sunny and warm as opposed to rainy and cold. Weather patterns sometime 

change drastically and hence the need to rely on real-time data as opposed to historical and past 

experiences. For instance, at the beginning of March 2018, weather in the UK changed drastically 

where a snow storm lead to a red alert. This disrupted every aspect of life especially transportation. 

In this case, if a person were to rely on past data, they would decide to visit UK as it normally has 

bearable weather. However, they would be disappointed to find such bad weather which could 

even be fatal. Weather dictates a lot of things starting from what to pack, what to wear to what 

activities to undertake. It is therefore necessary to include weather as one of the most important 

factors to consider when choosing the destinations. 

 Over the years another factor that has taken precedence is safety and security of 

destinations (Dijkstra & Drolenga 2008). When travelling to a new country, travellers usually 

consider safety. It includes safety of themselves and their belongings. In fact, some people even 

offer to pay more if their safety is guaranteed. One of the factors affecting safety is political 

environment. In most countries that are usually politically charged, travellers tend to be cautious 

or even avoid them all together. Security of a particular destinations is dependent on the current 

situations making it very dynamic. 

 Lastly, a factor that is slowly cropping up the chain is internet availability (Pel & 

Nicholson, 2013). In the recent years, travellers have cited internet availability as a factor to 

consider when planning a trip. This is because most travellers require internet either for social 
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media or for official business. There are many reasons that travellers cite for the need of a stable 

internet connections. To mention a few, posting photos on social media, blogging, joining in skype 

calls for work purposes, etc. 

2.4 Recommendation models vs Prediction models 

Recommendation models utilises previous behaviour and patterns in order to provide 

suitable matches. Therefore, for a model to be called a recommender model, there needs to be an 

existing pattern of behaviour from which conclusions can be drawn. Prediction on the other hand 

is the based on leveraging large data volumes to provide data on unknown and future events (Ravi 

and Vairavasundaram, 2016). 

This study provides a list of destinations by running a user’s preference through a large 

amount of data to determine which destinations are most suitable, hence it its predictive and not 

recommendation. 

2.5 Natural Language Processing and Predictive Algorithms 

 Predictive analytics combines data mining, predictive modelling and machine learning to 

utilise historical data in order to make predictions for a future event. There are various algorithms 

that have been used in various applications ranging from medicine, to law in the recent years. 

Natural Language Processing (NLP) is the field that attempts to use natural language as well as 

humans can despite its form, that is written, or spoken (Weischedel, et. Al.,2003). NLP has been 

used in a wide variety of applications such as translation, parts of speech tagging, sentiment 

analysis among others.  

2.5.1 General Predictive Algorithms 

 Over the years there has been a lot of research done on prediction. Many researchers have 

come up with new algorithms and techniques while others have improved existing ones. Three 

algorithms that can be used for prediction include Hidden Markov Models (HMMs), Viterbi, and 

Naïve Bayes. The following section gives a brief description of the three algorithms. 

2.5.1.1 Hidden Markov Models 

 Hidden Markov Models are probabilistic models that contains a finite set of possible states 

where each of those states has a probability distribution (Crowder, 2011). HMMs are built from 

Markov chains, which means that the Markov Property holds. HMMs are mainly used for 
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reinforcement learning and temporal pattern recognition such as parts of speech tagging, speech 

recognition, handwriting and gesture recognition and bioinformatics.  

 In predictive analysis, HMMs have been used in areas such as system failure prediction 

(Salfner, 2005), where the model was used to predict the possibility of system failure in the future. 

It was used to detect suspicious patterns that could lead to system failure. Other HMM applications 

include biological studies such as Krogh, Larsson, Heijne, and Sonnhammer (2001), Coast, Stern, 

Cano, and Briller (1990), and Shihab et al. (2013). Additional research has been done in 

transportation such as Mathew, Raposo and Martins (2012) and in Customer Relationship 

Management such as Rothenbuehler, Runge and Garcin (2015). 

2.5.1.2 Viterbi Algorithm 

 The Viterbi algorithm is a dynamic programming algorithm that is used to find the most 

likely sequence of hidden states (Viterbi, 1967). It was developed as a solution to solve three of 

the main problems with HMMs: the evaluation problem, the decoding problem, and the training 

problem. Its main application area is the decoding of convolutional codes used in communications 

technologies such as CDMA, dial up modems and deep space communications.  

 In predictive analysis, the Viterbi algorithm has been used in various applications. Livani, 

Jafarzadeh, Fadali, and Evrenosoglu (2014), used the Viterbi Algorithm for forecasting in 

electrical power systems. Another application of the algorithm is in crime location prediction 

(Hussein, Croock, and Al- Qaraawi, 2019). 

2.5.1.3 Naïve Bayes Algorithm 

 Naïve Bayes is a probabilistic classifier based on the Bayesian theorem. It operates on the 

assumption that all features are independent of each other hence the name ‘naïve’ (Xu, 2018). It is 

one of the most known and used algorithm since its introduction in the early 1960s (Maron, 1961). 

It is mainly used in supervised learning, classification and regression.  

 In predictive analysis, it has a myriad of applications from estimating loan risk (Krichene, 

2017) to biological applications such as predicting heart disease (Pattekari and Prveen, 2012), and 

in internet traffic prediction (Zhang, Chen, Xiang, Zhou, and Xiang, 2013). The naïve Bayes is 

widely used in many other fields for predictive analytics. 
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2.5.2 Natural Language Processing Algorithms and Techniques 

 There are many techniques and algorithms that are used for natural language processing. 

Each new or improved techniques aims at understanding the natural language better. Many 

researchers in the past focused on NLP in English but over time other critical languages such as 

Spanish and Mandarin have started gaining traction (Weischedel, et. Al., 2003). 

 In the earlier years, most Natural Language Techniques were rule based which proved to 

be too robust (Winograd, 1971). Later on, researchers adopted Statistical models to solve that 

challenge. The major tasks for NLP can be broadly grouped into four categories: Syntax, which 

deals with understanding the structure; Semantics, which deals with understanding the meaning; 

Disclosure, which deals with summarisation; and Speech, which aims at understanding spoken 

language. The following section outlines techniques that have been adopted for Natural Language 

Processing.  

2.5.2.1 N-Gram Modelling 

 N-gram modelling is a widely used Natural language technique that finds the probability 

of a word occurring after another word or a sequence of words (Brown, et al., 1992). An N-gram 

is connected sequence of n words in a given set of text. N can be any number starting 1, therefore 

forming various types of n-gram models. The most basic model is Unigram which provides the 

probability of a word occurring in a given text. The next level is the Bigram which provides the 

probability that a word follows another word in a given sequence of text. The next level is the 

Trigram, and they can move up to N. The computations for the statistics utilise either the chain 

rule or the Markov assumptions in order to obtain the final result. 

 N-gram modelling has been used in many applications such as machine translation, text 

generation from speech, relative sentiment analysis and automatic spelling detection (Sookocheff, 

2015). 

2.5.2.2 tf–idf Weighting 

 Tf-idf stands for term frequency–inverse document frequency and it is a numerical statistic 

that is used to determine how important a word is to a document or a corpus (Wu, Luk, Wong and 

Kwok, 2008). It has been widely used in search engines to determine the best results to return to a 

user. It is basically divided into two parts. The term frequency checks the number of times the 
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word appears in the text while the Inverse document frequency is used to determine how important 

that word is to the text. 

 There are many applications of tf-idf, with major search engines adopting customised 

versions of the algorithm. Other researchers have coupled the algorithm with other techniques such 

as K-means and cosine similarity (Zong, 2013). 

2.5.2.3 Artificial Neural Networks 

Artificial Neural Networks (ANN), are advanced computing systems that mimics the operations 

of a human brain (Luong, Socher, and Manning, 2013). They contain a large number of 

interconnected neurons that work together to solve a problem. The basic structure of an ANN 

contains three main layers, the input layer, the hidden layer and the output layer. The input layer 

is where the data is provided. The hidden layer is where the computation occurs and can contain 

as many layers as needed. The output layer presents the final results to the user. When the hidden 

layer contains more than one hidden layer, it is referred to as deep learning.

 

Figure 2.1: Artificial Neural Network 

Source (Luong, Socher and Manning, 2013) 

 Natural language processing using traditional means requires a lot of engineering, that is 

why researchers started looking into ANN and deep learning to solve this problem. When deep 

learning is applied, the learns features on its own and all it requires is the pre-processed data 

(Luong, Socher, and Manning, 2013).  
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Figure 2.2: Deep Learning 

Source (Luong, Socher, and Manning, 2013) 

 

 The common approach to conduct Natural Language processing using ANN is to convert 

the words into vectors so that computations can be worked out mathematically (Mikolov, Chen, 

Corrado, and Dean, 2013). One of the most common models is the Word2Vec that coverts text to 

vectors and uses two main methods to CBOW, continuous bag of words, and Skip-grams to predict 

a word based on context and predict context based on a word respectively (Goldberg and Levy, 

2014). 
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Figure 2.3: Word2Vec Model 

Source (Goldberg and Levy, 2014) 

 Applications of ANNs in NLP span from named entity recognition, sentiment analyses and 

recommendation engines for varying fields such as scientific research, legal discovery, and e-

commerce (Luong, Socher, and Manning, 2013). 

2.6 Existing Travel Destination and route prediction techniques and algorithms 

 There has been a lot of research done in the travel industry in the recent years. Some of the 

most commonly used systems and well-defined research are defined in the following paragraphs. 

They include algorithms and techniques for both destinations and route prediction. 

2.6.1 Route Prediction Algorithms 

 The most common route recommender system today is Google maps (Google, 2018). 

Google maps uses satellite information to determine the distance between two places. They also 

use satellite to determine real-time traffic situation on the road to determine the fastest route. The 

advantage with google maps is that it works great for local destinations. However, it uses road 

networks to recommend routes making international route recommendation a nightmare. For 

example, the figure below shows a search from a location in Kenya to London, UK on Google 
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Maps. For destination search, Google maps only provides places reviews under a platform called 

Google places. It focuses on places such as malls or restaurants and not destinations such as a city. 

Another recommendation system is the “TripPlanner: Personalised Trip Planning 

Leveraging Heterogeneous Crowdsourced Digital Footprints” (Chen et al, 2015). The research 

proposes a system that applies a heuristics algorithm the routes users prefer to candidate routes 

and determine the most efficient and effective route. This system fails to consider factors such as 

weather and safety. 

 The next recommendation system is a research by Su, K. Zheng, B. Zheng, & Zhou, (2013). 

The research is titled “Landmark-Based Route Recommendation with Crowd Intelligence”. They 

propose a system that uses crowd-based information to determine the best routes. This system may 

work efficiently is the factors remained static. For instance, is a user recommends a city based on 

their trip that happened three years ago, it will be used to rate that city. However, it is possible that 

the factors have changed since then 

 The final research tackled in this paper was conducted by Chen et al, (2014), titled “R3: A 

Real-Time Route Recommendation System”.  This research concentrates on the traffic situation 

on the road. It also poses the same challenge as Google maps where only road transport can be 

recommended. 

Figure 2.4: Map showing google maps route 
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 In conclusion, there is a lot of research conducted on route recommendation. However, 

most of the research concentrates on specific areas such as running paths (Long, Jia & Xu, 2017), 

travel costs and fuel consumption (Dai, Ding, Guo & Yang, 2015), location-based social planning 

(Chen et al, 2015) and public transit (Bajaj, et. al., n.d) among many others. 

2.6.2 Existing Destination Prediction Techniques and Algorithms 

 Over the years there has been many destinations prediction techniques and systems. Most 

destination prediction systems are moving to a point where they are able to recommend important 

destinations for a user (Yang and Hwang, 2013). Others have used the concept of decision-making 

theory to understand how travellers conclude on destinations (Hsu, Tsai and Wu, 2012; Huang and 

Bian, 2009). The following are some of the travel destinations recommendation and prediction 

systems that have been covered in research. 

 iTravel (Yang and Hwang, 2013), is a destinations recommendation system in a mobile 

peer to peer environment. This application recommends attractions and destinations on a rating 

basis. Users with iTravel are required to rate the places they have visited where other users can see 

the best rated systems. Users can also pose questions to other users through the system. 

 Hsu, Tsai and Wu (2012), proposed a 4-level AHP model that uses preferences to establish 

important factors that tourists consider when choosing Taiwan as a destination choice. The 4th level 

consisted of 22 attributes. The study then used fuzzy set theory to categorise and evaluate the 

factors with visiting friends/family and personal safety ending up as the top two factors that 

Tourists considered. 

 Sebastia, García, Onaindia, and Alvarez, (2009), proposed a system called e-Tourism that 

involves two steps. First, the system provides a list of destinations based on the demographics of 

the user, and former trips that they have taken. The system them plans a schedule based on some 

metrics. The system uses Artificial Intelligence planning to come up with the schedule. It is also 

adaptive relying on user feedback to enhance the effectiveness. 

 Ravi, and Vairavasundaram, (2016), proposed a location-based system that was based on 

social pertinent trust walker (SPTW) for a group of user recommendations. They based their 

research on the fact that there is a lot of data provided on the internet by users that is underutilised. 
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 ATRS, a system proposed by Etaati and Sundaram, (2015), is an adaptive tourist 

recommendation system that was built on top of the existing systems to improve their adaptiveness 

and growth. The new system tries to achieve adaptiveness through changing a user’s preference 

when it changes. 

2.7 Data Mining on the Web 

 Data mining is the process of obtaining patterns from large data sets it is a confluence of 

various fields such as artificial intelligence, statistics, and database technology (Han, Kamber and 

Pei, 2012). It stemmed from the fact that there is so much data in the world especially in the new 

information age. Its main purpose is to turn tonnes of otherwise meaningless data into knowledge. 

The data sources are numerous ranging from databases, data warehouses, repositories and the web.  

 There are various techniques used in data mining. They all follow a process called the 

Knowledge Discovery in Databases process (KDD), that has five main stages (Fayyad, Piatetsky-

Shapiro, and Smyth, 1996).  These steps are: Selection, Pre-processing, Transformation, Data 

Mining and Interpretation/Evaluation. Selection is the process of identifying the data sets and their 

sources. Pre-processing also sometimes called data cleaning is the process of removing 

unnecessary noise, handling any missing parts of the data and establishing any known changes. 

The end product of the pre-processing stage is processed data that can be feed into models. The 

third stage, transformation, involves finding the most useful features that can represent the data 

depending on the reason for mining. The fourth step is the actual pattern recognition, data mining. 

It involves choosing the data mining algorithms and methods to use and searching for patterns in 

the transformed data. Once the patterns are identified, they need to be interpreted and evaluated to 

give a conclusive finding. This is achieved through various methods such as visualisation. The 

results are then presented as knowledge. Another additional step is the processes of acting on the 

knowledge. The steps can be performed iteratively as required. 
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Figure 2.5: KDD Process 

Source (Fayyad, Piatetsky-Shapiro, and Smyth, 1996) 

Over the years, there have been many themes and variations of the KDD process. However, 

they all follow some generic steps from the raw data from the source to the knowledge obtained 

from them. One of the most commonly used models is the Cross-industry standard process for data 

mining (CRISP-DM). The CRISP-DM model has six steps that are an extension of the original 

KDD and has been largely accepted by data miners (Shearer, 2000). These steps are, Business 

understanding, Data understanding, Data preparation, Modelling, Evaluation and Deployment. 

Business Understanding involves determining the business objectives and outlining the business 

goals. Data Understanding involves collecting initial data, describing and exploring it while 

examining its quality. Data Preparation involves selecting, cleaning and transforming the data. 

Modelling involves selecting the modelling techniques, building and assessing the model. 

Evaluations involves analysing the results and reviewing the process. The last step is Deployment 

that provides the final knowledge as well as maintenance and overall project review. 

Data mining on the web widely known as web mining is the process of extracting 

documents and data from the world wide web and extracting patterns from them. It can be divided 

into three major categories: web content mining, web structure mining and web usage mining 

(Jokar, Honarvar, Aghamirzadeh, and Esfandiari, 2016). Web content mining faces various 

challenges such as complexity of web pages, the web being too large, dynamicity and diversity of 
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information of users and how to figure out the relevance and reliability of that information (Jawad, 

2018). There are various techniques used for web mining which are broadly classified into four 

categories: unstructured, structured, semi-structured and web mining (Kumar and Singh, 2016). 

These techniques have been developed into tools such as SKICAT, Web Crawler, Multimedia 

Miner and Object Exchange Model (EOM), among others. In the recent years, there has been more 

and more organisations that provide data for public use in form of Application Programming 

Interfaces (APIs). These platforms have a lot of data in almost all research fields. As such, web 

mining for individuals and small organisations has become easier and less challenging. 

2.8 Crowdsourcing 

 Crowdsourcing is the use of information based on the intelligence of a group of people. In 

the recent years, the concept has gained traction and attention in both commercial and academic 

perspectives (Amrollahi, 2016). The main reason for the attention is that crowds sourcing offers 

flexibility in terms of time and location. It also takes advantage of the information age where 

people are willing to share a lot of information online. 

 Crowdsourcing usually improve the quality, volume and timeliness of data (Garcia-Molina, 

Joglekar, Marcus, Parameswaran & Verroios, n.d). However, it also has its challenges. One of the 

most common challenges is uncertainty. This is the possibility that the data obtained from 

crowdsourcing is incorrect due to the fact that anyone can post anything on the internet. 

 Another challenge is that even when the data is correct, it is in natural language which may 

be easily misinterpreted (Garcia-Molina, Joglekar, Marcus, Parameswaran, & Verroios, n.d).  

Sometimes humans use language to mean something different that the literal meaning of the word.  

 Despite its challenges, crowdsourcing still remain an efficient way to obtain data from all 

corners of the globe. It allows the algorithm to get all the real-time data it requires to produce the 

best results. 

2.9 Conceptual framework 

The figure below shows the conceptual framework for the algorithm. The independent 

variables in the model are the user preferences provided from the web application. The factors are 

fed into the pretrained model.  Data from the data source, in this case, Wikivoyage, is taken through 
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a rigorous cleaning to return it in a list format. The list is used to train a neural network model. 

The trained model is then used to provide the list of final destinations for a user.

 

Figure 2.6:Conceptual framework for the study 

  



 

 24 

Chapter 3. Research Methodology 

3.1 Introduction  

The aim of this research is to find out the factors that people consider when travelling and 

using these factors to provide a personalised algorithm that can be used to provide the most suitable 

destinations and most optimal routes for travellers. This chapter describes the methods that used 

for conducting the research and their viability. In addition, the chapter contains the data collection 

techniques and analysis that are used as well as the target population. Moreover, this section 

introduces the approaches that used for system analysis, system architecture, system design, 

system development, and implementation and testing.  

3.2 Agile Software Development Methodology  

Agile development is a software development method that allows for faster and iterative 

development (Abrahamsson, Salo, Ronkainen, & Warsta, 2002). This means that each step of 

development can be iterated as many times as needed. Its main features include modularity, 

iterating of short cycles, people-oriented, adaptive and incremental (Abrahamsson, Salo, 

Ronkainen, & Warsta, 2002). The figure below illustrates the main cycles of agile development 

which include requirements analysis, design and implementation, testing and evaluation (Boyer, 

2015).  

 
Figure 3.1: Agile development 

Source (Boyer, 2015) 
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 Agile methodology is the most suitable for this research because it is iterative in nature. 

The research focuses on using real-time data for recommendation. This means that the dynamic 

factors used by the algorithm may change from time to time. In this case it is most suitable to use 

a methodology that is adaptive and incremental. Further, the more the data fed into the algorithm, 

the better results it is bound to give. 

 In the initial planning, the scope of the algorithm was determined. In this phase it was 

important to outline the boundaries of the algorithm. In the requirements analysis phase, intensive 

requirement analysis will be carried out to identify the personalised and dynamic factors that affect 

destinations and route choice. In the analysis and design phase, the models and information flow 

models will be produced to help structure the requirements. This also includes designing the 

system that was used for the proof of concept. The implementation phase involves writing the code 

and tests for the algorithm and the application. The testing and evaluation phases were used for 

user acceptance tests and checking the efficiency of the algorithm. These phases were carried out 

iteratively as needed. Lastly, the algorithm was packaged in a way that it can be used in system. 

3.3 Research Design  

 Research design is the systematic approach that a researcher uses to conduct their study 

(Creswell et al, 2013). The research design is informed by the methodology, the literature and the 

research questions.   

3.4 Target Population  

The target population is people on the internet. These include travellers, tour guides, tour 

operators, travel companies and other tourists. Therefore, it means that this study worked with an 

unknown population size. The amount of data gathered could span to very large numbers to infinity 

on any particular cycle of the algorithm hence it is necessary to find a way to derive a working 

sample size.  

3.5 Data Collection  

The data used in the study was obtained from an online public source called Wikivoyage. 

The site is updated publicly and contains details of many destination around the world. This 

enhances the crowd sourcing the research aimed to utilise. The site provides data in a format called 

xml. This data is in a raw form that contains many unnecessary details and therefore has to go 
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through a rigorous cleaning process for it to fit the model. The method of data collection used was 

document analysis. The data set has no specific labels or features. After the cleaning of the data, it 

was used in the training of a neural network whose hidden layer learns the data on its own. 

3.6 Data Analysis  

The process of analysing and evaluating qualitative data usually involve interpreting and trying 

to understand the data based on the perspective of the participant.  

 The data acquired underwent data preparation. The data requires to be cleansed and 

formatted in a way that it is can be consumed by the model. The word2vec model used in the study 

is trained using a corpus in a list format. The dump articles from the source are passed through 

various functions to ensure that the end result is a list of word. The first step was to remove special 

characters that were used for punctuation and formatting. The data is then transformed into lists 

within lists that are then provided in a json format for model training.  

3.7 Model Development 

The process of developing the model involved various steps. Natural language processing 

involves processing of text-based data so as to understand the meaning of the text. The data 

obtained in the study is text based and therefore has to be processed in order to provide predictions 

for the user.  

This research performs natural language processing through a method known as word 

embeddings. This is where similarity of text is determined by comparing the word vectors. 

Specifically, the research focus on using continuous skip gram. Given text, skip gram aims to 

predict the context in which that text is used in (Mikolov, Chen, Corrado, and Dean, 2013). The 

weight obtained from the text is used to determine where that text falls.  

When a user adds the parameters of the destinations they are interested in, that text is 

converted into its vector space. The text is then run through the pretrained model to determine the 

destinations where the text fit in. 

3.8 Research Quality Aspects  

 Research quality can be checked using four main aspects: relevance, credibility, legitimacy 

and effectiveness (Belcher, Rasmussen, Kemshaw and Zornes, 2016). These aspects try to check 
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that the research done is relevant to the field it is based in, credibility that can be proven through 

scientific means, legitimate in its claims in that they are no false declarations and truth in data 

collection and finally effectiveness, which means that the proposed solutions work better than 

previous works. These aspects can be represented by asserting the validity and reliability of the 

research. These are the aspects that were checked in this research.  

3.8.1 Validity 

Validity is important because it confirms that the conclusions made accurately reflects the 

research. Because the research is qualitative in nature, the validity was checked based on its 

dependability.  

The research quality was determined by the validity of the algorithm and by checking if all 

the research questions have been answered. The validity of the algorithm can be determined by 

getting a survey from the intended users. The users will be asked to determine if the destinations 

and routes recommended by the algorithm was their best option or not. This will also determine 

how much a user can depend on the model for their destinations and routes determination. 

3.8.2 Reliability   

 Reliability is a way of assessing the measurement procedure used in data collection. Reliability of 

a study guaranties validity, therefore, for any study to be considered valid it must be proved that it is 

reliable. One of the main ways to measure reliability is by using the error component (Cronbach, 

1997). This is achieved by calculating the mean squared error.   

Reliability of the research was determined by checking the ability of the algorithm to give 

the same results if the factors provided remain the same. This is because, when crowdsourcing, the 

algorithm is bound to select different sources that vary slightly. Reliability tests ensures 

duplication of results.  

3.9 Ethical Considerations 

  The ethical consideration in this research was determining the truthfulness of the data obtained 

from the crowd. This research notes that the data obtained from the internet is not always true. The main 

issue was to try and obtain valid data. As such, the algorithm does promise 100% correct 

recommendations. 
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Chapter 4. System Design and Architecture 

4.1 Introduction 

This chapter explores the design and architecture of the proposed travel destinations and 

route prediction algorithm. The propose tool aims at predicting a list of destinations for a user 

based on their own preferences and then proposing an optimum route that can be followed by the 

user. 

This section explains the structure and characteristics of the algorithm as well as 

diagrammatic representation of the resulting tool. It shows the connection between the system 

components and the interactions between objects illustrated through the use of various UML 

diagrams.  

4.2 Requirement Analysis 

Requirement analysis of a system involves determining the users of the system and their 

expectations of the end result. The section below outlines the functional requirements and non-

functional requirements for the proposed prediction model. The requirements are in line with the 

objectives in chapter one. 

4.2.1 Functional Requirements 

Functional requirements identify what the system must do to fulfil user functions and 

activities. This includes any behaviour, inputs and outputs that supports these functions. The 

functional requirements for the travel destinations and route prediction model include: 

i. The system should accept data from the crowdsource, clean the data and train the 

Neural Network model. 

ii. The system should allow a user to enter the search preferences they want the algorithm 

to consider such as personal preference and other dynamic factors. 

iii. The system should clearly display the recommended destinations and routes. 

iv. The system should allow the user to select the destinations and access more 

information on them. 
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4.2.2 Non-Functional Requirements 

Non-functional requirements are qualities that the system should have to ensure smooth 

operations. These requirements may include attributes such as accuracy and availability. While 

these requirements are not tangible and cannot be directly represented in a system like with 

functional requirements, they very critical as they inform the user experience. The non-functional 

requirements for the proposed system include: 

i. Availability: The system should be available 24/7. The systems can be used by any 

user anywhere in the world. This means that the system needs to run efficiently at all 

times without being affected by any time zone. 

ii. Reliability: The system provides data about sensitive issued such as security and 

weather. It is therefore essential that the results are reliable so as to serve users well. 

iii. Scalability: One of the aspects of the proposed model is machine learning. The system 

needs to be flexible enough to grow on its own without affecting efficiency. 

iv. Responsiveness: The system should be as fast as possible. The algorithm should be 

optimised to reduce response time. 

v. Adaptability: The algorithm is expected to fit into any application. These include web 

applications, desktop applications and mobile applications.  

vi. Security: The system should ensure that user data is secure. 

4.3 Proposed Tool 

The proposed tool has two components, the algorithm and the web application. The 

structure of the algorithm is dependent on the data structure and the sources. The design therefore 

takes into consideration of these factors as it outlines the stages that exist in the algorithm right 

from the input to the output.  

4.3.1 Algorithm Characteristics 

The following are the characteristics of the proposed algorithm: 

I. Data Source 
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This is where the data being used is collected from. The research employs 

crowdsourcing to obtain destinations data. Therefore, data sources vary from travel 

websites such as trip advisors to APIs by private companies. For the purpose of this 

study, the data is obtained from Wikivoyage, which is a publicly edited and verified 

wiki site.  

II. Data  

This is the actual data obtained from the data source. The data includes 

destinations, their characteristics and geographical markers for those destinations. 

The data is in raw text format and therefore had to undergo some preparation and 

cleaning for it to be usable in the algorithm. 

III. Algorithm 

This describes the actual steps that are involved from the input to the output. 

The algorithm has two major stages. These stages can be summed up as follows: 

i. Training the word2vec model using data from Wikivoyage 

ii. Use the trained model to predict destinations based on the user’s input. 

IV. Algorithm Structure 

The structure diagram in figure 4.1 below broadly describes the major steps 

of the algorithm. The structure does not include the web application that is used to 

obtain the user input and display the results.  
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Raw data is obtained from the source in whichever format it is provided. The data collection stage 

is used to transform this data into the required format. In the data cleaning stage, the data goes 

through a process that attempts to remove all the noise from it such as links, special characters and 

unwanted spaces. The word2Vec Model is then trained using the cleaned data so as to give 

predictions. At this point the user inputs their preferences and gets the prediction results. The final 

result is for the algorithm to provide an optimal route for the user. 

4.4 System Architecture 

The system architecture explains the proposed model design and user requirements. The 

section below outlines the different components of the system and how they work together to 

achieve the requirements. 

Figure 4.2 below shows the various components. The main components in the model are 

data collection, data preparation, model training, prediction output, and route optimisation. They 

all work together to provide the most suitable destinations for a user. 

The first step is to obtain the data from the source. In this case the data was obtained from 

the public site, Wikivoyage. This is done in the data collection phase. Next, the data has to be 

cleaned and formatted in the correct format usable by the model. The data is first transformed into 

JSON format then cleaned to remove unnecessary characters and spaces. The data is then put 

Figure 4.1: Proposed Algorithm Structure  
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Figure 4.1: Proposed Algorithm Structure 
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through the model for training. A user then enters their preference and gets the most suitable 

destinations and the optimum route. 

 

Figure 4.2: System Architecture 

4.5 System Behaviour Modelling 

Behaviour modelling using use case diagrams and sequence diagrams is one of the most 

efficient ways to show the interaction between the actors and the system. 

4.5.1 Use Case Diagram 

The actors in the system are users, developer and the crowd source. The developer trains 

the model first to allow it to give proper predictions. They are also involved in the data collection 

and cleaning. The user has to enter the search preferences they require the model to apply. The 

model uses the user input to provide a list of travel destinations and routes. The algorithm then 

outputs the end results where the user can view the suggested destinations and routes to use. Figure 
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4.3 below show the use case diagram for the model while table 4.1, table 4.2 and table 4.3 show 

the main use cases with their success scenarios. 

 

Figure 4.3: Use Case Diagram 

Table 4:1 Profile Creation and User Input 

Use Case: Profile creation and User Input 

Primary Actors: User 

Precondition: Input the search preferences 

Postcondition: Obtain all the factors that the user requires their destinations and routes to 

contain 
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Main Success Scenarios 

Actor Intention System Responsibility 

1. User loads the web application  

2. User inputs parameters important to them  

 3. System saves the user input to their 

history 

 4. System sends the parameters to the 

algorithm 

 

Table 4:2 Data collection 

Use Case: Data mining to obtain travel destinations and routes 

Primary Actors: Crowd Sources 

Precondition: None 

Postcondition: Provide a list of all destinations and routes 

Main Success Scenarios 

Actor Intention System Responsibility 

1. Crowdsources provide all destinations  

 2. Filters the data for destinations 

 

Table 4:3 Data  cleaning and model training. 

Use Case: Data collection, cleaning and model training. 
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Primary Actors: Developer 

Precondition: Obtain a list of destinations and routes, user input, and train the model. 

Postcondition: Provide the most optimum prediction 

Main Success Scenarios 

Actor Intention System Responsibility 

1. The algorithm obtains the list of 

destinations through data mining 

 

 2. The system provides user profile 

and input 

3. Algorithm uses the Word2Vec Neural 

Network to produce results 

 

 4. The system displays the top result 

to the user 

 

4.5.2 Sequence Diagram 

Figure 4.4 shows the sequence diagram. The data collection involves getting the data from 

the source. The data is then cleaned and formatted in data preparation. The model is trained using 

this data. A user loads the web application to allow them to input their search parameters. The user 

then has to input the parameters that she wants to be considered. These will be in terms of the 

personal and dynamic factors mention in chapter 2. The data is then sent to the trained model which 

will get the possible list of destinations and routes. Once the destinations have been received, the 

analyser will then pick the most suitable recommendations and display them to the user. 
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Figure 4.4: Sequence Diagram 

4.6 System Process Modelling 

Process modelling is used to show how the data flows through the system. This is 

demonstrated through the use of a context diagram, a level 0 data flow diagram and a flow chart 

diagram. 

4.6.1 Context Diagram 

Figure 4.5 below shows the context diagram. There are three major external entities: the 

users, the crowdsource and the developer. The user sends the parameters and web application 

which in turn sends the proposed destinations and routes. The crowdsources provides the list of 

destinations in raw form. The developer prepares the data and trains the model. 
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Figure 4.5: Context Diagram 

4.6.2 Level 0 Data Flow Diagram 

Figure 4.6 displays the DFD Level 0. The figure is an extension of the context diagram 

above. Figure 4.6 contains the data stores, data flows between the processes as well as the main 

processes. There are four major processes that have been identified. The first process is the 

collecting of destinations data from the crowdsource. The second process cleans and prepares the 

data. The third process involves training of the model. The last process is analysing and 

recommending the suitable destinations and routes. This process the user input and the trained 

model, to give the final list of destinations to a user.  
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Figure 4.6: DFD Level 0 Diagram 

4.6.3 Flow Chart 

Figure 4.7 below represents the flow chart diagram. The process starts when a developer 

obtains data from the source. The data is then cleaned and prepared for the model. The model is 

then trained with the data to allow for it to give predictions. After that, a user inputs the search 

preferences they want considered in the mining of the destinations. After that the list of suitable 

destinations is displayed to the user. 
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Figure 4.7: Flowchart Diagram 
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Chapter 5. System Implementation and Validation 

5.1 Introduction 

The implementation of the proposed tool includes all the steps right from obtaining the 

travel destinations data, cleaning and preparation, training of the word2vec model, and the code 

for the web application that will be used to proof that it works. Data collected is transformed into 

JSON format and then taken through the cleaning step. The following section explains all the steps 

involved in the implementation all the way to the final output that id displayed to the user. 

5.2 Development Environment 

 The implementation is in python programming language. The model has been trained using 

the Jupiter Notebook platform. User input and display of results is achieved through a web 

application in Flask framework combined with AJAX to send user requests. The IDE used was 

IntelliJ’s PyCharm. 

5.3 Tool Implementation 

The implementation involves many distinct steps as follows: the data collection steps mines 

the data from the source. The data preparation step is where data is cleaned and formatted. The 

next step is the model training using the cleaned data and filtering locations giving them 

geographical markers. After that a user inputs their preferences and they can view the predictions 

and more details about them. The algorithm applied in this research is an Artificial Neural Network 

with one hidden layer. The merits of using this algorithm is that it uses vectors for Natural 

Language Processing making it more efficient. 

5.3.1 Data Collection 

Travel destinations data was obtained from the Wikivoyage API. It is in eXtensible Markup 

Language (XML) form. Since the required data format is Json, a simple python script was written 

to convert this data. The data is then saved into a file that will be used later in the system. 
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Figure 5.1: Data Collection 

The second set of data is geo data for the pages that is provided in sql format. In order to 

query this data, a MySql database was created. This data will be able to differentiate the 

geographical locations from results that match but are not locations. 

5.3.2 Data Preparation and Cleaning 

The data obtained from the collection process in JSON format contains a lot of noise and 

unnecessary characters. Therefore, it needs to go through a data cleaning process. The first step is 

to load the JSON file. After it is loaded, the content is modified so that it is represented in python 

dictionaries for easier processing. The following is an example of dictionary keys that represent 

article titles. 

 

Figure 5.2: Dictionary Keys From Cleaned Data 

From this it is clear that some of the keys are not destinations, but categories, files, etc., 

example the Mediawiki_templates file is clearly not a destination. More cleaning is involved to 
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remove such articles so as to obtain only travel destinations. An example of a travel destination is 

as follows: 

 

Figure 5.3: A Travel Destination 

 From the data above, there are still many unwanted characters that are not required in the 

model, therefore more steps are carried out to remove them. The process utilises python inbuilt 

functions such as regex, eg: 

 

 

Figure 5.4: Regex to remove noise from data 

 The final output is then transformed into a list of words. For instance, the article in figure 

5.3 above is transformed to: 
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Figure 5.5: Formatted destination Data 

This format is now ready to be input in the model for training and is therefore output into a file 

using the python library pickle. 

5.3.3 Model Training 

 The algorithm utilises the Word2Vec model. The Word2Vec model was developed at 

google and it turns words into vectors in an attempt to learn their meaning. It is based on the 

assumption that it is possible to know the meaning of a word based on their surroundings. It uses 

the same concepts used by the n-gram NLP model.  

 Word2Vec is a two-layer neural network that processes text (Word2Vec, 2019). It contains 

a hidden layer weighting matrix that is also the vector representation of the words. The output of 

the model is a vocabulary where each word has been assigned to the vector. This output can be fed 

into deep learning models for further analysis or be used to establish the relationships between the 

words. 

 In this study, the file obtained from the data cleaning process is fed into the model for 

training. The geolocation data queried from the database mention earlier is also loaded. The model 

is trained using the data and upon completion, a search like the one below displays the data as 

shown. 



 

 44 

 

Figure 5.6: Results from the model 

The result above represents the prediction of locations based on a user’s search. 

5.3.4 GeoLocation Mapping 

The results from the model are then passed through a function to give them geo markers as 

follows: 
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Figure 5.7: Locations with Geographical markers 

5.3.5 User Input 

 The web application is used to obtain the user input with their preferences as well as display 

the results. The user input represents the dynamic factors used to determine the destinations 

predicted for a user. These factors include weather, budget, languages spoken in the destination, 

and the preferred mode of transport within the destination at a given time. The input also takes into 

consideration other user preferences and anything the user would like to exclude from the search. 

These factors were selected based on research done in chapter 2 on what factors determine 

destination selection. As discussed in chapter 3, this was achieved through the use of the flask 

framework which is a light weight python framework. The figure below shows the simple form 

that takes the user input: 
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Figure 5.8: Web application interface to accept user input 

The results are then displayed in a map with the location markers as follows:  

 

Figure 5.9: Map with search results 

Each of the destination is ranked based on the cosine difference from the search made. 



 

 47 

 

Figure 5.10: List of Predicted Destinations 

The ranking is based on the understanding of the users keywords and the amount of data thaat was 

used to train the model. 

 A user can also view real-time additional information about the weather and the cost to 

stay in a place per day, among other details. Details such as racial tolerance and internet speed are 

available based on the city. Some remote cities may lack this details due to the scarcity of the data 

available.  
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Figure 5.11: Selected Location with further information 

 When a user clicks on a city name, they are able to explore more details about a destination 

as shown below.  
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Figure 5.12: More details about a location 

 

Figure 5.13: What to do or see in a location 
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5.4 Testing and Validation 

 The algorithm was tested by running multiple searches to determine the accuracy of the 

predictions. The output provides vectors from 0.0 to 1 to determine how close to the search each 

result is. For instance, a search for destinations similar to Nairobi but not in Europe like this: 

 

Figure 5.14: Testing the model 

Returns the following results:  

 

Figure 5.15: Test Results 

The geo marking function filters out the non-locations and part of the final output is: 
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Figure 5.16: Locations only with geo markers 

The algorithm clearly identifies that the “to/from” is not a geographical location. This data is then 

fed into the web application and the user gets the output inform of a map. The figure below 

illustrated the results as viewed from a web browser.  

 



 

 52 

 

Figure 5.17: Final prediction result display 

The aim of this research was to predict a list of destinations for a user based on their 

preferences. The section above details how that can be achieved through the use of an Artificial 

Neural Network model. The accuracy of the prediction can be improved over time by training the 

model using more data. 
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Chapter 6. Discussion 

6.1 Introduction 

This chapter discusses the results of the research in light of the research objectives, 

questions and aim discussed in chapter one. The aim of this study was to develop a travel 

destinations and route prediction algorithm that uses dynamic and personalised factors to provide 

a user with the most suitable destinations based on their preferences as well as the most optimal 

route they can use to navigate through those destinations. 

The solution provided in the study as explained in chapter five, is an algorithm that takes 

in travel destinations and routes data from a crowd source, in this case, Wikivoyage, trains a model 

using the Word2Vec neural network model, to produce a list of destinations that matches a user’s 

input. 

6.2 Results of the study 

The results of the study can be viewed in two ways. The first is the result of the model that 

provides a list of destinations for a user together with the geo-location markers. The second is the 

part that calculates the most optimum route for the user to follow. The study has been successful 

in providing a list of destinations to the user based on their personal preferences.  

6.3 Challenges associated with the study 

 The major challenge with the study is the lack of a user’s historical data. One of the major 

aspects of the study is to provide personalised predictions. In order to achieve this, there is the 

need to have a deep analysis of a user’s likes and behaviour in a field called behaviour theory. 

Unfortunately, this was past the scope of the study and the only data that was relied on is what a 

user supplies on request. 

6.4 Prediction Confidence 

 The predictions are provided through word2vec, a neural network model. This model has 

been proven to work great with text processing because it detects similarity in vector space. Its 

mathematical nature allows the model to achieve a certain level of accuracy that other NLP 

algorithms struggle to attain. It returns the results in a vector of cosine difference. For instance, 

when the model was used to detect the similar searches to “Sweden” it produced the following 

results. This means that the cosine distance between Norway and Sweden is 0.760124. 
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Figure 6.1: Model showing vectors 

Utilising this model for the study guarantees that destinations are better predicted instead 

of using plain text matching. 

Comparison Between this Model and other NLP Models 

There are many methods used in text processing as seen in chapter 2. However, they fail 

to capture the true meaning of a word. The following table shows various methods of text 

processing and why the study chose neural-network based embeddings as opposed to the other 

methods. 

Table 6:1 NLP methods comparisons 

Method How it works Weakness 

Neural-network based 

embeddings 

The neural network develops a 

deep vector representation of 

text, enough to know it 

meaning in different contexts.  

The quality of the prediction 

depends on the corpus used to 

train the model. 
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TF-IDF It measures the importance of 

a word in a particular 

document. 

It is mainly used by search 

engines to know what results 

to give back in a search. 

Bag of Words (BoW) It analyses the word vector and 

checks the frequency it appears 

in a document. 

It is mainly useful for 

document classification and 

not prediction. 

One-hot encoded vectors This method checks whether a 

word exists in a corpus or not. 

It does not detect anything 

other than the presence or 

absence of a word 

 

6.5 Research Shortfalls 

 The proposed study has a few limitations that may affect its validity.  

i. The model utilises only data from Wikivoyage, while the data has thousands of articles 

about destinations, it does not provide the complete overview of a destination. In 

addition, the data maybe too formal lacking user descriptions that may shed more light 

to a destination. 

ii. The study lacks historical user data which can infinitely improve the predictions. 

Unfortunately, this can only be achieved over time. 

iii. The data from Wikivoyage does not cover many African destinations hence affecting accuracy 

of results based on African cities. This can be rectified by using a data source with as many 

destinations as possible. 
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Chapter 7. Conclusions and Recommendation 

7.1 Conclusions 

Over the years, travelling has become part of people’s lives. From the one-time vacation, 

to the few weeks exploring, and the one year travelling sabbatical, many people have adopted the 

idea of travelling. As such, many solutions have cropped up to make the planning process and the 

travelling as seamless as possible. These solutions have provided maps that show people where 

they are and directions all around, recommendations for popular places often labelled “Top 10/100 

destinations”, or even user reviews about certain places.  

However, many of these solutions either fail to answer the question “Where to go?” and 

those that answer usually answer in the form “Where have many people liked or been to before?”. 

This study has proposed a solution that will answer the questions “Where do I go now based on 

my preferences?” by employing personalised and dynamic factors in the prediction. In a drive to 

answer those to key questions, this study proposed four objectives that stem from the aim. This 

research seeks to answer four main questions derived from the objectives.  

This section will review the study, showing how each of the objectives were met in the 

study, and highlighting any recommendations and future work that were observed. 

The first objective aimed at examining the different personalised and dynamic factors that 

affect destinations and route choices amongst travellers and highlight the effect of each factor in 

the final decision. The factors were outlined and discussed in depth in chapter two. The research 

also highlighted the need for more personalised solutions. 

The second objective aimed and analysing the existing algorithms and techniques so as to 

understand the current situation as well as proof that there is indeed a gap that this research fill as 

its contribution. 

The third objective was to develop the proposed solution with the factors proposed. The 

Travel Destinations and Routes Prediction Model was developed as a result utilising Artificial 

Neural Networks for text analysis. The solution proved to work as the results are provided purely 

based on a user’s preferences. 
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The final objective was to prove that the proposed solution was valid. The discussions in 

chapter six above show why the solution was viable as well as highlighting a few shortfalls of the 

final solution. 

In conclusion, this research has proven that there was a niche in the intelligent travelling 

solutions available and attempted to fill one of the gaps. 

7.2 Recommendations 

Based on the findings of this study, the following recommendations can be made: 

i. The model should be trained with as much data as possible to allow for a broader field 

of prediction. The data should especially contain descriptions of the destinations from 

a regularly updated public source. 

ii. The model can be extended to mine social media profiles so as to analyse a user’s 

trends, likes and dislikes to allow more suitable recommendation. 

7.3 Future Work 

 The scope of this research allowed the use of the neural network model in examining 

relationships between the search query and the provided data. In the future, deep learning can be 

employed to allow a more in-depth analysis of prediction. Other additions could include more 

parameters to provide accuracy. Factors such as population density could improve the reliability 

of the system.  
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