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1. INTRODUCTION

Climate change has increased the attention towards renewable energy. The Paris
agreement set an ambitious goal to the world’s nations, which is to limit the global mean
2 m temperature increase to well below 1.5°C, thus pursuing the path of effectively
limiting greenhouse gas emissions. According to the Intergovernmental Panel on
Climate Change (IPCC), the global net anthropogenic CO5 emissions should reach
net-zero around 2050 to limit the global mean warming at the surface to 1.5°C above
pre-industrial levels (IPCC, 2018). To reach the net-zero level, the use of fossil fuels
should be substituted with cleaner energy production, including renewable energy
sources.

After hydropower, the main renewable energy sources are wind and solar (IRENA,
2019). Wind is converted to electricity by wind turbines where the kinetic energy of
wind (air flow) is turned to mechanical power by the rotating wind turbine blades and
furthermore to electricity by the generator of the wind turbine. Solar energy, in turn,
is converted to electricity by solar panels (photovoltaic effect) or heat by concentrating
the sunlight with mirrors or lenses. According to the International Renewable Energy
Agency (IRENA), the installed wind and solar energy capacities globally at the end of
2018 were 564 GW and 486 GW, respectively, with consistently growing trend over
time (IRENA, 2019).

Both wind and solar resources are highly variable and dependent on geographical
location, season, time-of-day and weather. Atmospheric science is a crucial scientific
field when discussing wind and solar energy. It includes atmospheric physics and
chemistry, climatology and meteorology - all being important and closely related to
each other when trying to understand the highly variable nature of wind and solar
resources. Wind and solar energy resources can be estimated by using meteorological
knowledge, meteorological observations and numerical weather prediction models.
In addition, the understanding of meteorological conditions and phenomena helps
with estimating weather-related risks affecting renewable energy projects, comprising
both safety and profitability aspects.

The focus of this thesis is on renewable energy meteorology. The general aim of
this thesis has been to increase our understanding on how different meteorological
conditions affect wind and solar energy. This general aim is addressed in four research
articles, through more specific research questions and aims:

1. Low-level jets are a potentially valuable wind resource but they may also
harm the wind turbines. How well can we observe and characterise low-level
jets, and can we map this resource using reanalysis data?

In papers I-III, the aim was to derive a climatology of low-level jets based
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on reanalysis data (paper I) and Doppler lidar observations (papers II, III).
Automated algorithms were developed and applied to data in papers I, II, and
I1I to objectively identify low-level jets from gridded reanalysis output, and high
temporal and vertical resolution Doppler wind lidar observations, also enabling
real-time detection. The occurrence and characteristics of low-level jets were
investigated in papers I-IIL.

2. The amount of clouds and incoming solar radiation are highly variable

in nature. How well can operational numerical weather prediction model
predict clouds and incoming solar radiation at the surface?
In paper IV algorithms were created for ceilometer data to detect liquid cloud
layers, ice clouds, precipitation and fog. The aim was to evaluate the operational
short-term cloud cover and solar radiation forecasts by comparing day-ahead
forecasts of cloud cover and surface solar radiation against ceilometer and
pyranometer observations.

3. How observational systems can help numerical weather prediction model
development?
The aim has been to create automated algorithms that are easily applicable to
different sites operating similar instruments. A detailed comparison of model
output to quality-controlled observations are needed for model evaluation, and
furthermore model development. The model evaluation may reveal deficiencies
of a model’s capability to represent specific conditions accurately and these
aspects are discussed in all papers.

The introduction to this thesis is structured as follows: in section 2 the background
of this thesis is discussed. Data and methods used in this thesis are briefly described
in section 3 followed by the main results in section 4. Section 5 contains the review of
papers and author’s contribution. Finally, the discussion and conclusions are presented
in section 6. The four published papers are printed in order of their publication at the
end of this thesis.
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2. BACKGROUND

2.1. RENEWABLE ENERGY METEOROLOGY

The energy received from the sun drives the Earth’s renewable energy sources. The
amount of solar radiation received at the top of the atmosphere depends on the Earth’s
tilt towards the sun, and in addition, the amount of solar energy received at the
surface depends on the solar radiation absorbed and reflected by the clouds and the
atmospheric gases and aerosols. The uneven distribution of sunlight at the Earth’s
surface and the rotation of the Earth result in differences in atmospheric pressure
and consequently large-scale atmospheric circulation. Although windiness depends
fundamentally on the large-scale circulation, local effects, such as topography and
coastal effects also affect the wind field and are important in determining the local
wind resources.

As renewable energy resources are highly variable in nature, it is crucial for
renewable energy applications to determine and understand the local wind and
solar resources and how different meteorological conditions affect them. Long-term
variability (yearly and monthly variation) must be determined in the planning
phase of a renewable energy project and short-term variability (diurnal and hourly
variation) must be known for the operational purposes. These can be obtained
by using different meteorological data: long-term meteorological observations and
reanalyses for long-term variability, and real-time observations and forecast models
for short-term variability.

There are different meteorological conditions that affect the available amount of
wind and solar resources. For example, the increased wind speed due to favorable
atmospheric conditions may ramp up the wind energy production locally. Similarly,
clear-sky periods due to high pressure situations are favorable conditions for solar
energy production resulting in more available solar energy. In addition, different
meteorological conditions, such as atmospheric icing and increased wind shear
and turbulence, may harm the equipment, for example decreasing the life time
of wind turbines. Therefore, the occurrence and characteristics of meteorological
phenomena affecting renewable energy is crucial to understand before the design
and construction of a new renewable energy project. Meteorological conditions and
different phenomena determine and influence the selection of the site location, what
equipment to be used (such as turbine type), and layout of the project, but also the
operation of the existing wind or solar site.
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2.2. METEOROLOGICAL DATA IN RENEWABLE ENERGY

Different meteorological data sets can be widely utilized in different phases of
the renewable energy projects. For instance, accurate site assessment is required
before building a wind or solar farm to ensure the profitability of the project. In
the operational phase of the existing wind or solar energy site, accurate wind or
solar radiation forecasts and real-time observations are requested. Therefore, a
range of different data sets are required. This includes gridded meteorological data
which resolve large-scale phenomena as well as site specific observations of relevant
meteorological variables. The optimum data set for each application highly depends
on the application, for example on the required accuracy and desired length of the data
set.

OBSERVATIONS

The Global Observing System (GOS), guided and coordinated by the World
Meteorological Organization, and operated on a national and international level,
provides an extensive amount of meteorological observations of the atmosphere
and ocean surface. Every day, billions of observations - including data from
traditional in-situ point observations, single-profile measurements (radiosoundings
and ground-based remote sensing), more complex profiling (cloud radars and weather
radars), satellite-based remote sensing, ships and aircraft - are gathered, stored
and used. Meteorological observations play a fundamental role in Numerical
Weather Prediction (NWP) as they are used in determining the initial condition
of the atmosphere that is necessary for obtaining accurate forecasts ahead in time.
Meteorological observations are also used in NWP model development, and in
monitoring the real-time conditions and obtaining advisory and warning systems of
weather-related conditions.

Different observational data sets are used across a wide range of renewable
energy applications. For example the accurate resource assessment of incoming
solar radiation at a specific site requires at least one year of quality-controlled solar
radiation measurements to determine the seasonal variation. However, preferably,
several years of observations should be used to understand the year-to-year variation.
Solar radiation at the surface is typically measured with in-situ pyranometers and
pyrheliometers, to obtain all of the solar radiation components usable in solar energy
applications: Global Horizontal Irradiance (GHI), Direct Normal Irradiance (DNI)
and Diffuse Horizontal Irradiance (DHI).

The same requirement for long observational data sets described above for solar
energy applications applies to wind energy applications. Wind measurements are
conventionally done with wind sensors located at different heights on a meteorological
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mast, using different in-situ wind sensors: cup anemometers and wind vanes or
sonic anemometers. However, the wind energy industry is moving towards the use
of ground-based remote sensing instruments to obtain wind profile measurements
with higher temporal and vertical resolution, especially using Light Detection
and Ranging (lidar) and Sound Detection and Ranging (sodar) instruments. In
addition to improved vertical resolution over the appropriate height range of modern
wind turbine, the lidar and sodar instruments are easy to relocate, which enables
measurements from several locations, for example within the site. This is a huge
advantage compared to conventional meteorological masts that are deployed in one
location only and are in practise unprofitable to relocate.

Doppler lidars have become very popular in the field of wind energy (Banta et al.,
2002; Pichugina et al., 2012; Hasager et al., 2013; Banta et al., 2013). The basic
principle of a Doppler wind lidar in retrieving the wind profile is the detection of the
movement of aerosol particles that are transported by the air flow. The movement
detection relies on measuring the Doppler shift (shift in received versus transmitted
laser frequency) when the transmitted laser signal is backscattered from the moving
particles. One beam direction gives the line-of-sight velocity information and the wind
speed and direction (three-dimensional quantity) is obtained by transmitting a laser
beam in at least three different directions to resolve the three-dimensional wind vector.
This calculation assumes horizontal homogeneity in the scanning volume. The wind
field is usually not horizontally homogeneous which affects the data quality and the
detection of moving particles requires aerosols to follow. The latter is a problem in
clean conditions when there is not enough signal to retrieve the wind information.
In addition, it should be kept in mind that the lidar signal attenuates in thick cloud
layers, and no information is available above. These measurement principles result in
limitations in terms of data availability.

Doppler lidars can obtain the wind profile by using different scanning schemes
(Werner, 2005), for example using Velocity Azimuthal Display (VAD) or Doppler Beam
Swinging (DBS) scans. The measurement volume and the vertical resolution of the
wind profile is determined by the scan settings used, such as the elevation angle of the
laser beam. The aspects of the desired vertical resolution, temporal resolution, data
quality and measurement volume should be taken into account when determining the
optimal scanning pattern of the instrument for each application.

The information obtained by transmitting a laser pulse and receiving the
backscattered signal is also used in other meteorological applications than wind profile
measurements. Cloud profiling can be done by using a simpler lidar system, a
ceilometer. The detection of clouds with lidar ceilometer requires a light pulse pointed
only into one direction, and it does not require Doppler shift detection. The cloud
measurement relies on receiving the backscattered laser signal from the cloud droplets
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and ice crystals. Ceilometers can also be used to detect the aerosol layers (and to obtain
mixing layer height; Wiegner et al., 2014) and precipitation. Traditionally ceilometers
are used at airports to detect the cloud base height and sky condition information,
and therefore there is a dense network of ceilometers distributed around the world
(Illingworth et al., 2019). This is a notable benefit compared to other cloud profiling
instruments (such as cloud radars, research lidars) which are not as densely distributed.
The limitation of ceilometers is that they usually see only up to the lowest liquid cloud
layer, as the lidar signal attenuates rapidly when passing through a liquid cloud.
Obtaining profile data has advantages in the renewable energy field. For the wind
energy industry, it is beneficial to obtain wind speed profiles up to several hundred
meters above the surface, as the modern commercial wind turbine rotor diameter and
hub height now exceed 160 m. For solar energy purposes, and especially observing
clouds, profiling instruments (or a combination of them) are the most useful as more
information on the cloud properties, such as presence of liquid cloud layers, can
be obtained when using the attenuated backscatter profile information compared to
traditional cloud base height and sky condition retrievals (Illingworth et al., 2007).

NUMERICAL MODELS

For the general public, the most well-known product from the field of meteorology
is a weather forecast, produced by NWP models. NWP models are mathematical
models where the evolution of the atmospheric state can be predicted through
resolving the equations representing the atmospheric dynamic and thermodynamic
state, and parameterizating the physical processes too small to be resolved, ahead
in time. Dynamic and thermodynamic equations solve the atmospheric flow and
thermodynamic state, whereas physical parameterizations are used to derive radiation,
clouds, convection, turbulence, and other sub-grid size phenomena. NWP models can
be used to produce a range of different forecasts and simulations from nowcasting
to seasonal predictions and over a range of spatial scales from regional to global.
For example, the European Centre for Medium-Range Weather Forecasts (ECMWF),
produces medium-range forecasts twice a day with a forecast horizon of up to 15 days,
extended-range forecasts twice a week up to 46 days and long-range forecasts once a
month up to 7 months. There are global forecasting systems, such as the ECMWF
Integrated Forecast System (IFS) model, and higher resolution regional NWP models
covering a limited area, such as HIRLAM and HARMONIE. The grid resolution can
vary considerably between different NWP models. For example, the spatial resolution
of the operational IFS model is approximately 9 km and in the vertical there are 137
levels from ground to the top of atmosphere whereas HARMONIE-AROME has 2.5 km
horizontal resolution and 65 vertical levels.

NWP models use real-time observations gathered through GOS to determine
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the most realistic atmospheric state in a procedure called data assimilation. In this
step, the model initial state is represented relying on the real-time measurements and
given to the equations solving the atmospheric dynamic and thermodynamic state,
and to forecast ahead in time. In the case of ensemble forecasts, the initial state
is perturbed to get slightly different initial states for each ensemble member. The
spread between the ensemble members can then be used to estimate the uncertainty
of the prediction (probabilistic forecast). The deterministic forecast does not itself
include any information on the probabilityy. NWP models resolve the evolution
of large-scale circulation, and synoptic and mesoscale features, i.e. they resolve
the atmospheric flow and movements of frontal systems. However, they may not
always capture small-scale phenomena correctly, such as coastal effects, due to the
deficiencies in resolution or incorrect parameterization, resulting in decreased skill
in predicting certain meteorological conditions. Overall, the skill of NWP models has
been considerably improved with the increase in computational power allowing for a
better grid resolution, improved parameterizations and the amount of real-time data
(mainly satellite data) assimilated in to the model (Bauer et al., 2015).

In the field of renewable energy, NWP models can be used for example to predict
the amount of incoming solar radiation for the day-ahead to guide the solar energy
markets. Similarly, wind speed forecasts are used to predict the potential wind energy
production over different time windows. Therefore, there are certain needs for the
accuracy of the NWP model also in the renewable energy perspective.

Large-Eddy Simulation (LES) models are high-resolution numerical models that
are used to resolve the turbulent flow with a range of time and length scales. In
comparison to LES models, NWP models do not directly resolve the turbulent eddies,
as the turbulent motions are parameterized. LES models can be used for research
purposes to investigate different phenomena in detail over a certain area, for example
in boundary-layer studies. However, as LES models require very high resolution in
time and space, they are computationally extremely expensive. Therefore, LES models
are not suitable for operational use. The information gained from LES can provide
valuable information to deeply understand the physical processes that are acting, such
as forcing mechanisms of a low-level jets or structure of clouds smaller than usual grid
size.

REANALYSIS

Reanalysis is a combination of meteorological observations and a numerical model,
resulting in gridded data set covering areas from regional to global scales and typically
spanning historical time windows of several decades. Reanalysis is produced by
using a NWP model and adding the information content of historical meteorological
observations in the data assimilation process. Thus, running the NWP model
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over times when meteorological observations are available, and repeating the data
assimilation process with all of the available observations for each time step and
grid point, the resulting data set is seen as the best estimate of the state of the
atmosphere in gridded form, possibly spanning the whole globe from ground to the
top-of-atmosphere over tens of years. One of the advantages of reanalysis data is that
they are produced based on the latest NWP model cycle (at the production time),
thus the aim is to use the most skillful model for the whole historical time window,
and incorporate more observations than are available for the operational forecast.
Therefore, the reanalysis data is also free of changes due to NWP model development,
i.e. increase in model’s skill over time.

There are different reanalysis data sets covering the whole globe (e.g. ERAS5,
ERA-Interim, MERRA) and some limited area (e.g. COSMO-REA, ASR). The
single-level and model-level variables can be obtained from any grid point and over a
large time window, therefore enabling e.g. climatological studies investigating seasonal
variations or trend analysis. The horizontal resolution may vary considerably between
different data sets, usually being coarser for global data sets. For example, the newest
global reanalysis dataset ERA5 by ECMWF (ERAS5, 2019) has spatial resolution of
30 km with 137 vertical levels, and the newer version of ASR (ASRv2, Bromwich et al.,
2018), covering limited area, has 15 km spatial resolution with 71 model levels. Most
of the global reanalysis datasets span multiple decades, usually starting from 1979 (or
before) to almost real-time with temporal resolutions varying from hourly to 3-hourly
or coarser. Additionally, many of these data sets are freely available, which makes them
easily accessible for wide usage.

In renewable energy applications, reanalysis can be used to estimate the incoming
solar radiation at the surface, wind speed at different levels, as well as investigating
relevant meteorological phenomena derived from the reanalysis output. Reanalysis
data are useful for a wide range of applications; however, these data may not be suitable
for detailed investigation of a phenomenon at a certain location due to the deficiencies
in the temporal and spatial resolution.

ALGORITHMS

An algorithm is a recipe or a decision tree which describes a process in a mathematical
or logical form. Usually algorithms contain separate tasks that are solved by a
computer. For example, a simple algorithm could find the number of hours when the
averaged wind speed exceeds 10 m s~! over the past two years. The power of algorithms
is that they can process large sets of information and the results should, in principle, be
objective as they can strictly follow the given relations or rules without suffering from
human errors, therefore lacking subjective bias. Algorithms can easily process massive
amounts of data with complicated relations, which would be an impossible task for a
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human to analyse manually. Objectivity and capability to efficiently handle massive
amounts of data with complicated connections are desirable features, for example,
when the aim is to identify a certain meteorological condition by using multiple years
of meteorological data.

At wind farms, the real-time wind measurements from the wind turbine nacelles
are used to determine the estimated power production and to detect faulty conditions,
e.g. due to atmospheric icing, by using simple algorithms. Other meteorological
phenomena can be automatically identified based on the real-time observations with a
set of rules by using more complicated algorithms, such as identification of a low-level
jet by using wind profile observations or estimation of conditions causing wind turbine
icing by using a combined information from different observational data sources
and/or forecast data.

In contrast to real-time monitoring, algorithms can also be used to analyse
historical data. When investigating over several years, the automated identification of
a particular phenomenon or process is usually necessary. With algorithms applied to
historical data (observations or model), it is possible to investigate the climatological
behaviour of the feature of interest. This is desirable, for example, when estimating
the impacts of certain phenomena on a renewable energy project - it is beneficial to
understand the occurrence of hazardous phenomena when estimating the possible
stresses that will be expected by the structures, for example wind turbines. In these
cases, it is again required that large amounts of data can be objectively analysed.

MODEL EVALUATION

NWP models may not always represent the atmospheric conditions and different
phenomena accurately. Hence, if only relying on model data, any inaccuracy in
estimating turbulence would likely impact the estimated wind resource or the expected
life-time of the wind turbines. As numerical models are needed for estimating
renewable energy resources and other weather-related impacts, and for forecasting the
amount of expected power production one day-ahead at any location, it is vital to know
how accurate the NWP model is.

Different meteorological observations are used for model evaluation at the location
of available measurement data. Especially long time series of observational data,
with possible algorithms applied to investigate certain phenomena, are used for
investigating the model’s performance. To determine the accuracy of the model, the
model must be systematically compared against observations by using large amount
of data. Comparing model output with observations is not always a simple task,
as the nature of model and observational data differ. NWP output is usually a
representation of a condition in a grid-space, thus the forecast values represent
averaged or instantaneous conditions over a certain area or volume. On the other hand,
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observations may be a point measurement (for example traditional solar radiation
observations by a pyranometer) or a measurement over a certain area (such as
satellite-derived solar radiation data).

The accuracy of NWP models can be analysed by using a wide range of error
metrics and skill scores (Casati et al., 2008). These represent the differences between
the observations and forecast data, thus describing how well the forecast model is
representing the real (observed) conditions. The model’s skill in forecasting a certain
condition may vary diurnally, seasonally or based on location. For example, it is
known that a typical model’s resolution may not be high enough to produce some local
effects, such as coastal or mountainous effects, and that small-scale phenomena are
harder to predict compared to large-scale effects. Some conditions have diurnal and
seasonal variability and if the models have deficiencies in representing these conditions
accurately, this may result in diurnal and/or seasonal variations in model’s skill to
predict a certain phenomenon.

2.3. LOW-LEVEL JETS, CLOUDS AND SOLAR RADIATION

In this thesis, the focus has been on low-level jets that potentially affect wind energy,
and on forecasts of low- and mid-level clouds that strongly affect solar radiation
forecasts. Different meteorological data sets, from point measurements to profile
observations to gridded reanalysis and NWP model data, are used. Additionally,
methods and algorithms have been created which enable research at scales varying
from an individual measurement site to networks with hundreds of sites operating
certain instruments, and to global scales.

LOW-LEVEL JETS

A low-level jet (LLJ) is a localized maximum in the vertical profile of horizontal
wind. LLJs typically occur in the lowest few hundred meters of the atmosphere,
therefore being potentially important for wind energy (Banta et al., 2013). The
increased wind speed related to the LL] maximum can enhance wind power production
but on the other hand the increased wind shear and turbulence can be harmful for
wind turbines. In addition, LLJs have other implications, such as their impact on
the development of severe weather, transport of moisture and gases (Higgins et al.,
1997; Mao and Talbot, 2004; Hu et al., 2013), therefore affecting air quality, as well
as impacts on marine and aviation safety due to increased wind shear. There are
different LL] forcing mechanisms, such as inertial oscillation in time (Blackadar,
1957) and space (Hogstrom and Smedman-Hogstrom, 1984; Smedman et al., 1993),
barrier and katabatic winds (Parish, 1982; Renfrew and S. Anderson, 2006), large
scale baroclinicity, and shallow baroclinicity induced by the coastlines or sea-ice edges
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(Doyle and Warner, 1993; Savijarvi et al., 2005). Different forcing mechanisms have
different impacts on the occurrence and characteristics of LLJs.

Low-level jets have been studied widely over flat land areas, especially over the
Great Plains in the United States where a nocturnal LL] is a common phenomenon,
especially in the summer season (Banta et al., 2002; Storm et al., 2009; Vanderwende
et al,, 2015). These LLJs are usually forced by an inertial oscillation in time when the
boundary layer transforms from daytime unstable stratification to nighttime stable
stratification, and the upper part of the boundary layer decouples from the surface
resulting in decayed friction and accelerated horizontal wind speed in the boundary
layer. However, LL]Js can also occur in cold regions, although the forcing mechanisms
may be different. LL]Js have been studied in the Arctic (Moore and Renfrew, 2005) and
in the Antarctic (Andreas et al., 2000; Renfrew and S. Anderson, 2006), but overall,
there are fewer studies focusing on wintertime LL]Js. This acknowledged imbalance is
partly covered in this thesis by deriving the wintertime climatology of LL]Js based on
the reanalysis data.

Different types of meteorological data sets discussed in the previous section have
been used in LLJ research. LLJs have been investigated with long time series of
gridded model data, such as reanalysis data sets (Rife et al., 2010; Ranjha et al.,
2013). Reanalysis data enable the research of the phenomena over large areas and
over long time periods. NWP models may not represent the LLJs correctly, possibly
due to their inaccurate representation of the stable boundary layer showing too much
turbulent mixing (Storm et al., 2009; Floors et al., 2013), or too coarse vertical and
horizontal resolution. Therefore, in order to understand the phenomena, to estimate
the effects of the phenomena on wind power production, and to evaluate the model
performance, it is important to investigate the phenomena by using different data. In
this thesis, the climatology of LLJs is investigated by using regional renanalysis data
and at two different sites based on long time series of Doppler lidar observations with
high temporal and vertical resolution.

In recent years, the growing interest in wind energy has also raised interest in LLJs
in coastal areas (Tucker et al., 2010; Pichugina et al., 2012; Dérenkdmper et al., 2015;
Pefia etal., 2016). In wind energy applications, the focus area is the lowest few hundred
metres above the ground and long data sets of wind profile observations are needed
to investigate the climatology of LLJs. There are no previous climatological studies
of LL]s in Finnish coastal regions. Accurate representation of LL]s can be obtained
from high temporal and vertical resolution wind profile observations, and furthermore
used to evaluate the ability of a numerical model to capture them. LLJs should be
investigated at more sites to understand the forcing mechanisms and to extend the
model verification. These aspects are partly addressed in this thesis by the algorithm
development, and by using Doppler lidar observations for investigating LL]Js in the
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Finnish Archipelago and in Germany, as well as comparing results from the reanalysis
data and LES model to the observed LL]Js.

CLOUDS AND CLOUD PROPERTIES

A cloud consists of liquid droplets, ice particles, or both, suspended in the air. There
are different types of clouds in the atmosphere. Traditionally clouds are divided into
ten main groups that can be separated into low-, mid- and high-level clouds. Clouds
are highly variable; cloud heights typically vary from ground level up to approximately
15 km in altitude, and, as can be visually observed, have different sizes, shapes and
structures, and vary in transparency. The cloud forcing mechanisms and atmospheric
conditions determine the cloud properties.

As clouds consist of liquid and/or solid particles, the cloud optical properties highly
depend on the constituents of a cloud. High clouds typically consist of ice particles only,
being optically thinner than mixed-phase clouds or liquid clouds, that contain liquid
droplets. Mixed-phase clouds contain a mixture of ice and supercooled droplets at
temperatures below freezing, down to —40°C. For the same amount of water content ice
clouds, mixed-phase clouds and pure liquid clouds show different optical properties,
as ice particles are usually larger than liquid cloud droplets (Korolev et al., 2017).

NWP models forecast the cloud liquid/ice water contents at every model level for
each grid point, from which the cloud fraction information at each grid point can
be obtained. The single-level values of cloud cover for each layer (low, mid, high) as
well as total cloud cover are derived from the forecast cloud liquid/ice water contents
over the each layer and each model column. NWP models derive the cloud optical
properties from the cloud liquid water and cloud ice water contents in each grid point.
From these variables the cloud liquid water path and cloud ice water paths can be
estimated, describing the total amount of cloud liquid and cloud ice water contents in
one column. Extensive cloud profiling measurement stations are sparsely located, and
therefore the comprehensive evaluation of a model’s skill in predicting clouds is only
done at a few ground-based sites (Illingworth et al., 2007; Hogan et al., 2009) or from
profiling satellites which have a very narrow swath (Delanoé et al., 2011). Therefore,
there is a shortage of research evaluating model’s skill in predicting clouds against high
temporal resolution observations. In this thesis, this need is partly covered by using
ceilometer observations, which are densely distributed globally.

FORECASTING SOLAR RADIATION AND CLOUDS

In the solar energy field, the interest is in the actual and forecast amount of solar
radiation on the ground. The solar radiation received at the Earth’s surface depends
on the solar zenith angle and the absorption and scattering of the radiation in
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the atmosphere, clouds being the major contributor. Both the amount of clouds
(cloudiness) and cloud type affect the amount of solar radiation reaching the surface:
optically thick liquid clouds scatter solar radiation more effectively than deeper but
optically thinner ice clouds, resulting in less solar radiation on the ground when
liquid or mixed-phase clouds are present. Operational NWP models can be used
to predict the incoming solar radiation and to estimate the potential solar energy
produced by the solar farm, for example, one day-ahead. The model’s capability to
predict the incoming solar radiation is dependent on the model’s capability to predict
clouds. Numerical models have been shown to have deficiencies in predicting clouds
containing supercooled liquid (Forbes and Ahlgrimm, 2014) resulting in a bias in the
predicted shortwave solar radiation (Ahlgrimm and Forbes, 2012).

There are earlier studies estimating the accuracy of the solar radiation forecasts
(e.g. Schroedter-Homscheidt et al., 2017) and accuracy of the solar radiation data
obtained from the reanalysis (e.g. Frank et al., 2018; Urraca et al., 2018) at different
locations based on solar radiation measurements, satellite-derived radiation products
and numerical model data. These studies focus on solar radiation forecast error,
and do not investigate the possible source of the error. Investigating the impact
of the representation of clouds in NWP models on solar radiation forecasts mainly
rely on extensive cloud profiling instrumentation (Ahlgrimm and Forbes, 2012),
that are installed at sparsely distributed research facilities, such as Cloudnet stations
(Illingworth et al., 2007) and Atmospheric Radiation Measurement facilities (Mather
and Voyles, 2013). In this thesis, the emphasis has been to step beyond solely
documenting accuracy of the solar radiation forecast and investigating the impact of
low- and mid-level clouds by using simpler instrumentation, therefore being applicable
to hundreds of sites globally.
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3. DATA AND METHODS

In this thesis, a wide range of different meteorological data were used to identify
and model LLJs, and to observe and forecast clouds and solar radiation. Vertical
profiles of horizontal wind speed obtained from reanalysis data, Doppler wind lidar
observations and an LES model were used to investigate LL]Js. In addition, wind speed
measurements from cup and sonic anemometers, and radiosoundings were used as
an additional source of wind speed information. Clouds and solar radiation were
observed using ceilometer and pyranometer instruments, respectively, and forecast
by the operational NWP model. Automated algorithms were developed to objectively
identify LL]s and the presence of clouds. The specific observational data sets, numerical
model data and algorithms used in this thesis are described in the following sections
in more detail.

3.1. OBSERVATIONAL DATA
DOPPLER LIDAR OBSERVATIONS

Doppler lidar observations are used in papers II and III to obtain vertical profiles
of horizontal wind speed and direction and to investigate LLJs. A Halo Photonics
Streamline Doppler lidar is used in both studies (Pearson et al., 2009). This instrument
emits a light pulse at a wavelength of 1.5 ym and measures the Doppler shift of
the backscattered signal, which is further post-processed to get the line-of-sight
velocity of the air (aerosols). Furthermore, the wind speed and direction profiles
are calculated from the combination of the line-of-sight velocities in several beam
directions, assuming the horizontal homogeneity of the wind field. The line-of-sight
resolution is 30 m, and therefore changing the scanning pattern of the instrument (and
the elevation angle of the beam) changes both the vertical resolution of the final wind
profile and also the measurement volume over which horizontal homogeneity must be
assumed. In addition, the temporal resolution of the wind measurements depends on
the choice of the scanning pattern.

In paper II, the temporal resolution of the wind profiles is 10 minutes, and the wind
profile is concatenated by using two different scanning types, a 24-beam VAD scan at
4°elevation and a 3-beam DBS scan at 70°levation, and additional sonic anemometer
observations. The resulting vertical resolution is 2 m below 130 m, where the VAD
scan is used and 28 m above 130 m, where the DBS scan is used. Sonic anemometer
measurements were inserted at the corresponding height level (20 m above ground).
The vertically pointing operation between the two different scans was used to derive
the vertical velocity.

In paper III, the scan type used was a VAD at 75°levation angle, resulting in



23

vertical a resolution of 29 m. The temporal resolution of the data was 15 minutes.
Over two years of continuous Doppler lidar observations were used in paper II, and in
paper III the data period was over four years.

CEILOMETER OBSERVATIONS

Four years of continuous Vaisala CL51 ceilometer atteanuated backscatter profiles
were used in paper IV to detect clouds. The ceilometer emits a laser pulse close to
910 nm into the atmosphere and receives the backscattered signal from the aerosols,
cloud droplets and precipitation. The backscatter coeflicient is reported with 10 m
range resolution up to 15 km, with a vertical profile every 15 seconds. The knowledge
of the shape of the attenuated backscatter profiles and the magnitude of the attenuated
backscatter coeflicient in cases of clear sky, liquid cloud layer, ice cloud, precipitation,
and fog can be used to identify these meteorological conditions automatically from
the ceilometer data. The laser signal attenuates in thick cloud layers or in heavy
precipitation, and no information is available from above. However, the ceilometer
time series data can be used to estimate the amount of clouds in the sky (cloudiness).

OTHER OBSERVATIONS

In addition to ground-based remote sensing instrumentation used in papers II, III,
and IV, more traditional meteorological observations were used. Additional wind
observations in papers II and III were obtained by using sonic anemometer, cup
anemometer and wind vanes. These observations were used to supplement the Doppler
lidar wind speed measurements and to quality check the Doppler lidar data. Data
from radiosoundings are used in paper III to compare the results of a case study.
Eddy-Covariance technique, used in paper III to investigate the effect of LL]Js on the
fluxes of latent and sensible heat and the net ecosystem C'O, exchange, requires a
sonic anemometer in addition to an open path gas-analyser (Mauder et al., 2013).
Pyranometers were used in paper IV to observe the GHI, and 1-minute averaged,
quality-controlled GHI values (Long and Shi, 2008; Rontu and Lindfors, 2018) over
four years were used.

3.2. MODEL DATA
ARcTIC SYSTEM REANALYSIS

The first version of the Arctic System Reanalysis (ASR) data set (ASR-Interim,
Bromwich et al., 2010) was used in paper I to investigate the climatology of
LLJs. ASR covers Northern hemisphere mid-latitude and polar regions north of
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45°N. ASR is optimised for polar regions as it was produced by using the polar
optimised Weather Research and Forecast (Polar-WRF) model with three-dimensional
variational (3D-Var) data assimilation scheme. The horizontal resolution is 30 km,
and the model has 71 model levels. The output data were available at 34 pressure
levels resulting in a vertical resolution of 25 hPa between 1000 hPa and 500 hPa.
Temporal resolution of the reanalysis output was three hours. The downloaded
variables contained horizontal wind components (u, v) and geopotential height at each
model pressure level, in addition to single-level parameters such as terrain height and
wind components at 10 m height. The data set used covered winter season (October
to March) over an 11-year period (2000 to 2010).

INTEGRATED FORECAST SYSTEM

Integrated Forecast System (IFS) is a global forecast model run operationally by
the European Centre for Medium-Range Weather Forecasts (ECMWF). IFS model
output was used in paper IV to investigate the cloud and solar radiation forecasts.
The high-resolution deterministic forecasts are run every 12 hours and forecasts
up to 10-day-ahead are produced. The horizontal resolution of the latest model
cycle is approximately 9 km and there are 137 vertical levels. The vertical grid
spacing is denser closer to the ground. In this thesis only data below 15 km is
considered (as we are interested in clouds) and therefore the vertical resolution
varies between 20 and 300 m. The temporal resolution of the model output is one
hour. For the model evaluation, only the closest grid point to the measurement
site is considered and day-ahead forecasts (initialisation at 12 UTC, forecast hours
T+12 to T+35) were used to represent each day from 00 UTC to 23 UTC. The
day-ahead cloud and solar radiation forecasts were evaluated over a four year time
period (2014-2017) by using the single-level cloud cover and solar radiation fields
(low cloud cover, medium cloud cover, downward surface solar radiation). In
addition, other single-level and model-level fields were downloaded and used in
paper IV for more detailed analysis, for example, the temperature and specific cloud
liquid water content fields for investigating the solar radiation forecast error in case
of supercooled liquid clouds vs. warm liquid clouds. A full documentation
of the IFS can be found from ECMWF documentation (ECMWE 2019,
https://www.ecmwf.int/en/forecasts/documentation-and-support/changes-ecmwf-mo
del/ifs-documentation (last access: 1 April 2019)).

ICON LARGE EDDY MODEL

The global ICOsahedral Non-hydrostatic atmospheric model (ICON, Zingl et al.,
2015) is developed further to perform as a large eddy simulation model (ICOM-LEM,
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Dipankar et al.,, 2015) and evaluated by Heinze et al. (2017). In paper III, LES
simulation of one day, produced by using ICON-LEM, is used in a case study to
investigate the spatial representation of the wind field around Jiilich Observatory for
Cloud Evolution measurement site, in Jiilich, Germany. The model setup, similar to
that used by Heinze et al. (2017), includes four nests starting with the outermost nest
with a radius of 110 km and a horizontal resolution of 624 m to the innermost nest with
aradius of 10 km and a horizontal resolution of 78 m, centered at the measurement site.
There are 33 vertical levels in the lowest 2 km, resulting in minimal layer thickness of
20 m. The model output is stored every 10 minutes over the whole domain, and profile
data every 9 seconds at the measurement site are available.

3.3. ALGORITHM DEVELOPMENT

Different algorithms have been developed in this thesis to automatically investigate the
phenomena of interest. A LLJ identification algorithm suitable for a gridded data set
was created in paper I to investigate the LL]s grid point by grid point. In paper II,a LL]
identification algorithm suitable for high temporal and vertical resolution wind profile
data from Doppler wind lidar was created and applied to over two and over four years
of wind profile data in papers Il and III, respectively. Cloud detection was produced by
the combination of three algorithms: detection of liquid layer, precipitation and fog,
which were developed in paper IV.

LOW-LEVEL JET IDENTIFICATION

A low-level jet is a local maximum in the vertical profile of the wind speed. In paper
I, the following approach is used to identify LLJs from the reanalysis data: First, the
heights and wind speeds of all local maxima and minima below 1500 m are identified
(Figure 1). It is further required that the local maximum must fulfill the criteria of
being at least 2 m s~ and 25 % stronger than the local minima above and below the
maximum, following the criteria by Baas et al. (2009), to be identified as a LL] feature.
Multiple LL]Js are allowed and identified with the algorithm, if present. In paper I, this
approach is applied to all time steps (every 3 hours) and for each grid point to identify
LLJs automatically from the ASR data.

In paper II, in addition to the identification described above, additional steps are
required for LL] identification in high temporal and vertical resolution Doppler lidar
data. It is required that the identified LL]J is a coherent feature and therefore each
wind profile is compared to the previous profile requiring that there are no sudden
jumps in the wind speed values, for example due to data quality issues. Additionally,
it is required that the feature is present for at least one hour, discarding individual
profiles to be identified as LLJ case. This approach is then applied to all wind profile
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Figure 1: Schematic figure of identification of a LLJ from a wind profile. Red dots show
local maxima, blue dots show local minima and green dots show points where minima are
declared due to their location either at the surface or immediately below 1500 m. (a) The
case of one local maximum and one local minimum below 1500 m, (b) the case of one local
maximum but no local minimum below 1500 m and (c) the case of two local maxima and
one local minimum below 1500 m. Figure from paper |, © 2015 The Atmospheric Science
Letters

measurements from the Doppler lidar data automatically. The algorithm can be also
applied to real-time Doppler lidar measurements to operationally identify LL]s.

FOG, LIQUID CLOUD LAYER AND PRECIPITATION IDENTIFICATION

Attenuated backscatter profile from the ceilometer reveals information on the
meteorological conditions, such as whether it is precipitating or not. It also gives
information on clouds, whether there is fog, liquid cloud layers or high ice clouds.
These conditions can be automatically identified based on the shape of the attenuated
backscatter profile and the magnitude of the signal.

A fog layer just above the ground shows a strong attenuated backscatter signal in
the first range gates with rapid decrease above, as the lidar signal is attenuated in the fog
layer (Figure 2a). Liquid cloud layers above the surface show a similar feature, however
the full peak shape is visible (Figure 2b). The shape of the attenuated backscatter signal
is different in the case of precipitation, as the the lidar signal is not attenuating as fast
as in liquid clouds and the lidar can “see” further into the layer resulting in wider and
weaker peak (Figure 2¢). These principles of the physical behavior of the transmitted
laser pulse and the received backscattered signal can be used to automatically detect
these meteorological conditions.

These algorithms can be used for both research and operational purposes. In
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addition to derive the cloudiness, the accurate real-time detection of liquid cloud layers
can be crucial for wind turbine operation as in-cloud icing due to clouds containing
supercooled liquid is a notable issue in cold climates.
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Figure 2: Schematic figure of identification of a) fog, b) liquid layer and c) precipitation from
ceilometer attenuated backscatter profile data. Figure from paper IV, © 2019 Atmospheric

Chemistry and Physics
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4. OVERVIEW OF MAIN RESULTS

4.1. CLIMATOLOGY OF WINTERTIME LOW-LEVEL JETS BASED ON
ARCTIC SYSTEM REANALYSIS

An 11-year climatology of low-level jets occurring in winter-time (October to March)
in the Northern hemisphere mid-latitudes and polar regions was developed based on
the Arctic System Reanalysis data set in paper I. A LL]J identification algorithm was
created and applied to wind profiles obtained from the reanalysis at every time step
and grid point. The LL]J frequency of occurrence and characteristics, the mean LL]J
wind speed and height, were determined. These LL] properties depend upon a range
of geographical influences, including topography and contrasts in surface roughness
and temperature across land/ocean and sea ice/open ocean boundaries.

The highest LLJ frequency of occurrence (up to 80-90%) was found to be
associated with strong gradients in topography: on the coasts of Greenland and in the
south-eastern parts of Russia where, based on the analysis of LL] characteristics, LL]Js
are most probably due to katabatic forcing. High LL] occurrences were also found
elsewhere in the mountainous areas in Siberia and Alaska. In general, a higher LL]J
frequency of occurrence was found over land compared to open sea. However, over
sea ice the LL] frequency of occurrence is higher compared to open sea. High LL]J
frequency of occurrence values were found to be located on the sea-ice edge area where
the strongest baroclinic zone between the open sea and sea ice is present.

The sea-ice effect was investigated further and Figure 3 shows that the higher
LL] occurrence values follow the sea ice edge (red line). During March (Figure 3a),
when the sea ice cover over the Arctic is at its maximum, the LLJ occurrence is high
especially over sea ice near the ice edge. In October (Figure 3b), when the sea ice
cover is at its minimum, the LL] occurrence is lower over those areas where the sea ice
edge enhanced the LL] occurrence in March but from where the sea ice has retreated
towards north in October. The LLJ occurrence over steep topographical gradients,
such as over Greenland, remains high in both cases and a LL] feature is present over
80% of the time, therefore strengthening the hypothesis of topography-related forcing
mechanisms playing an important role.

The strongest and highest LLJs, in terms of wind speed maximum and its altitude,
occurred over the open sea, however this is where the LL] occurrence is relatively low.
The spatial variation of the mean height of LL] reveals that in some areas LL]Js always
occur very close to the ground, such as in the coastal regions of Greenland and in the
mountainous areas in Siberia and Alaska - from where no previous LL]J studies are
available. In these areas the mean height of LL]s was below 200 m. These low, but

frequently occurring LLJs show LL] mean wind speeds of up to 14 m s~L.
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Figure 3: The low-level jet frequency of occurrence in (a) March when the sea ice has its
maximum extent and (b) October when the sea ice has its minimum extent. The sea-ice
edge, defined as the 11-year mean sea-ice concentration greater than 0.5 is shown by the
red contour. Figure from paper |, © 2015 The Atmospheric Science Letters.

The use of a reanalysis dataset enabled the investigation of LLJs over a long
time window and over a large area, revealing previously unknown areas of high
LLJ occurrence. On the other hand, there are deficiencies in temporal and spatial
resolution of the reanalysis data increasing the uncertainty of the results. In this
study, only wind profiles below 1500 m were investigated. The vertical resolution
of the reanalysis output results in 8 to 9 vertical levels below 1500 m, thus resulting
in coarse representation of the boundary layer. The coarse vertical resolution in
addition to 3-hourly temporal resolution of the output affects the results and the finest
structures and rapid changes of the stable boundary layer and the LL]s may not be well
captured. Therefore, the importance of high temporal and vertical resolution data are
well acknowledged as an additional source of data to verify the reanalysis results.

4.2. CLIMATOLOGY OF LOW-LEVEL JETS BASED ON DOPPLER
WIND LIDAR OBSERVATIONS
Low-level jet climatologies, obtained based on Doppler lidar wind profile observations,

were derived at Uto, Finland in paper II and at Jiilich, Germany in paper III. A LL]
identification algorithm suitable for high temporal and vertical resolution Doppler
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lidar data was created in paper II and applied to several years of wind profile
observations from Uté and Jilich. With long time series of high temporal and
vertical resolution wind profile observations, the LL] frequency of occurrence and LL]J
characteristics were derived with greater detail for specific sites than what was possible
to achieve based on the reanalysis data in paper L.

Figure 4 shows two examples of the Doppler lidar wind data measured at Uto,
Finland, with the LLJ identification algorithm applied to the measured wind profiles
(black stars denoting a detected LLJ case). The data availability issues of the Doppler
lidar data due to clean air (lack of aerosols to track, especially an issue at Uto), the
presence of low clouds (fully attenuated lidar signal) and turbulent motions (invalid
horizontal homogeneity assumption) may affect the results, as at times the wind data
must be discarded as unreliable (Figure 4b). However, the Doppler lidar is a powerful
instrument to obtain wind profiles in the lowest few hundred meters of the atmosphere,
at height levels specifically important to wind energy. The low-level jet identification
algorithm created in this study is also suitable for operational use, and the algorithm
has already been applied to other Doppler lidars, both for research and operational use.
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Figure 4: Time-height plots of horizontal wind speed derived from Doppler lidar data at
Uto (a) between 2100 UTC 20 May 2013 and 0000 UTC 22 May 2013 and (b) between 17 and
18 May 2013. Horizontal wind speed is given by the color shades; white regions denote
missing wind speed data due to lack of signal. Black stars denote LLJ profiles, with black
lines linking appropriate LLJ profiles into an LLJ case. Figure from paper lll, © 2017 American
Meteorological Society
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Utd is a small island in Finnish archipelago, and the area could be a potential source
of wind energy production in the future. LLJs are a common feature at the site, the
mean LL] frequency of occurrence over all seasons being 12%. A clear seasonal cycle
is observed at Uto with LLJ frequency of occurrence less than 5% in winter, and up
to 30% during summer. However, there is only a slight increase in LL] occurrence at
nighttime in summer, and apart from that no clear diurnal cycle was observed. In turn,
some jets were found to persist continuously over several days. The mean LL] wind
speed is 11.6 m s~ ! and the strongest LL]s are observed during spring and winter. The
majority of the LLJs were observed below 150 m in all seasons, thus can have a major
impact of wind turbine operations. Additionally important for wind energy, the wind
shear induced by the LLJs due to the strong change in wind speed with height was
found to be greater below the jet compared to above the jet.

By using the same LLJ identification algorithm as in paper II, a climatology of
LLJs was derived at Jiilich, Germany, and similar statistics of LL] characteristics were
derived. LL] occurrence shows a much clearer diurnal cycle at this location, compared
to results from Utd, strongly favoring nighttime occurrence. The locations of these
two sites highly affect the results; Ut6 is located in the archipelago representing marine
conditions, whereas Jiilich represents a continental site and is located further south.
Therefore, the forcing mechanisms and characteristics of the LL]Js in these two locations
would be expected to differ. In paper III the shear and turbulence characteristics of
LLJs and their influence on the surface fluxes were investigated based on the additional
surface measurements. Similarly, as found in paper II, the wind shear is highest below
the jet, and it was shown in paper III that the turbulence connected to the jet is high
close to the ground. This is highly important for wind energy, as the highest shear and
turbulence values related to the LL]Js are occurring at low altitudes, within the height
range of modern wind turbines.

A case study utilizing an LES model in paper III showed that the LES model
captures the LL]J feature, however, the modeled LL] has slightly stronger and sharper
LL] maximum in the wind speed profiles compared to the Doppler lidar observations,
potentially due to too weak turbulent mixing in the model. The LES model was used
to further understand the effect of topography to the wind field. The analysis revealed
that the small hill close to the measurement site can affect the spatial wind field.

4.3. EVALUATING CLOUD AND SOLAR RADIATION FORECASTS

Operational one day-ahead cloud and solar radiation forecasts by the ECMWF
IFS model were evaluated at Helsinki, Finland, by comparing ceilometer and solar
radiation observations to cloud cover and solar radiation forecasts in paper IV.
Algorithms to detect liquid cloud layers, fog, and precipitation from ceilometer
attenuated backscatter profiles were developed to obtain reliable cloud cover
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information (Figure 5). In addition, methods to enable a fair comparison between
model forecasts and point observations were developed and tested at one site in this
study.
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Figure 5: Time-height cross section of attenuated backscatter profiles from a Vaisala CL51
ceilometer on 30 March 2016 at Helsinki, Finland. Overplotted are the results from our
identification algorithms: fog (blue dots), liquid cloud base (black dots), and precipitation
base (magenta dots). The dashed lines represent the time steps of the sample attenuated
backscatter profiles shown in Figure 2. Figure from paper IV, © 2019 Atmospheric Chemistry
and Physics.

The skill in forecasting clouds was found to be lower in spring and summer when
there are more broken cloud cases compared to winter when overcast situations are
more common and easier to predict. However, in summer the amount of incoming
solar radiation is highest due to the seasonal cycle of solar radiation, originating from
the seasonal cycles of the solar zenith angle and cloudiness.

At Helsinki, Finland, the solar radiation forecasts show overall positive bias. In
principle, the bias is negative in cases where the model overestimates the cloud cover
(cases above the diagonal in Figure 6) and positive when the model underestimates the
cloud cover (cases below the diagonal in Figure 6). A negative bias was found in clear
cases where the cloud cover was correctly forecast (lower left corners in Figure 6) and
a positive bias was found in overcast cases where the cloud cover was correctly forecast
(upper right corners in Figure 6).

Averaging the data from hourly to 3-, 6-, 12-hourly, and daily values, the skill
in cloud cover forecasts increased and solar radiation forecast errors decreased with
increasing averaging window. This is an important finding as it shows that the model
performs better when estimating the cloudiness and the amount of solar radiation over
alonger time window, as it is difficult for the model to get the exact timing of the clouds
correct with hourly temporal resolution at one specific location. This result suggests
that the model performs better in getting the cloudiness and the amount of solar
radiation correct on average, rather than predicting each individual cloud accurately.
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Figure 6: 2D-histogram of (a) observed and forecast cloud cover, with colors representing
counts on a logarithmic scale, and (b) Mean error (ME) in solar radiation forecast for each
cloud cover pair in (a). Figure from paper IV, © 2019 Atmospheric Chemistry and Physics.

The positive bias during correctly forecast overcast cases was investigated further
and found to be related to cases where the forecast cloud Liquid Water Path (LWP) is
low. These results suggest that the model is either not producing enough cloud liquid
water or that there are deficiencies in forecasting the optical properties of clouds having
low LWP. This aspect should be investigated further with LWP observations that were
not available for this study at this site.

The algorithms and methods developed in this study can be further applied to
hundreds of sites globally to investigate the skill in cloud and solar radiation forecasts
based on relatively simple data sets. The liquid layer identification algorithm can be
also used in the wind energy sector to estimate the conditions of in-cloud icing, as
supercooled liquid clouds play an important role in case of meteorological icing of
wind turbine structures.
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5. REVIEW OF PAPERS AND AUTHOR'S CONTRIBUTION

Paper I: The focus of this study was to determine the climatology of LLJs in the
mid-latitudes and polar regions of the Northern Hemisphere based on reanalysis. The
focus was on the cold season (October to March) and the aim was to investigate where
LL]Js frequently occur and what are their mean characteristics.

Paper II: The first aim of this study was to develop an objective LL]J identification
algorithm suitable for Doppler wind lidar and the second aim was to apply the
algorithm over two years of wind profile measurements from Utd, Finland, and to
investigate the LL] occurrence and characteristics, and their seasonal and diurnal
variability.

Paper III: The objective of this study was to investigate LLJ occurrence and
characteristics, and their seasonal and diurnal variability at Jiilich, Germany based
on Doppler lidar observations. A more detailed analysis on the LL] turbulence
characteristics and the influence on LLJs on the surface fluxes was conducted in
addition to a case study focusing on the interaction of a LL] with the local topography.

Paper IV: The objective of this study was to investigate how well clouds and solar
radiation are forecast at Helsinki, Finland, based on ceilometer and pyranometer
observations and operational NWP model output. The aim was to develop fast and
robust methods for investigating the relation between cloud and solar radiation
forecasts, which can then be applied to hundreds of sites globally by using relatively
simple instrumentation.

The author was responsible for most of the work in papers I, II and IV. For paper I,
the author developed the low-level jet identification algorithm, applied it to the gridded
reanalysis data, post-processed and analysed the results, and wrote the paper with the
help of co-authors. For paper II the author developed an automated low-level jet
identification algorithm, applied the algorithm to Doppler wind lidar observations,
analysed the results, and wrote the manuscript with the help of co-authors. The
low-level jet identification algorithm suitable for Doppler lidar data was further
implemented to another site with a Doppler lidar, and the results are shown in paper
III. The author helped with implementing the algorithm, analysing the results and
writing the manuscript. The algorithm development, analysis of the results and writing
of paper IV was mostly done by the author.
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6. CONCLUSIONS AND FUTURE PERSPECTIVES

How can low-level jets and clouds, and their potential impact on renewable energy, be
investigated based on a range of meteorological observations, reanalysis and numerical
weather prediction model output?

An 11-year wintertime climatology of LLJs was investigated in paper I based
on the reanalysis data set covering the Northern Hemisphere mid-latitude and polar
regions. The occurrence of LLJs and their mean characteristics were investigated
and new information on frequently occurring LL]Js was gained in regions where no
earlier LLJ studies have been conducted. Reanalysis data can be used to increase
our understanding of certain phenomena over a wider temporal and spatial scale
to understand the “bigger picture” This information is helpful for example when
prospecting potential areas for renewable energy production before any detailed
analysis.

More detailed climatologies and characteristics of LLJs at individual sites are
derived in papers II and III based on long-term Doppler wind lidar observations. Site
specific information on the shear and turbulence characteristics related to LLJs can
be investigated with high temporal and vertical resolution Doppler lidar data. This
information can be further utilized in understanding how LLJs would affect structures,
such as causing stress on the wind turbines.

A climatology of cloudiness and solar radiation at Helsinki, Finland was derived in
paper IV based on ceilometer and pyranometer observations. The skill in operational
short term (day-ahead) cloud forecast and its impacts on solar radiation forecast
were evaluated by using fast and simple methods developed in this paper. These
methods are applicable for any site with relatively simple instumentation: ceilometer
and pyranometer observations. Therefore, this study can be repeated at hundreds of
sites globally, a major advantage compared to the previous studies, conducted mainly
at a few measurement sites having extensive research instrumentation.

The algorithms created in this thesis enable the real-time identification of LLJs and
clouds, separating liquid cloud layers, precipitation (and ice clouds) and fog. These
algorithms are available for operational and research purposes, and they are applicable
to Doppler lidar wind profiles and ceilometer attenuated backscatter observations. The
LL] identification algorithm has been applied to different studies and is in operational
use at the Mace Head station operated by the National University of Ireland Galway.
The liquid cloud layer identification will be applied to the European-wide cloud
profiling network, Cloudnet, and the European-wide ceilometer network, E-Profile,
enabling the detection of liquid clouds more accurately than previously achieved. The
improved cloud detection algorithms are already used operationally at the Finnish
Meteorological Institute. The algorithms for ceilometer data can be also used to
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identify potential icing conditions that are important for aviation and wind energy.

How well do different numerical models represent low-level jets, clouds and solar
radiation?

Results of LLJs derived based on reanalysis data in paper I were compared to
results from one specific site in paper II by investigating the closest grid point to the
measurement site. The LLJs identified based on reanalysis were higher and weaker than
those observed with the Doppler lidar, but the predominant LL] direction was similar
in both data sets. Thus, there are deficiencies in the ability of reanalysis to represent this
phenomenon accurately, probably due to the coarse spatial and temporal resolution.
For example, at Uto, the LLJ can occur in the lowest 50 meters, and therefore it is
challenging for the model to represent such rapid changes in the vertical if the model
vertical resolution is quite coarse.

In paper III, an LES model was used to investigate the effect of topography on a
LL]J case. In this study, it was seen that this individual case was quite well represented in
the model. However, the LES model may not help with operational use, because of the
high computational requirements for achieving the necessary resolution. Running the
LES model is computationally expensive and therefore not suited for operational use.
However, the detailed analysis of LL] forcing mechanisms with LES models increases
our understanding of the phenomenon, and these methods should be extended in the
future to other sites.

In paper IV, the conclusions of the evaluation of an operational NWP model’s
skill in forecasting clouds and solar radiation revealed that the model predicts clouds
and solar radiation quite well on average. However, there are difficulties in forecasting
the timing of clouds, resulting in large errors, especially for hourly values. The model
shows a positive bias in overcast situations, which is attributed to a problem in
representing cloud properties, resulting in an inaccurate solar radiation forecast even
though the amount of cloud is correctly forecast. Additionally, it was found that the
model shows a negative bias in cloud-free situations, potentially due to deficiencies in
representing the aerosols. The results in this study should be repeated at several sites
to gain more understanding of these errors.

How observational systems can help numerical weather prediction model development?

This thesis includes algorithm development that can help both NWP model and
furthermore reanalysis development. The LL]J identification algorithm developed in
paper II can be applied to any site having Doppler lidar. To understand the model
capability in representing LL]Js, long data sets of observational data can be investigated
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by applying the objective LL] identification algorithm and consistently comparing the
results with the model output. The characteristics of LLJs can be compared between
the model and observations to understand which aspects the model can represent, and
which ones it fails to capture in different conditions. Similarly, reanalysis data can be
evaluated in more detail to gain information on when the reanalysis accurately captures
observed features.

The methods in paper III using LES model to reproduce the LL]J feature can help
model development as more information can be gained on the effects of changing
model parameters or parametrizations, and model resolution. This enables more
information on the model’s capability to produce the phenomenon and can help us
to understand what features are the most critical when interested in LLJs.

The methods in paper IV can guide model physical process development as
potential root causes for errors in solar radiation forecasts were identified. More
analysis should be made in order to get reliable results, for example, including
observations of LWP. Additionally, more sites should be included in the analysis to
understand if similar features can be seen elsewhere giving more confidence on the
causes of errors.

In the future, more analysis on the model’s performance regarding LL]Js, clouds
and solar radiation can be achieved with the algorithms and methods developed in this
thesis. Attention has to be paid to get comparable data sets between the observations
and model output due to the fundamental differences in point observations and
gridded model data, as described in more detail in paper IV.
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I. Introduction

A low-level jet (LLJ) is a localized maximum in the
vertical profile of wind speed that typically occurs at
a height between 100 and 1000 m. Often organized
as narrow zones of high-speed flow that extend for
hundreds of kilometres (Stensrud, 1996), LLJs are an
important part of the lower-tropospheric circulation.
Such LLJs can lead to horizontal transport of moisture
which in turn modifies precipitation patterns and effects
the hydrological cycle (Higgins et al., 1997). Further-
more, LLJs lead to strong vertical wind shear which
impacts turbulent mixing within the boundary layer, the
exchange of heat, moisture, and trace gases between the
surface and the atmosphere, aviation safety and wind
energy production.

LLJs have previously been studied extensively and
many such studies have attempted to identify the forc-
ing mechanisms for LLJs. Consequently, it is known
that LLJs develop due to inertial oscillations driven
by temporal (Blackadar, 1957) and spatial variations
(Hogstrom and Smedman-Hogstrom, 1984) in turbu-
lent mixing. Baroclinicity, due to different sources,
has also been demonstrated to be an important LLJ
forcing mechanism. For example, shallow baroclin-
icity induced by coastlines and the sea-ice edge can
lead to the development of LLJs (Doyle and Warner,
1993; Savijdrvi et al., 2005) as can synoptic-scale
baroclinicity and baroclinicity due to sloping terrain.
LLJs in regions of steep topography have also under-
gone considerable analysis. Blocking by topography
can accelerate the low-level winds leading to barrier
jets, which have been studied primarily along the
coasts of California (e.g. Parish, 1982) and Greenland
(e.g. Petersen eral., 2009). Katabatic flows, which
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are very common over continental ice sheets, can
also lead to the formation of LLJs (Renfrew and
Anderson, 2006).

Although LLJs have been extensively studied, the
majority of studies have considered mid-latitude LLJs,
and especially the summertime Southern Great Plains
LLJ (e.g. Mitchell et al., 1995; Higgins et al., 1997).
Furthermore, many previous studies have been based
on observations and thus are geographically limited
and do not cover remote, data sparse regions. Recently,
Rife ez al. (2010) created a global climatology of noc-
turnal LLJs and identified many previously unknown
regions where nocturnal LLJs are common. Ranjha
et al. (2013) developed a global climatology of coastal
LLJs based on ERA-Interim reanalysis data and found
that coastal LLJs occur mainly along the western
coasts of all continents. The analysis conducted by
Ranjha et al. (2013) suggests that in Greenland kata-
batic LLJs are present approximately 25-30% of the
time and are more common in winter than in summer.
However, Ranjha ef al. (2013) did not focus on these
katabatic LLIJs.

Hence, there may remain many unknown regions in
the mid-latitudes and polar regions where LLJs are
common, especially in the cold season when observa-
tional campaigns in the polar regions are very limited.
Therefore, the first objective of this study is to deter-
mine where in the mid-latitudes and polar regions of the
Northern Hemisphere LLIJs frequently occur in the cold
season (October—March). We focus on the cold sea-
son as we hypothesize that the majority of LLJs will be
due to katabatic flows and to inertial oscillations within
the stable boundary layer and thus will be more com-
mon in the cold season than in the warm season. The
second objective of this study is to identify the typical



characteristics of the LLJs and postulate their forcing
mechanisms.

2. Methodology

2.1. Arctic system reanalysis — interim data set

The first version of the Arctic system reanalysis
[ASR-Interim, Bromwich efal. (2010)], which is a
regional reanalysis covering all areas north of 45°N, is
used in this study. The Arctic system reanalysis was
developed with the aim of improving the represen-
tation of the Northern Hemisphere polar regions in
a reanalysis compared to global reanalysis data sets.
ASR-Interim was produced by using the Polar opti-
mized version of the Weather Research and Forecast
model (Polar-WRF) and a three-dimensional varia-
tional data assimilation scheme (3D-Var). Surface and
upper air model-level data from the global reanalysis
ERA-Interim are used as initial and lateral boundary
conditions on the outer domain for the Polar-WRF
model. Geopotential height, temperature and wind
components are nudged towards ERA-Interim on all
model levels in the outer domain and on model lev-
els above 100hPa in the inner domain of the model
(Bromwich et al., 2015). The temporal resolution of
ASR-Interim is 3 h, the horizontal resolution is 30 km,
and there are 71 model levels. The output data are
available on 34 pressure levels, which have a vertical
spacing of 25 hPa between 1000 and 500 hPa.

In this study we utilize the horizontal wind compo-
nents (u, v) in three dimensions to calculate the wind
speed at all grid points and on all pressure levels. To
determine the height of the pressure levels we also
obtain the geopotential height in three dimensions and
the terrain height from ASR-Interim. The height above
ground is calculated by subtracting the terrain height
from the geopotential height which ensures that we do
not consider any data on pressure levels that are below
the surface. To enhance the vertical resolution of the
wind profiles near the surface we use the 10-m horizon-
tal wind components and we also set the wind speed to
be zero at the surface. After adding the extra 10-m level,
we find that on average there are eight or nine levels
located below 1500 m. We analyse the 11-year period
from 2000 to 2010 but we only consider winter months
(October—March).

Bromwich eral. (2015) compared the near-surface
and upper-level analyses from ASR-Interim and
ERA-Interim with surface station data and sound-
ings made in the Arctic region. They found that
the correlation between the observed and analysed
10-m wind speed was higher in ASR-Interim than
in ERA-Interim during every month (during winter
months the correlation for ASR-Interim was 0.72 and
for ERA-Interim 0.67) and that ASR-Interim showed
slightly negative bias whereas ERA-Interim showed
positive bias. Annual mean correlations between the
observed and analysed horizontal winds were higher
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in ASR-Interim compared to ERA-Interim below
150 hPa. Winds at 1000 hPa had significantly smaller
biases in ERA-Interim than in ASR-Interim but other-
wise the wind fields below 150hPa and at 10-m had
smaller negative bias in ASR-Interim compared to
ERA-Interim.

2.2. LLJ identification algorithm

There are many previous studies which have developed
different criteria to identify LLJs. The first such study,
by Bonner (1968), defined three classes of LLJs in
which threshold values for the absolute wind speed (12,
16 and 20 ms~!) and drop-off (decrease) of wind speed
(6, 8 and 10ms~!) above the jet were defined. Bonner
(1968) required the localized maximum in the wind
speed associated with the LLJ (referred to hereinafter
as the LLJ maximum) and the minimum in wind speed
above the LLJ maximum both to be below 3 km. In
contrast, Baas et al. (2009) required the LLJ maximum
and minimum above both to be below 500 m and the
wind speed of the LLJ maximum was only required to
exceed 2m s~!. Baas er al. (2009) also applied a relative
as well as an absolute criteria for the drop-off of wind
speed above the maximum.

In this study, LLJs are identified using a relative and
an absolute criteria, similar to Baas et al. (2009). The
absolute criteria requires that the LLJ maximum must
be at least 2ms™! stronger than the minimums below
and above the maximum. In weak wind conditions,
the absolute criteria prevent small variations in wind
speed with height being incorrectly identified as LLJs.
In strong wind conditions, the relative criteria prevents
random, turbulent variations in the wind speed with
height, which exceed the absolute criteria, accidentally
being identified as LLJs.

The absolute criteria requires that the LLJ maximum
must be at least 2ms~! stronger than the minimums
below and above the maximum. The relative criteria
requires that the LLJ maximum must be at least 25%
stronger than the minimums below and above the max-
imum. The definition of the absolute criteria means that
the maximum must be at least 2ms™".

The heights and wind speeds of all local maximums
and minimums below 1500 m are first identified. The
wind speed at the surface is set to be Oms™! and it
is assumed to be a minimum. The local maximums
are then tested using the above defined absolute and
relative criteria to determine if they are LLJs. In the case
of one local maximum and one local minimum above
(Figure 1(a)), if the relative and absolute criteria are met
the maximum is declared to be a LLJ. In the case of
one local maximum, but no local minimum above, the
wind speed at the highest level below 1500 m is defined
as a minimum (Figure 1(b)). The local maximum is
only declared as a LLJ if the absolute and relative
criteria are met. In the case where there are multiple
local maximums below 1500 m (Figure 1(c)), the lowest
maximum which meets the absolute and relative criteria
is identified as the LLJ in the profile.
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Figure |. Schematic diagram showing the detection algorithm of low-level jets. Red dots show local maximums, blue dots show
local minimums and green dots show points where minimums are declared due to their location either at the surface or immediately
below 1500 m. (a) The case of one local maximum and one local minimum below 1500 m, (b) the case of one local maximum but
no local minimum below 1500 m and (c) the case of two local maximums and one local minimum below 1500 m.

3. Results

3.1. Eleven-year climatology of LLJs

The 11-year climatology of the frequency of LLJ occur-
rence shows that LLJs are more frequent over land
than over sea (Figure 2(a)). Over land points, LLJs
occur during 31% of analysis times whereas over sea
points the corresponding value is only 18%. LLJs occur
most frequently (80-90%) in the coastal regions over
Greenland and southeastern Russia, where strong hori-
zontal gradients in topography exist (Figure 2(d)). Rel-
atively high frequencies (60—80%) are also found over
other mountainous areas in Siberia and Alaska. The
lowest frequencies (5—15%) are found over the North
Atlantic and the North Pacific. Regional variations in
the frequency of LLJ occurrence are larger over land
than over sea, which is largely due to the spatial inho-
mogeneities caused by topography over land. The fre-
quency of LLJ occurrence is more spatially homoge-
neous over open sea than over sea ice.

Over open sea, the dominant forcing mechanism is
most likely synoptic-scale baroclinicity, although LLJs
can also be generated due to coastal orography, shal-
low baroclinicity related to sea surface temperature
(SST) fronts, coastlines and sea-ice margins, and due
to inertial oscillations induced by spatial variations in
turbulent mixing downwind of SST fronts (Hogstrom
and Smedman-Hogstrom, 1984). Over sea ice, all the
above mentioned LLJ generation factors are active (the
surface temperature fronts are mostly related to leads
and polynyas). In addition, however, inertial oscilla-
tions induced by temporal variations in turbulent mixing
occur more frequently than over the open sea, where
the boundary-layer structure varies less. Hence, there is
more variation in the type of forcing mechanisms act-
ing over sea ice than over open sea, which leads to larger
spatial variations in the frequency of LLJ occurrence. In
the central Arctic, the frequency of LLJ occurrence is,
based on ASR-Interim, relatively low (20—25%), much
lower than analysed near the sea-ice edge, which is due
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to the absence of shallow persistent baroclinic zones
and limited synoptically forced baroclinic zones.

The LLJs with the strongest wind speeds (up to
17ms~1) occur along the southeast coast of Greenland,
in the coastal area of the Sea of Okhotsk, along the
northeastern coast of Siberia and in the western North
Atlantic (Figure 2b). Strong LLJs (14—15m s™!) also
occur over the North Atlantic and North Pacific storm
track regions as well as in the central part of southern
Greenland. The weakest LLJs (4—5m s~!) are found
over Siberia (between 120—150°E and 60—70°N). As
expected, LLJs have stronger wind speeds over open
sea than over land which is most likely due to a com-
bination of reduced surface friction over open sea and
the dominance of synoptic-scale baroclinicity as a forc-
ing mechanism. LLJs over sea ice have weaker wind
speeds than over open sea which, we hypothesize, is
due to the different type of forcing mechanisms; LLIJs
due to synoptic-scale baroclinicity, which tend to have
stronger wind speeds, are less likely to develop in polar
regions than in the mid-latitude storm tracks.

LLJs occur at higher altitudes over sea than over land
(Figure 2c). The lowest LLJs (50—200 m above ground)
are found in regions with large horizontal gradients in
topography such as Greenland, the Canadian Arctic
Archipelago, parts of Siberia and in the mountainous
regions on the Siberia/Mongolia/Kazakhstan border
between 80-100°E and 45-55°N. These LLIJs are
assumed to occur due to katabatic flows because of the
high frequency of occurrence and the low height of the
wind speed maximum. The highest LLJs (450—-550 m
above ground) occur over oceans, western Eurasia, and
eastern parts of North America.

3.2. Sea-ice effects

We analyse the frequency of LLJ occurrence when the
sea-ice extent is at a maximum (March, Figure 3(a))
and in October (Figure 3(b)), when the sea-ice cover
is still close to its September minimum but the ice sur-
face has already cooled generating shallow baroclinic
zones near the ice margins. The spatial pattern of the
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Figure 2. The | |-year mean (a) frequency of low-level jet (LLJ) occurrence (percentage of times when LLJs were observed), (b)
the speed of detected LLJs (ms~') and (c) the height of detected LLJs (m). Data from October to March for the years 2000—2010
are included. (d) Topography (m). The numbered red squares show the groups of grid points which are analysed in more detail in

Figures 4 and 5.

frequency of LLJ occurrence differs between October
and March; in October the higher frequencies retreat
closer to the North Pole as does the sea ice. In many
regions in March (Figure 3(a)), the frequency of LLJ
occurrence is high near the sea-ice edge but is enhanced
on the sea-ice side compared to on the open water side.
These LLIJs arise as there are strong shallow baroclinic
zones near the sea-ice edge which induce baroclinically
forced LLJs and thus locally enhance the frequency of
LLJ occurrence in the vicinity of the sea-ice edge. In
addition, inertial oscillations during warm-air advection
over the cold ice surface may generate LLJs over the sea
ice but near the sea-ice edge (Tisler et al., 2008).
There are several areas where sea ice is present in
March but not in October and the frequency of LLJ
occurrence is notably higher in March (Figure 3(a)) than
in October (Figure 3(b)). Such areas are Hudson Bay,
Baffin Bay, Barents Sea, Kara Sea, Sea of Okhotsk,

© 2015 Royal Meteorological Society

Bering Sea and Chukchi Sea. The sea-ice margin is
located within or near these sea areas, except in the case
of Hudson Bay. Hudson Bay is completely covered with
sea ice in March (Figure 3(a)) and thus the boundary
layer will be mainly stably stratified. This, combined
with the location of Hudson Bay far from either shal-
low baroclinic zones induced by the sea-ice edge or
baroclinic zones related to the common occurrence of
synoptic-scale weather systems, suggests that the LLJs
which occur in Hudson Bay in March are mostly due to
inertial oscillations (orographic effects may be impor-
tant near the coasts).

The remaining areas mentioned above have sea ice
present in March but not in October and are also located
much closer to the sea-ice edge in March than in
October. Thus, it is likely that LLJs over these areas are
mainly forced by shallow, persistent baroclinic zones
induced by the sea-ice edge. In contrast, in the Beaufort

Atmos. Sci. Let. (2015)
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Figure 3. The frequency of low-level jet occurrence (colours) in (a) March and (b) October. The sea-ice edge, defined as the
| 1-year mean sea-ice concentration greater than 0.5 is shown by the red contour.

Sea the frequency of LLJ occurrence is clearly higher in
October than in March. However, in October the sea-ice
edge, and hence a shallow persistent baroclinic zone,
is located in the Beaufort Sea whereas in March the
area is completely covered by sea ice. In the central
Arctic, sea ice is present in both March and Octo-
ber, however the frequency of LLJ occurrence is lower
in March (15-20%) than in October (20—30%). The
explanation may be that in March the shallow baroclinic
zone due to the sea-ice edge and baroclinicity asso-
ciated with the common occurrence of synoptic-scale
cyclones is further away than in October (Serreze and
Barry, 2005, Chapter 4). Therefore, there are fewer forc-
ing mechanisms for LLJs in the central Arctic in March
than in October.

The characteristics of LLJs occurring in one localized
region along the edge of the sea ice are investigated in
more detail to better understand the forcing mechanism.
The area under investigation is southeast of Svalbard,
shown as the red area marked 1 in Figure 2(d). This
area, and the other red areas marked in Figure 2(d)
(discussed in subsequent sections), contain approxi-
mately 50 grid points and therefore covers an area of
approximately 200 km?. We focus on March, when the
sea-ice edge is located in this area, and on October
when the sea-ice edge is further north. In March, most
of the LLJs are parallel to the sea-ice edge (Figure 4(a)).
Accordingly, the colder air mass is located to the right
of the wind vector demonstrating that the LLJs are
baroclinically forced as in this reverse shear situation
thermal wind balance states that wind speed must
decrease with height. LLJs from the northeast occur
at lower heights than those from the southeast which
suggests that the latter LLJs have a different forcing
mechanism. In October (Figure 4(b)), the direction of
LLJs is much more variable as the sea-ice edge is no
longer present and thus there is not a dominant forcing
mechanism acting. In October, the most common
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direction of LLJs is from the east (Figure 4(b)). This
may be due to the position on the northern side of the
end of the storm track where low-level prevailing winds
in October are from the northeast (not shown). It should
also be noted that the frequency of LLJ occurrence
southeast of Svalbard is higher in March (28%) than in
October (20%, Figures 3 and 4).

3.3. Orographic effects

On the northeast coast of Greenland (red area marked
2 in Figure 2(d)), LLJs are remarkably low, primarily
from the west and occur frequently (Figure 5(a)), and
thus are likely due to katabatic flows. The spread in the
LLJ direction is primarily because of variations in the
direction and steepness of the topography slope but also
due to variations in the boundary-layer stratification
and geostrophic wind vector (Ball, 1960). No LLJs
with an easterly wind direction (i.e. upslope) occur
in this region. On the southeast coast of Greenland
(red area marked 3 in Figure 2(d)), all LLJs are from
the northeast (Figure 5(b)) and thus are parallel to
the coastline, sea-ice margin and SST front. Overland
(1984) showed theoretically that barrier winds may
occur within a horizontal distance of the coastline, given
by the Rossby radius of deformation, and Moore and
Renfrew (2005) estimated for the southeast coast of
Greenland a Rossby radius of deformation of ~400 km.
Therefore, the LLJs we identify close to the southeast
coast of Greenland are barrier jets. However, the LLJs
further away from the coast may be generated by the
combined effects of barrier winds (important close to
the coast) and baroclinicity (important close to the
sea-ice edge and SST front, Vihma et al., 1998). At
the southern tip of Greenland (red area marked 4 in
Figure 2(d)), there are two dominant directions for
LLJs: from the northeast and northwest (Figure 5(c)).
These LLIJs are tip jets and reverse tip jets (Moore and
Renfrew, 2005), respectively.
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Over land, on the southeast Russian coast (red
area marked 5 in Figure 2(d)), all LLJs are from the
north-northwest (Figure 5(d)) and therefore are perpen-
dicular to the coast and more importantly are parallel
to the slope of the topography. The LLJs in this region
are in general higher than the LLJs which occur in the
northeastern part of Greenland (Figure 5(a)). However,
the majority of LLJs near the southeast Russian coast
occur below 400 m and therefore are most probably
katabatic jets. Over the northern part of the Sea of
Okhotsk (red area marked 6 in Figure 2(d)), all LLJs
are from the east-northeast (Figure 5(e)) and thus
are parallel to the coastline. The height distribution
between Figure 5(b) and (e) are nearly identical, LLJs
are from a narrow range of angles in both areas, and
the topography of these two areas is similar (steep
topography onshore). Thus it is likely that the LLJs

© 2015 Royal Meteorological Society

over the Sea of Okhotsk, but close to the coast, are
barrier jets, while further away from the coastline,
barrier winds and baroclinicity both contribute to the
formation of LLJs.

3.4. Comparison to previous studies

Overall, our results are in good qualitative agree-
ment with previous studies. However, quantitative
comparisons with previous similar studies are chal-
lenging due to differences between the time of interest,
spatial coverage and LLJ identification criteria.
Ranjha er al. (2013) investigated coastal LLJs based
on ERA-Interim reanalysis. Their study covers the
years 1980—2011 and their results for LLJ frequency
of occurrence in the Arctic area during the cold season
(December—February) has a similar spatial pattern
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to that shown in Figure 2(a). Their LLJ frequency
values on the sea-ice edges and over the central Arctic
are approximately 5—15% lower than the frequencies
calculated in this study in the same areas, however, both
studies show lower frequencies in the central Arctic
compared to near the sea-ice edge. Ranjha et al. (2013)
found the highest LLJ frequencies over the eastern coast
of Greenland similarly to this study, but their values
are again lower than revealed from ASR. Differences
between the frequency values may be due to different
LLJ identification criteria used in these studies.

The directional analysis conducted for areas 3 and
4 (Figure 2(d)) agrees well with the results of Moore
and Renfrew (2005). Our results show similar charac-
teristics of the barrier flow along the southeast coast of
Greenland and are also able to capture the tip jets and
the reverse tip jets around the southern tip of Greenland.
Moore and Renfrew (2005) found extremely strong
LLJs (up to 50ms™') along the southeast coast and
around the southern tip of Greenland which are the
same areas that the strongest LLJs in this study were
found. The highest frequencies and the lowest LLJs in
this study were found on the coastal areas of Green-
land and these results compare well with the study by
Cassano et al. (2001). They investigate the persistent
katabatic flows over the coasts Greenland and found
the strongest wind speeds over eastern, northern and
western coasts of Greenland at the lowest model level,
which agrees well with our results in Figure 2(a) and
(c) that show almost persistent, shallow katabatic LLJs
over the same areas.

Rife eral. (2010) studied nocturnal LLIJs globally
and found larger values of their LLJ index around and
over southern parts of Greenland during January com-
pared to July. Their results suggest that increased LLJ
occurrence in the North Atlantic and southern parts of
Greenland is due to enhanced synoptic activity during
the winter months. The results of this study are diffi-
cult to compare to those of Rife ef al. (2010) as the LLJ
identification criteria used by Rife et al. (2010) rejects
most of the LLIJs in the polar area (e.g. persistent kata-
batic jets). This study also reveals some new locations
where strong LLJs are frequent, almost persistent, and
from where earlier studies are not available. Such areas
are northeastern coast of Russia and northern Alaska.

4. Conclusions

An 11-year climatology of LLJs in the Northern Hemi-
sphere mid-latitudes and polar regions during the cold
season was created based on the Interim Arctic system
reanalysis. Our analysis has shown that LLJs are more
common over land than over open sea areas and that the
vast majority of LLIJs are associated with either sea ice
or topography.

The frequency of LLJ occurrence is large near the
sea-ice edge in many regions especially near Svalbard,
in the Sea of Okhotsk and in the Bering Sea due to
the presence of shallow, persistent baroclinic zones.
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However, the LLJ frequency of occurrence is enhanced
on the sea-ice side compared to on the open water
side. This asymmetry in the frequency of LLJ occur-
rence suggests that inertial oscillations in space may
be important for the formation of LLJs near the sea-ice
edge. In contrast, in Hudson Bay, which is covered by
sea ice in March, the frequency of LLJs is high every-
where. Thus, LLJs which develop here are most likely
due to inertial oscillations in stable boundary layers. In
the central Arctic LLJs have a relatively low (20—-25%,
according to ASR-Interim) frequency of occurrence
when all winter months are considered because of the
lack of strong forcing mechanisms.

Our climatology demonstrates that topography leads
to the formation of barrier winds, katabatic flows and tip
jets which meet our LLJ criteria in many regions. Our
results show that LLJs due to katabatic flows are com-
mon over the northeast coast of Greenland, that LLIJs
due to barrier winds are prevalent immediately adja-
cent to the southeast coast of Greenland and that LLJs
due to tip jets and reverse tip jets occur at the south-
ern tip of Greenland. These results are in good qualita-
tive agreement with previous studies (e.g. Moore and
Renfrew, 2005) demonstrating the reliability of the
method used in this study. The results obtained in this
study also highlight the presence of frequent LLJs in the
Sea of Okhotsk region, which have undergone signifi-
cantly less study than the LLJs in Greenland. LLJs due
to katabatic flows were identified over land and barrier
winds were identified over the sea. The barrier winds
identified in the Sea of Okhotsk had similar character-
istics to those observed along the southeastern coast of
Greenland.

Finally it should be noted that quantitative differ-
ences in the characteristics of LLJs and their frequency
of occurrence may exist between the results presented
here and observations. Such differences are likely as all
reanalysis data sets have some inadequacies in the ver-
tical resolution or in the model’s stable boundary-layer
parametrization. However, this study, based solely on
reanalysis data, is the first attempt to create a climatol-
ogy of all types of LLJs over a large geographic area
and has identified many regions for closer investigation
using a combination of observations and high resolution
modelling systems.
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ABSTRACT

Over two years of meteorological observations from Utd, a small island in the Finnish outer archipelago in
the Baltic Sea, were used to investigate the occurrence and characteristics of low-level jets (LLJs) and the
diurnal and seasonal variations in these properties. An objective LLJ identification algorithm that is suitable
for high-temporal-and-vertical-resolution Doppler lidar data was created and applied to wind profiles ob-
tained from a combination of Doppler lidar data and two-dimensional sonic anemometer observations. This
algorithm was designed to identify coherent LLJ structures and requires that they persist for at least 1 h. The
long-term mean LLJ frequency of occurrence at Uto was 12%, the mean LLJ wind speed was 11.6 m s~ and
the vast majority of identified LLJs occurred below 150 m above ground level. The LLJ frequency of oc-
currence was much higher during summer (21%) and spring (18%) than in autumn (8%) and winter (3%).
During winter and spring, the LLJ frequency of occurrence is evenly distributed throughout the day. In
contrast, the LLJ frequency of occurrence peaks at night (1900-0100 UTC) during summer and during the
evening hours (1700-1900 UTC) in autumn. The highest and strongest LLJs come from the southwest, which
is also the predominant LLJ direction in all seasons. LLJs below 100 m are common in spring and summer, are
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weaker, and do not show a strong directional dependence.

1. Introduction

Here we define a low-level jet (LLJ) to be a local-
ized maximum in the vertical profile of the horizontal
wind that is usually observed in the lowest few hun-
dred meters of the atmosphere. LLJs can be produced
by a range of different mechanisms, and the charac-
teristics of LLJs can vary considerably. In this study, a
“climatology” of LLJs at Uto, a small island in the
Finnish archipelago (Fig. 1), is created that in-
corporates both the frequency of occurrence and the

Corresponding author: Minttu Tuononen, minttu.tuononen@fmi.fi
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characteristics of all LLJs, regardless of their forcing
mechanism.

LLJs have been shown to transport moisture con-
siderable horizontal distances and consequently to
influence precipitation patterns and the hydrological
cycle (e.g., Higgins et al. 1997). Likewise, pollutants
can also be transported horizontally by LLIJs, affecting
air quality (Mao and Talbot 2004; Hu et al. 2013) and
Su et al. (2016) showed that shear-driven turbulence
associated with LLJs can transport aerosol and water
vapor vertically, influencing cloud formation. Strong
shear-driven turbulence below the jet can also have an
effect on the surface fluxes of heat and moisture
(Banta et al. 2002).

© 2017 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright

Policy (www.ametsoc.org/PUBSReuseLicenses).
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FIG. 1. Location of the Utd measurement site in the Finnish archipelago area. In
the 500 km X 500 km topographic map insert for Uto (USGS 2010), the location of the

measurement site is indicated by a red dot.

The recent increase in the number of installed wind tur-
bines has also raised interest in LLJs: for example, in the
Great Plains and Midwest of the United States (Banta et al.
2006, 2013; Storm et al. 2009; Storm and Basu 2010;
Vanderwende et al. 2015), at onshore coastal sites in Den-
mark (Floors et al. 2013; Peiia et al. 2016), and in offshore
regions in the Gulf of Maine (Pichugina et al. 2012) and the
Baltic Sea (Dorenkdmper et al. 2015). Increased shear and
associated turbulence related to LLIJs are harmful for wind
turbines and lower turbine lifetimes (Kelley et al. 2006), but
the enhanced low-level wind speeds in the rotor sweep area
are potentially beneficial for wind-power production.
Therefore, accurate information about how frequently LLJs
occur at a specific location, together with the characteristics
of the LLJs, would be valuable when planning new wind
farms (Kelley et al. 2006).

The occurrence, forcing mechanisms, and impacts
of LLJs have been extensively studied over the past
50 years. It is now known that LLJs can develop via
inertial oscillations in time (e.g., Blackadar 1957,
Mitchell et al. 1995; Baas et al. 2009), large-scale
baroclinicity (e.g., Kotroni and Lagouvardos 1993;
Whiteman et al. 1997), coastal effects (e.g., Parish 2000;
Ranjha et al. 2013; Orr et al. 2005), katabatic winds
(e.g., Renfrew and Anderson 2006), and barrier winds
(e.g., Parish 1982). Only a brief review of previous
LLJ studies and LLJ forcing mechanisms is given here
[see Stensrud (1996) and references within for a more
complete overview].

The majority of the early observational LLJ studies
took place in the United States. For example, Bonner
(1968) analyzed observations from 47 rawinsonde stations

and determined that LLJs most frequently occurred in the
Great Plains. Numerous further studies (e.g., Mitchell et al.
1995; Whiteman et al. 1997) then analyzed the structure
and forcing mechanisms for the LLIJs that develop in the
Great Plains; Mitchell et al. (1995) concluded that the
strongest LLJs occurred near local midnight and that a
diurnal oscillation in the wind speed and direction
was present, indicating that inertial oscillations in time play
an important role in the dynamics of these LLJs. These
observations supported the theory of inertial oscillations in
time proposed by Blackadar (1957). The acceleration of
the horizontal wind speed occurs after sunset when the
boundary layer undergoes a transition from a well-mixed
state to a stably stratified state. The rapid decrease in
convectively driven turbulent mixing and, as a conse-
quence, the decay of friction disrupts the force balance
among the pressure gradient force, the Coriolis force,
and friction, which results in acceleration of the hori-
zontal wind speed in the decoupled boundary layer.
Extensive field campaigns have more recently taken
place in the Great Plains region and have resulted
in extensive knowledge of these nocturnal LLJs
(e.g., Banta et al. 2006). Nocturnal LLJs forced by
inertial oscillations in time have also been studied in
Australia (May 1995) and in the Netherlands (e.g.,
Baas et al. 2009, 2012).

In comparison with in the United States, fewer LLJ
studies, whether focusing on their climatological
characteristics or on their forcing mechanisms, have
taken place in northern Europe where our study is fo-
cused; as a consequence, less is known about LLJs in
this region. In addition, many of the studies that have
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examined LLJs in the Baltic Sea area have concluded
that, unlike in the Great Plains area, LLJs are not
predominantly forced by inertial oscillations in time.
Hogstrom and Smedman-Hogstrom (1984), Smedman
et al. (1993), and Smedman et al. (1995) investigated
LLJs, their turbulent characteristics, and forcing
mechanisms over the Baltic Sea during spring and
summer. They concluded that LLJs occur frequently
over the Baltic Sea in the warm season and that they are
the result of an “inertial oscillation in space,”” which is
triggered by frictional decoupling at a coastline when
relatively warm air passing over a nearby landmass flows
out over much colder water. Such LLJs have also been
identified elsewhere and are discussed in theoretical
studies. Owinoh et al. (2005) and Orr et al. (2005) refer
to these LLIJs as thermal boundary layer jets and noted
the similarity between these and the more classical
nocturnal jet forced by temporal, rather than spatial,
variations in atmospheric stability. When LLIJs are
generated by an upwind coastline, however, the accel-
eration of the wind speed depends on the horizontal
distance from the step change in boundary layer strati-
fication, and thus these LLIJs usually have no diurnal
cycle and cannot be identified from hodographs created
from point observations of wind speed and direction. A
step change in surface friction can also trigger the de-
velopment of LLJs—for example, at a coastline when
the wind flows from over rough land to smooth sea; such
jets are referred to as frictional-Coriolis—buoyancy jets
by Orr et al. (2005). More recent studies of LLIJs in the
Baltic Sea include Dérenkdmper et al. (2015), who
developed an LLJ climatology by using data from a
100-m mast in the central western Baltic Sea; they con-
cluded that LLJs are most common in spring and least
common in winter. In a modeling study, Svensson et al.
(2016) showed that LLJs are common over the Baltic
Sea and occur at lower heights (210-250m) in spring
than in winter (typically around 450 m).

Many early studies on LLJs analyzed rawinsonde
observations (Bonner 1968; Whiteman et al. 1997).
The advantages of such observations are their con-
tinuous nature (no data gaps) and their vertical ex-
tent. Disadvantages are primarily low temporal
resolution—for example, Bonner (1968) based his
study on twice-daily observations—and the limited
number of observing stations. Studies have also ana-
lyzed LLJs using meteorological towers or masts
(e.g., Dorenkdmper et al. 2015), which tend to have
good temporal and vertical resolution but are limited
to the lowest 100-300 m of the atmosphere.

Remote sensing instruments have much better
temporal resolution in comparison with radiosonde
observations and provide vertical profiles that extend
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much farther into the troposphere in comparison with
meteorological masts. As a consequence, active remote
sensing instruments have been used considerably in
more recent LLJ studies. For example, multiple years of
wind profiler data were utilized by May (1995) and Song
et al. (2005), and Baas et al. (2009) combined 7 years of
meteorological mast and wind profiler observations at
Cabauw in the Netherlands. Sodar data have also been
used to determine the occurrence and characteristics of
LLJs—for example, in Florida (Karipot et al. 2009) and
in Moscow (Kallistratova and Kouznetsov 2012). High-
resolution Doppler lidar has proven to be an ideal
instrument to measure vertical wind profiles (Banta
et al. 2002, 2013), and Doppler lidar systems have even
been deployed on ships (Tucker et al. 2010; Pichugina
et al. 2012), enabling the investigation of LLIJs in
marine locations.

Many of these remote sensing studies have been
conducted using research instruments. Although such
research instruments clearly provide high-quality ob-
servations, it appears to be common to deploy them
on short-term field campaigns rather than to operate
them at the same location for multiple years at a time.
In our study, we use a Doppler lidar that is part of the
Finnish Meteorological Institute (FMI) operational
ground-based remote sensing network (Hirsikko et al.
2014), the main purpose of which is to monitor winds,
air pollution, and boundary layer properties in near—
real time. Hence, this Doppler lidar provides a long
time series of observations but has a scan strategy that
is not optimized for identifying LLJs.

The first aim of this study is to create an objective
LLJ identification algorithm. Many previous LLJ
studies have developed automated algorithms to
identify LLJs from a range of datasets, and we build
on these earlier studies (Bonner 1968; Whiteman
et al. 1997; Baas et al. 2009; Tuononen et al. 2015).
The algorithm developed in this study differs some-
what from earlier algorithms, because it is specifically
designed to identify LLJs from high-temporal-and-
vertical-resolution operational Doppler lidar data
obtained in the particularly clean environment of Uto
(the strength of the Doppler lidar signal depends on
the scattering from aerosol particles; a clean atmo-
sphere may have too few aerosol particles present to
provide sufficient signal). The second aim is to in-
vestigate the occurrence and diurnal and seasonal
variability of LLJs as well as the LLJ characteristics
at Uto, which may be a potential area for future
production of wind power.

The paper is structured as follows: A description of
the measurement site and lidar observations is given in
section 2. The LLJ identification algorithm is discussed



2580

in detail in section 3. Section 4 includes the results of
the LLJ occurrence and characteristics at Uto as well as
information on the dependence of these results on
thresholds applied in the LLJ detection algorithm. In
section 5, a brief comparison of our results with earlier
studies in the Baltic Sea is given. An optimal scanning
scheme for LLJ identification is discussed in section 6,
before the conclusions are presented in section 7.

2. Observations
a. Measurement station and data period

Uto is a small, flat island in the Finnish outer archi-
pelago (59.78°N, 21.37°E), located about 80 km from the
southwestern tip of the Finnish mainland (Fig. 1). The
total area of the island is 0.81 km?, with the highest point
less than 20 m above mean sea level (MSL). Uto is the
southernmost island of the Finnish archipelago. To the
north, between Ut and the Finnish mainland, there
are many islands; to the south the Baltic Sea opens
out (Fig. 1). Uto is not located close to the mainland
coastlines of Finland, Estonia, or Sweden.

Solar noon at Utd is UTC + 1.4h. During summer
months, the earliest sunrise is at 0413 local time and the
latest sunset is at 2300 local time. In contrast, in winter,
sunrise is around 0930 and the sun sets around 1530 local
time. The lowest monthly mean temperature, —2.2°C, is
observed in February, and the highest monthly mean
temperature, +16.7°C, is observed in July (Pirinen
et al. 2012).

Vertical profiles of horizontal wind obtained from a
scanning Doppler lidar were the primary data used for
this study, supplemented with two-dimensional (2D)
sonic anemometer observations from a nearby tower.
Data for this study were gathered quasi continuously
from 1 January 2013 to 4 May 2015, with 118 days of
data missing because of maintenance and other issues,
mostly during spring/summer 2014. Sea ice was not
observed near Uto during this study except for a short
period in early 2013. The highest sea ice concentrations
were observed between 25 February and 14 April 2013,
but the Doppler lidar was not operating between
8 March and 5 April 2013.

b. Doppler lidar observations

Vertical profiles of horizontal wind speed and di-
rection were obtained from a Halo Photonics Stream
Line Doppler lidar operating routinely as part of
the FMI Doppler lidar network (Hirsikko et al. 2014).
This instrument operates at a wavelength of 1.5um
and uses the heterodyne technique to detect the Doppler
shift. The pulse repetition frequency was 15kHz, pulse
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length was 200 ns, and line-of-sight resolution was 30 m.
A total of 320 range gates gives a potential range of
9.6km, but useful signals are typically limited to much
closer ranges because of insufficient numbers of aerosol
or cloud particles in the atmosphere. Liquid clouds are
excellent targets, but, because they also strongly atten-
uate the lidar signal, those signals are limited to cloud
base and do not penetrate more than a few hundred
meters into the cloud. The instrument provides profiles
of signal-to-noise ratio and radial Doppler velocity at a
user-selected temporal resolution. Postprocessing then
applies background corrections to the signal-to-noise
ratio (Manninen et al. 2016), and uncertainty estimates
for the radial Doppler velocities are obtained directly
from the corrected signal-to-noise ratio by using an ap-
proximation to the Cramér—-Rao lower-bound method
(Rye and Hardesty 1993) given in O’Connor et al.
(2010). Unreliable radial Doppler velocities are
identified by applying the standard operational
signal-to-noise ratio threshold of —21 dB; that is, each
radial velocity measurement with a signal-to-noise
ratio of less than —21dB has an intrinsic measure-
ment uncertainty of >0.15ms™" and is discarded.

The Doppler lidar was deployed at 3 m above ground
level (AGL) (8 m MSL) and was configured with a scan
schedule that included wind scans interspersed with
vertical stare and other scans. The wind scans were
composed of a Doppler beam swing (DBS) scan and a
low-level velocity—azimuth display (VAD) scan (Fig. 2a).
The three-beam DBS scan was performed every 10 min
and consisted of one beam pointing toward vertical and
two orthogonal beams at 70° elevation (from horizontal)
(Fig. 2a). The low-level VAD scan was performed every
30min at 4° elevation and contained 24 beams (one every
15° in azimuth) (Fig. 2a). All wind scans were obtained
with a large number of accumulated pulses per beam
(>75000) to ensure high accuracy. One low-level VAD
scan takes 2 min to complete, and one three-beam DBS
scan takes 1 min. Together with other scans, this leaves
about 45 min per hour for vertically pointing operation
(Fig. 2¢). It is important to note that the instrument
scanning schedule that was implemented was designed
for other operational requirements and has not been
optimized for LLJ studies.

¢. Deriving vertical profiles of the horizontal wind

The horizontal wind speed and direction are obtained
from DBS (Henderson et al. 2005; Lane et al. 2013)
and VAD (e.g., Pédschke et al. 2015) scans by using trig-
onometry and assuming that no major changes occur
within the scanning volume (Fig. 2b). Uncertainties in the
derived horizontal wind speed and direction are then
obtained through propagation of the radial Doppler
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FI1G. 2. A schematic drawing that describes scan sequence and scans that are concatenated to create the wind-
profile dataset. (a) Illustration of the two Doppler lidar scanning patterns used in this study. Point (0, 0, 0)
represents the measurement site. (b) Horizontal and vertical distance from origin for each off-zenith beam
from VAD (below 130 m AGL) and DBS (above 130 m AGL) scans. The horizontal dashed line indicates the
height level at which the scan pattern used changes from VAD to DBS (at 130m AGL). (c) Measurement
interval for each dataset (DBS scan, VAD scan, vertically pointing operation, and sonic anemometer) used in
this study during a 2-h sample period, indicating the effective temporal resolution of each dataset.

velocity uncertainty estimates (e.g., Pdschke et al. 2015).
Both DBS and VAD methods for obtaining winds assume
horizontal homogeneity and stationarity in the wind field,
which may not be appropriate in highly turbulent situa-
tions (Koscielny et al. 1984). The VAD method proposed
by Pischke et al. (2015) uses a quality metric that is
based on the coefficient of determination for the sine fit,
together with an estimate of the collinearity of the data, to
determine reliable data. Such a metric is not available for
winds derived from DBS scans, and therefore we use the
standard deviation o, of the vertical wind to diagnose the
presence of turbulence that is sufficient to bias the DBS
measurements. The o, is calculated from the vertically
pointing data from before and after the DBS scan, using a
sliding window of 30 min and three range gates centered
on each height in the wind profile to ensure a sufficient
number of samples for a reliable estimate. The threshold
value for o, above which wind profiles were discarded
for being unreliable was empirically determined to
be 0.20ms ™. Similar values for estimating turbulent sit-
uations by Doppler lidar have been used, for example, in
Hogan et al. (2009) and Tucker et al. (2009).

The full vertical profile of the horizontal wind is then
obtained by concatenating the wind profiles provided
by both VAD and DBS Doppler lidar scans. At 2-km

radius, the VAD scan at an elevation of 4° from hori-
zontal reaches an altitude of 140 m. Since the maximum
range of the VAD scan was typically less than 2km, we
create the concatenated wind profile by limiting the
VAD scan to 130m AGL and then stacking the DBS
scan (from 130m AGL) on top of the VAD scan
(Figs. 2a,b). Thus, the lowest measurement height that
we use from the low-level VAD scan is 10.3m AGL,
which corresponds to a radius of 148 m, and the lowest
height for the DBS scan is 130 m AGL, at which height
the off-zenith beams have a horizontal distance of 47 m
from the instrument (Fig. 2b). Ten-minute-averaged
winds from the 2D sonic anemometer at 20m AGL
were inserted into the concatenated profile at the ap-
propriate height level, and the VAD and 2D sonic
anemometer data were interpolated in time to match
the DBS time series (data every 10 min).

d. Data availability and quality

The VAD scan is often limited to ranges that are
much closer than 2 km because of low aerosol concen-
trations or intervening cloud and precipitation, and this
situation means that there can be gaps in the concate-
nated wind profile between the highest altitude avail-
able from the VAD scan and the first measurement
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before and after applying the o, threshold to discard unreliable turbulent wind measurements. Data avail-
ability represents the percentage of valid data at each height relative to the total number of observations.
Altitudes below 130 m AGL correspond to VAD (and 2D sonic anemometer) data availability; altitudes above
130 m AGL correspond to DBS data availability. The horizontal dashed line indicates the height level at which
the scan pattern that is used changes from VAD to DBS (at 130m AGL).

altitude from the DBS scan. The seasonal data
availability for the combined dataset is presented in
Fig. 3 and clearly shows the challenge of obtaining
signal in a clean atmosphere with a shallow boundary
layer. Data availability decreases with range in all
seasons, as expected, for both DBS and VAD scans.
Clearly visible in Fig. 3 is the considerable impact that
applying the o, threshold has on DBS data avail-
ability, with up to 70% of DBS data with good signal
being discarded in winter and 27 % being discarded in
summer. That turbulent conditions can reduce the
number of reliable wind profiles in good signal con-
ditions was also noted by Pischke et al. (2015). Data
availability before applying the o, threshold was
higher in winter and autumn, whereas after applying
the o, threshold the data availability was lowest in
winter. Very few turbulent issues were noted in the
VAD scans—a fact that was attributed to the low
elevation of the scanning angle. We do not expect

LLJs to be present during strong convectively driven
turbulent conditions, however, and therefore the
discarding of a significant portion of the DBS data
should not affect the true LLJ climatology. The po-
tential impact of the data availability on the LLJ
climatology is discussed in section 3.

It is clear that the 4°-elevation VAD scan,
70°-elevation DBS scan, and 2D sonic anemometer
are not measuring the same volume, with each mea-
surement type representing different atmospheric
scales. For example, at 127m in altitude the VAD
scan radius is 1.8 km, whereas at 130 m in altitude the
horizontal distance for the off-zenith DBS beams is 47 m
(Fig. 2b). To check whether this method of creating a
concatenated wind profile was valid, in Fig. 4a the
winds obtained from the 2D sonic anemometer were
compared with the VAD winds closest to the ane-
mometer height. In addition, in Fig. 4b the wind
speed from the lowest DBS height (130m AGL) was
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FIG. 4. (a) Comparison of 2D sonic anemometer wind speed from the meteorological mast (at 20 m AGL) and
Doppler lidar VAD wind speed from the height that is closest to that 2D sonic anemometer measurement height
(21 m AGL), and (b) comparison of Doppler lidar DBS wind speed at the lowest available level (130m AGL)
and Doppler lidar VAD wind speed at the highest level that was used (128 m).

compared with the wind speed from the closest VAD
range gate to this height (128 m AGL). Both compari-
sons showed minimal bias, with a root-mean-square
error for the VAD-DBS comparison of 0.87ms™!
and a root-mean-square error of 0.29ms™ ' for the
VAD-2D sonic anemometer comparison. These values
give us confidence that, at this location and despite the
differences in the measurement volumes, the method
used to obtain a concatenated wind profile is suitable
for diagnosing LLlJs.

3. Low-level-jet identification algorithm

The LLJ identification algorithm consists of two parts, 1)
main criteria and 2) threshold criteria, that were applied to
the quality-controlled concatenated wind-profile data. The
main criteria are used to find all low-level wind speed
maxima in each wind profile. The threshold criteria result
in coherent LLJ cases, without sudden jumps in LLJ
height, wind speed, and wind direction, and ignore indi-
vidual wind speed maxima that should not be identified as
LLJ cases. The algorithm logic is as follows.

For each wind profile, all local wind speed maxima and
minima below 1510m are identified. After finding all
local maxima and minima, the main criteria are applied
to each wind profile that contains at least one local
maximum: if a local maximum is both at least 2ms™"
stronger and at least 25% stronger than the local minima
below and above the local maximum, the local maximum
will be denoted as a low-level wind speed maximum. The
main criteria are checked for all local maxima in each
profile. Up to three low-level wind speed maxima are
permitted in each individual wind profile, allowing mul-
tiple LLJs, at different heights, to be identified within a
single profile.

After finding all low-level wind speed maxima, the
threshold criteria are applied. An individual profile with
at least one low-level wind speed maximum that meets
all of the thresholds is then designated as an LLJ profile.
One LLJ case is defined to be a quasi-continuous time
series of LLJ profiles, and therefore every LLJ profile
belongs to an LLJ case. The threshold criteria ensure
that an LLJ case consists of LLJ profiles that have sim-
ilar characteristics and thus are coherent features with-
out any large or sudden changes in height, speed, or
direction. It also allows short time gaps in the data. All
subjectively chosen thresholds (labeled 1-4 below) are
checked simultaneously and must be fulfilled as follows:

1) The height difference (A in Fig. 5a) between two
consecutive low-level wind speed maxima must be
smaller than 135m. This absolute threshold value
corresponds to the height of four range gates in
the Doppler lidar DBS data.

2) The wind speed difference (Aws in Fig. 5b) between
two consecutive low-level wind speed maxima must
be smaller than 30%. This relative value allows
larger absolute differences when the wind speed is
high and smaller absolute differences with low
wind speed.

3) The wind direction difference (Awd in Fig. 5c)
between two consecutive low-level wind speed
maxima must be smaller than 45°.

4) The time difference (At in Fig. 5d) between two
consecutive low-level wind speed maxima must be
smaller than 1 h. This absolute value will allow some
missing wind profiles (i.e., data gaps) between two
consecutive LLJ profiles in the same LLJ case.

If any one of the thresholds 1-4 described above is
not fulfilled, the low-level wind speed maximum being
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FIG. 5. A schematic drawing that describes the different threshold
criteria used for identifying LLJ profiles on the basis of (a) height,
(b) wind speed, (c) wind direction, and (d) time differences between
two consecutive low-level wind speed maxima (A4, Aws, Awd, and
At, respectively). Filled black circles represent low-level wind speed
maxima fulfilling the main criteria described in section 3. Each low-
level wind speed maximum (e.g., red-edged profile) is compared
with the previous low-level wind speed maximum (blue-edged
profile) and differences (Ah, Aws, Awd, and Af) between these
consecutive low-level wind speed maxima are tested against the
threshold values simultaneously. If any difference values (Ah, Aws,
Awd, or At) between two consecutive low-level wind speed maxima
are larger than the given threshold value, the low-level wind speed
maximum does not belong to the same LLJ case as the previous LLJ
profile.

tested does not belong to the same LLJ case as the
earlier low-level wind speed maxima that fulfilled the
criteria. Furthermore, the low-level wind speed maxi-
mum that did not fulfill the threshold criteria is not re-
jected until it is verified that it is not the initial low-level
wind speed maximum of a new LLJ case. Each LLJ case
is labeled with a running number, and therefore it is
possible to calculate the estimate of the duration of each
LLJ case. In addition, it is required that each LLJ case
must last at least 1 h; this ensures that only coherent LLJ
structures are detected and prevents isolated individual
profiles that happen to meet the rest of the criteria from
being identified as an LLJ case.

The principles behind the main criteria are very
similar to those presented in previous studies. The LLJ
criteria used by Bonner (1968) and Whiteman et al.
(1997) used stricter thresholds for the LLJ maximum
and falloff above the maximum; however, these studies
did not test for a minimum below the maximum. In
contrast, the algorithm by Banta et al. (2002) consisted
of looser absolute thresholds for LLJ maximum and
falloffs for the minima, both below and above the
maximum. Andreas et al. (2000) used an absolute cri-
terion that was similar to that used in this study, but they
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did not use a relative falloff criterion for the minima.
The main criteria are also similar to those applied by
Baas et al. (2009) and Tuononen et al. (2015), consisting
of both absolute and relative criteria with similar
magnitudes. High temporal resolution permits testing
the persistence of the LLJ, with a requirement that is
similar to that imposed by Baas et al. (2009). The ad-
ditional threshold criteria employed here have been
designed specifically for high-resolution Doppler lidar
data to enable the identification of coherent LLJ cases
rather than individual LLJ profiles.

On applying the main and threshold criteria to strict
quality-controlled Doppler lidar wind-profile data, it can
be seen that the algorithm is capable of objectively
identifying LLJ cases (Fig. 6). In some situations in which
the air is very clean or clouds are present, the Doppler
lidar signal is too weak and therefore wind measure-
ments, especially at higher altitudes in the atmosphere,
are missing. Missing data are shown in white in Fig. 6, and
there is often a small gap in the concatenated profile after
combining the VAD and DBS scans, as seen around the
heights below 200m in Fig. 6. This occurs because there
is not enough signal in the VAD scan at far ranges, as
shown in the data-availability plot (Fig. 3). Data gaps
may also exist as a result of the instrument conducting
other scan types as part of its operational routine. The
algorithm detects an LLJ case when all criteria are ful-
filled but may discard some viable cases as a result of data
gaps even though the LLJ likely continues during the
data gap. Such cases are potentially visible in Fig. 6b. An
LLJ is detected at 0000 UTC 17 May 2013 and continues
until 0500 UTC 17 May 2013, but, between 0500 and
1100 UTC 17 May 2013, there are no data available
above 100m AGL and, therefore, no LLJ is identified
by the algorithm, even though it is likely that the LLJ
persisted through this period. A similar situation also occurs
in the evening between 1630 and 2100 UTC 17 May.
Because of data limitations, such as operational data gaps
and inability to observe the entire wind profile in all
weather situations with the Doppler lidar (such as in the
presence of low clouds), the LLJ duration calculation is
only suggestive and should be taken as a lower limit. How
data limitations and data availability can affect the LLJ
statistics presented here is also discussed in section 4.

4. LLJ characteristics over Uto, Finland
a. LLJ frequency of occurrence

On the basis of more than 2 years of Doppler lidar data,
the LLJ frequency of occurrence at Uto is 12%, calculated
by dividing all identified LLJ profiles by the number of
observed wind profiles. At Uto, LLJs are more common
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FIG. 6. Time-height plots of horizontal wind speed derived from Doppler lidar data at Ut6 (a) between 2100
UTC 20 May 2013 and 0000 UTC 22 May 2013 and (b) between 17 and 18 May 2013. Horizontal wind speed is
given by the color shades; white regions denote missing wind speed data due to lack of signal. Black stars denote
LLIJ profiles, with black lines linking appropriate LLJ profiles into an LLJ case.

during spring and summer than in winter and autumn
(Fig. 7a); the LLJ frequency of occurrence is highest be-
tween March and August and is lowest between Novem-
ber and February, with a maximum in July (28%) and a
minimum in December (2%). The values of LLJ fre-
quency of occurrence corresponding to each month, sea-
son, or hour are normalized by the number of wind
profiles measured during each month, season, or hour.
Therefore, the values of LLJ frequency of occurrence
account for the variation in the number of observed wind
profiles. Multiple LLIJs (i.e., more than one low-level wind
speed maximum belonging to separate LLJ cases in one
wind profile) were found in 0.1% of all wind profiles,
corresponding to 1% of all LLJ profiles.

There is little diurnal variation in LLJ frequency of
occurrence during winter and spring (Fig. 7b), but the
mean LLJ frequency of occurrence is 15% higher in
spring than in winter. Some diurnal variation is present
during summer, with LLJ frequency of occurrence
enhanced at night, by up to 15%, and in autumn, when
LLJs are up to 8% more common in the early evening.
Note that all values of LLJ frequency of occurrence
should be considered as a lower bound because of the
data limitations, as discussed in section 3.

b. LLJ characteristics

The LLJ height (Table 1) is usually lowest in
summer (median LLJ height 104 m) and highest in

winter (median LLJ height 243 m). Figure 8a shows
the distribution of LLJ heights observed in each season.
The vast majority of LLIJs identified are below 200 m,
with a peak occurrence observed between 130 and
200m. The observed LLJ height distribution in spring is
very similar to that of summer, with low (below 100 m)
LLJs being common. During autumn, there are more
LLJs at higher levels and, similar to what is observed in
winter, far fewer LLJs identified below 100 m. Figure 8a
shows that many LLJs occur between 130 and 200 m,
corresponding to the three lowest DBS levels, but, in
reality, the true wind maximum may occur slightly below
130m. This is a consequence of the low VAD data
availability at far ranges (Fig. 3) relative to the DBS data
availability at near ranges; the LLJ maximum is likely to
be observed at the first available DBS range gates (from
130m AGL above) in which there is much more signal.
There is a larger jump in data availability between the
farthest VAD range and the first DBS range in spring
and summer (Figs. 3b,c), which may explain the strong
peak in LLJ occurrence at the lowest DBS levels in
spring and summer. Thus, interpreting the distribution
of LLJ height should be made in reference to the data
availability at each height.

The mean LLJ wind speed is 11.6ms™! (standard de-
viation of 4.3ms™!) with a median value of 10.8ms™!, a
result of a slightly positively skewed LLJ wind speed dis-
tribution (Table 1). The median wind speeds in autumn
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FIG. 7. Histograms that show (a) monthly variation of LLJ frequency of occurrence and (b) hourly variation
of LLJ frequency of occurrence, separated by season. Each bar is normalized by the number of wind profiles of

the corresponding month or hour.

(10.0ms™ ') and in summer (10.6 ms ™ ') are weaker than in
winter (11.8ms™") and in spring (11.4ms™'). The LLJ
wind speed distribution also varies from season
to season (Fig. 8b), with a narrow distribution in summer
and broader distributions with longer tails toward
stronger wind speeds during other seasons. The win-
tertime distribution is particularly broad.

Three wind directions dominate LLJ occurrence
over Uto: 1) east—east-southeast, 2) south-southwest—
west, and 3) north-northwest (Fig. 8c). All three
directions are well represented during spring and
summer months, whereas during winter months the
dominant LLJ direction is from the south-southwest.
In autumn, the most common direction for LLJ
occurrence is from the southwesterly sector, together
with a slight increase in LLJ occurrence from the
southeast.

The LLJ bulk speed shears below and above the LLJ
are respectively defined as

_ ULLJ - Umin.below
a,, =L minbelow g 1)
below h —h
LLJ min,below
_ Umin,above - ULLJ (2)
aabove - h —h >
min,above LLJ

where Uy 1 is the LLJ wind speed, Upin pelow a0d Unin above
are respectively the wind speeds of the minima below
and above the LLJ, Ay is the LLJ height, and Amin below
and Aminabove are respectively the heights of the
minima below and above the jet. Median values of bulk
speed shear above and below the jet are —0.019 and
0.048ms™'m™! (Table 1), respectively, and the distri-
butions of LLJ bulk speed shear values below the jet are
much broader than the distributions of shear values
above the jet. These observations demonstrate that the
speed shear is, in most cases, stronger below the LLJ
than above it. This usually is because most LLJs are very
low in altitude (below 150m) and, therefore, the height
difference Ay ry — Aminpelow il Eq. (1) is usually smaller
than the height difference /yinabove — ALy in Eq. (2).
The mean and median bulk speed shear above and
below the LLJ are strongest in spring (median values
are —0.022ms 'm~! above and 0.057ms™ 'm™! below)
and weakest in winter (median values are —0.013ms™ 'm™!
above and 0.028ms 'm™' below). Above the jet, the
distribution of speed shear values is similar for all
seasons, peaking between —0.01 and —0.02ms 'm .
In contrast, below the jet, in winter and autumn the distri-
butions are more positively skewed than in spring and
summer, denoting larger shear values during spring and
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Season Mean 25th percentile Median 75th percentile
LLJ height (m) All 161 81 121 158
Winter 254 130 243 327
Spring 141 75 113 158
Summer 140 73 104 130
Autumn 206 109 130 271
LLJ wind speed (ms™') All 11.6 8.7 10.8 13.7
Winter 12.5 9.3 11.8 15.6
Spring 122 8.9 114 14.8
Summer 10.9 8.7 10.6 12.7
Autumn 11.5 8.0 10.0 13.0
Speed shear above the LLJ (s 'm™") All —0.024 —0.030 —-0.019 -0.011
Winter —0.016 -0.019 -0.013 —0.009
Spring —0.028 —0.034 —0.022 -0.013
Summer —0.024 —0.030 —0.020 -0.012
Autumn —0.020 —0.024 —0.015 —0.008
Speed shear below the LLJ (s 'm™}) All 0.054 0.031 0.048 0.071
Winter 0.030 0.017 0.028 0.040
Spring 0.063 0.040 0.057 0.082
Summer 0.058 0.036 0.052 0.077
Autumn 0.035 0.022 0.031 0.046

summer below the jet. Eight percent of bulk speed shear
values are larger than 0.1ms™'m™!, and 1% are smaller
than —0.1ms 'm™.

Figures 9a-d show how the LLJ height varies with
speed and direction during each season. The highest
and strongest LLIJs typically arrive from southwesterly
directions, which is also the prevailing wind direction
at this site. These LLJs occur in all seasons. Other
strong and high LLJs arrive from the east and from
the north-northwest; these are present in spring and
summer, with the easterly LLJs being slightly stronger
and higher. LLJs at heights below 100 m have low wind
speeds (typically <15ms~ ') and appear to be evenly
distributed in all directions, except in winter.

c¢. Threshold sensitivity in the LLJ identification
algorithm

In comparison with previous automated LLJ identi-
fication algorithms that were predominantly applied to
observations with coarser temporal resolution by, for
example, Bonner (1968), Whiteman et al. (1997), and
Baas et al. (2009) and to gridded reanalysis data by, for
example, Rife et al. (2010), Ranjha et al. (2013), and
Tuononen et al. (2015), our newly developed algorithm
includes some extra subjectively chosen thresholds and
criteria. To ensure that the results presented here are
not strongly threshold dependent, in this section we
analyze the impact of all thresholds that were applied.

The sensitivity of the LLJ characteristics—that is, LLJ
frequency of occurrence (Fig. 10a), LLJ mean height

(Fig. 10b), LLJ mean speed (Fig. 10c), number of
LLJ cases (Fig. 10d), and LLJ duration (Fig. 10e)—to
the threshold values used in the LLJ identification
algorithm was analyzed by changing one threshold
value at a time while keeping the others constant (the
default values are those described in section 3).
Threshold values for the change in the height, speed,
and direction between two consecutive low-level wind
speed maxima (e.g., as described in Figs. 5a—c) were
varied by =10%, *30%, £50%, and *70% relative to
the default thresholds. Furthermore, the accepted time
difference between two consecutive low-level wind
speed maxima (as described in Fig. 5d) was also varied
by =10%, *=30%, =50%, and =70% relative to the
default threshold. Last, the sensitivity to the duration
criterion—that is, how long an LLJ case needs to be—was
investigated by varying the default value by *10%,
+30%, =50%, and +=70%. Note that, except in the case
of the duration threshold, when the threshold values
are decreased the algorithm becomes stricter and when
they are increased the algorithm becomes less stringent.
The LLJ frequency of occurrence is the most sensitive
to the time-difference threshold between two consecu-
tive low-level wind speed maxima (Fig. 10a). When
the time-difference threshold is changed by —70%
(equivalent to setting it to be less than 18 min), the LLJ
frequency of occurrence decreases to 7%. Changes in
the other thresholds do not affect the LLJ frequency of
occurrence as much, especially when the algorithm is
relaxed. By changing any threshold by +30%, the LLJ
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frequency of occurrence changes by less than *1%
relative to the LLJ frequency of occurrence as calculated
with the default thresholds.

The LLJ mean height is affected most when the
height-difference threshold or time-difference threshold
between two consecutive low-level wind speed maxima
is changed (Fig. 10b). The duration threshold also affects
the mean LLJ height but in the opposite direction. This
result is consistent with expectations, because the longer
cases usually occur at lower heights. For any threshold
change of £30% or less, however, the LLJ mean height
varies by less than 20 m, which is smaller than the ver-
tical resolution of the data obtained from the DBS scans.

The impact on LLJ mean speed is marginal for any
threshold variation up to +70% (Fig. 10c), especially
for any increase in threshold value. Even when the
thresholds are decreased by 70%, the resulting LLJ
mean speed varies by less than 0.6ms™' and the
extreme values are within =1% relative to the reference
mean LLJ speed.

different seasons.

The number of LLJ cases is mostly affected by
changing the time threshold and the duration threshold
(Fig. 10d), as expected. If the time gap between two
low-level wind speed maxima is less than 18 min (70%
decrease relative to the reference time-difference
threshold), the number of LLJ cases clearly decreases.
In contrast, by requiring the LLJ duration to be only
18 min, the number of LLJ cases clearly increases.
Because the percentage change in the number of cases
is much larger than for any other LLJ statistic, we
conclude that, of all of the LLJ statistics that we con-
sider, the number of LLJ cases is most susceptible to
the subjective threshold choice and is the least reliable.

The LLJ duration is affected mostly when the dura-
tion threshold or the time threshold is changed. If the
time threshold is reduced (allowing a shorter time gap
between two consecutive low-level wind speed max-
ima), the algorithm splits LLJ cases more often into
shorter cases. In contrast, allowing a longer time gap
allows LLJ cases to continue across missing data.
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FIG. 9. Scatterplots that show how LLJ height varies with LLJ speed and direction for each season: (a) DJF,
(b) MAM, (c) JJA, and (d) SON. LLJ speed and direction are presented in polar coordinates, and the color of the
circle shows the LLJ height. Values for each individual LLJ profile within all observed LLJ cases are plotted. Note
that each plot has a different scaling for the LLJ wind speed. LLJ direction is defined as the direction from which the

wind is coming.

However, increasing the allowed time gap also permits
the algorithm to combine cases that do not have the
same characteristics and therefore should not be iden-
tified as the same case (not shown). Other thresholds
have a minimal effect on the mean LLJ duration.
Overall, changing the duration threshold has the
largest effect on the results, especially in the mean
height, number of cases, and LLJ duration itself. If the
LLJ duration threshold is increased, the mean LLJ
height is lower, the number of LLJs is decreased, and the
duration is longer relative to the reference. On the
contrary, if shorter LLJs are allowed, the mean height is
higher, the number of LLJs is larger, and the duration is
shorter relative to the reference. The length of the
allowed time gap between two consecutive low-level
wind speed maxima also affects the results. Both of these
thresholds are essential for the algorithm to operate
because of the characteristics of the Doppler lidar data
that are available at this location (described in section 3),
and the reference values for these thresholds were

selected on the basis of the time resolution and limita-
tions of the data. Otherwise, the observed LLJ charac-
teristics are not sensitive to the choice of threshold if it
is within £30% of the reference thresholds employed in
this study.

5. Comparison with earlier studies in the Baltic Sea

We now compare the results presented here with
previous studies that were conducted close to Uto.
Quantitative comparison is often difficult because of the
differences in the measurement period, LLJ identification
criteria, instrument capabilities, and data resolution.

Dorenkamper et al. (2015) investigated the seasonal
variation of LLJ occurrence and LLJ characteristics in
the western Baltic Sea (55.00°N, 13.15°E) on the basis
of 6years of mast measurements up to 102m MSL.
They define an LLJ event such that the wind speed at
any altitude below 102 m must exceed the wind speed
measured at 102m by a certain percentage value
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(10%,20%,30%, or 40%). Dorenkdmper et al. (2015)
found the highest LLJ occurrence in spring (7% with
the least-strict criteria) and the lowest occurrence in
winter (<1% with the least-strict criteria). They found
no strong diurnal cycle for springtime LLIJs but
slightly enhanced LLJ occurrence in summer eve-
nings. Our results show enhanced LLJ occurrence
throughout the night in summer, whereas in autumn
increased LLJ frequency of occurrence is found in
the evening. Our results show higher LLJ frequency
of occurrences, and, in contrast to the study by
Dorenkdamper et al. (2015), the highest LLJ frequency
of occurrence is found in summer (21%) and the sec-
ond highest is found in spring (18%). Differences
between the results may be due to the different ver-
tical extent of the two different measurement systems
(meteorological mast vs Doppler lidar) and conse-
quently the different definitions of an LLJ. Although
both sites were located in the Baltic Sea, the different
site characteristics may also play a role.

To enable a fairer comparison with the results of
Dorenkdmper et al. (2015), our statistics were recalcu-
lated by limiting the results to LLJ maxima identified
below 102m MSL. The observed diurnal cycle of LLJ
occurrence in these recalculated statistics is similar
to that found by Dorenkdmper et al. (2015) both in
spring and summer (not shown). In addition, the
LLJ frequency of occurrence at Utd decreases to 10%
in summer and 7% in spring and similarly is low in
winter (0.2%) and autumn (1.2%). These recalculated
statistics compare better to the study by Dorenkdmper
et al. (2015); note, however, that, although we consider
only LLJs below 102m, the minimum above the jet is
usually found above 102 m.

Hogstrom and Smedman-Hogstrom (1984), and
Smedman et al. (1993, 1995) investigated LLJs in the
Baltic coast of Sweden and the Stockholm archipelago
on the basis of double-theodolite pilot-balloon mea-
surements, radiosoundings, aircraft measurements, and
modeling. They found spring- and summertime LLIJs
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that were forced by an inertial oscillation in space
in situations in which the flow is directed from a warmer
coast (Swedish or Latvian coast) over the colder Baltic
Sea. According to Smedman et al. (1995), summertime
LLJs—observed by the radiosonde observations and
modeled by the numerical simulations in the Stockholm
archipelago, and forced by an inertial oscillation in
space—occur at low altitudes (30-100m) and reach
speeds of 12ms ™. In addition, on the basis of idealized
2D-modeling experiments, Savijarvi (2011) found sum-
mertime LLJs along the southern coast of Finland that
were due to inertial oscillations in space when the flow
was directed from the Estonian coast over the colder
sea. Furthermore, the model results by Savijéarvi (2011)
revealed easterly LLJs with height and speed charac-
teristics that were similar to those reported here in
Doppler lidar data from Uto.

It is also interesting to compare our observations with
results that were obtained from a reanalysis dataset.
Wintertime (October-March) LLJs were diagnosed
from the “Arctic system reanalysis” (ASR) for the
period of 2000-10 by Tuononen et al. (2015). They found
that the wintertime LLJ frequency of occurrence at the
grid point nearest to Uto was 18%, with an LLJ mean
height of 340 m and an LLJ mean wind speed of 11 ms ™.
These LLJs were higher and weaker than those ob-
served with the Doppler lidar, probably as a result of
both the coarser vertical resolution close to the ground
in ASR and the reduction in data availability at higher
altitudes in the observations. This would also explain
why there are more LLJs diagnosed in ASR than in
the observations. The predominant LLJ direction in
ASR was from the west, with the majority occurring
within the west-to-south sectors; our observations show
southwest as the predominant LLJ direction. Although
progress has been made in representing LLJs in high-
resolution numerical models (e.g., Hu et al. 2013;
Vanderwende et al. 2015), this comparison suggests
that deficiencies are still evident in coarser-vertical-
resolution reanalysis datasets, especially when attempting
to diagnose LLIJs below 100 m.

6. Optimizing scanning for LLJs

It is clear that the scanning scheme employed at this
location is not optimal for diagnosing LLIJs, especially
because it necessitates combining two scan types with
very different data availabilities at the height at which
they are stacked (130m). Although LLJs are not ex-
pected in strong convectively driven turbulent condi-
tions, such conditions do affect the wind retrievals, with
DBS scans suffering strongly from violation of the
homogeneity assumption necessary for the retrieval.
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VAD scans mitigate this impact, but VADs are also
susceptible to turbulence causing the homogeneity
assumption to be violated, especially at higher scan
elevations (Pischke et al. 2015). Therefore, an ideal scan
strategy would involve the use of one VAD scan at an
elevation that gives full coverage through the extent of
the boundary layer (i.e., up to at least 1.5km in altitude)
while still providing sufficient vertical resolution near
the surface to enable the calculation of both the LLJ
maximum and the minimum below for LLJs below
100m. A suitable elevation angle for the scan will
depend on the range resolution of the instrument that is
performing the scans. An instrument with a radial range
resolution of 100 m must scan lower than an instrument
with a radial range resolution of 30 m to obtain the same
vertical resolution; an elevation angle of 9° for a range
resolution of 100 m and 30° for a range resolution of 30 m
will permit a vertical resolution of 15 m.

Our results indicate that the temporal resolution of the
scans (10 min for DBS; 30 min for VAD) was sufficient for
capturing LLJs so that when selecting an integration time
the focus should be on obtaining high-quality data rather
than rapid scans (i.e., taking 4 min to complete one high-
quality VAD scan may be preferable to a sequence of
10 scans taking 24s each). The integration time will
depend on location since it depends on the amount of
aerosol that is present in the atmosphere.

7. Conclusions

An LLJ identification algorithm was developed
specifically for objective identification of LLIJs in
Doppler lidar data with high temporal and vertical
resolution. The algorithm was applied to more than
2 years of Doppler lidar data from Ut6, an island in the
Finnish outer archipelago, to determine the LLJ fre-
quency of occurrence, the statistics of LLJ character-
istics, and their seasonal and diurnal variability. In the
future, this algorithm can easily be applied to data from
different locations and even in an operational context.
In this study, the wind profiles, used as input to the LLJ
identification algorithm, are obtained by combining
observations from two different Doppler lidar scanning
patterns (DBS and VAD) with additional anemometer
wind data. In addition, a data-quality step was applied,
removing measurements for which the homogeneity
assumption was unlikely to be satisfied because of the
presence of convectively driven turbulence.

LLJs were identified in 12% of all observed wind
profiles at Uto. The vast majority of LLJs were identified
below 150m AGL, and the mean LLJ wind speed was
11.6ms~!. The LLJ frequency of occurrence should be
considered as a lower limit because of data limitations.
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For example, some LLJs may be missed because of data
gaps that can occur during cloudy conditions or when the
air is very clean—a more common problem in Uto than
in most European locations—because the lidar signal
is too weak. Low data availability at higher altitudes
as a result of the lack of signal limits any detection of
potential LLIJs at these altitudes, directly affecting our
results. The data availability below 400m AGL, how-
ever, was sufficient to capture LLJs that can have an
impact on wind energy, which was one motivation of
this study.

The LLJ frequency of occurrence was higher during
spring and summer (up to 30% during summer nights)
than in autumn and was lowest in winter (<5%
throughout the day). During summer, LLJs occur at
lower heights and are slightly weaker than they are in
other seasons. The highest and strongest LLJs come
from the southwest, which is also the predominant
LLJ direction in all seasons. Other common directions
in spring and summer are east and north-northwest,
which exhibit lower and slightly weaker LLJs.
LLJs below 100 m are the weakest, show little direc-
tional dependence, and are most common in spring
and summer.

We have shown that LLJ is a common phenomenon
and occurs at relatively low altitudes at Uto, especially
during the spring and summer seasons. Since LLJs can
have a positive impact on the production of wind power
and a potential negative impact on the lifetime and
efficiency of wind turbines (Kelley et al. 2006), the
ability to provide long-term climatological descriptions
of LLJ characteristics is crucial when considering future
increases in offshore wind-turbine installations in the
Finnish archipelago. Numerical models are used to
provide wind-resource assessments for wind-energy
purposes, and these observations will be used to evalu-
ate whether such models are capable of producing LLJs
accurately in this region. In addition, the characteristics
of the shear-driven turbulence associated with LLJs,
which were not included in this study, should be exam-
ined in detail to understand their impact on wind-turbine
stress and wind-power production. The objective algo-
rithm created for this study can be used to identify LLJs
operationally, verify numerical model output, and guide
decision-making regarding wind-power installations in
the future.
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ABSTRACT

Low-level-jet (LLJ) periods are investigated by exploiting a long-term record of ground-based remote sensing
Doppler wind lidar measurements supported by tower observations and surface flux measurements at the Jiilich
Observatory for Cloud Evolution (JOYCE), a midlatitude site in western Germany. LLJs were found 13% of the
time during continuous observations over more than 4 yr. The climatological behavior of the LLJs shows a
prevailing nighttime appearance of the jets, with a median height of 375 m and a median wind speed of 8.8 ms ™!
at the jet nose. Significant turbulence below the jet nose only occurs for high bulk wind shear, which is an
important parameter for describing the turbulent characteristics of the jets. The numerous LLJs (16% of all jets)
in the range of wind-turbine rotor heights below 200 m demonstrate the importance of LLJs and the associated
intermittent turbulence for wind-energy applications. Also, a decrease in surface fluxes and an accumulation of
carbon dioxide are observed if LLJs are present. A comprehensive analysis of an LLJ case shows the influence of
the surrounding topography, dominated by an open pit mine and a 200-m-high hill, on the wind observed at
JOYCE. High-resolution large-eddy simulations that complement the observations show that the spatial dis-
tribution of the wind field exhibits variations connected with the orographic flow depending on the wind di-

rection, causing high variability in the long-term measurements of the vertical velocity.

1. Introduction

One of the dominant nocturnal atmospheric boundary
layer processes over land areas is the decoupling of the
lower troposphere from the friction-governed surface
layer, leading to the formation of a distinct maximum in
the vertical profile of the horizontal wind speed, called a
low-level jet (LLJ). The nighttime development of a
stable surface layer results in a decrease in surface fric-
tion in the decoupled residual layer above and hence an
inertial oscillation (Blackadar 1957). The wind speed
maximum of LLJs is typically found between 100 and
1000 m (Tuononen et al. 2015), and the wind shear below
this jet maximum leads to the generation of turbulence
(Banta et al. 2002). Turbulent motions related to the
LLJs are often intermittent and highly energetic, which
is crucial for wind-energy applications (Emeis et al.
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2007; Pena et al. 2016). Especially in the region of the
rotor height, LLJ events can have an impact on the
performance and lifetime of a wind turbine (Zhou and
Chow 2012). On the other hand, the increased wind
speed makes places with frequently occurring LLIJs,
such as the Great Plains region, favorable for wind-
energy production (Storm et al. 2009).

LLJs can also be associated with local transport of
aerosols and water vapor, controlling the evolution of
clouds and precipitation by horizontal convergence and
uplifting of atmospheric constituents (Su et al. 2016).
The transferring motions and moisture transport be-
tween the surface and the atmosphere also directly af-
fect synoptic-scale systems, leading to changes in
precipitation patterns (Higgins et al. 1997). At the sur-
face, the momentum decoupling during nighttime LLJs
can reduce surface fluxes, leading to an accumulation of
atmospheric gases (Mathieu et al. 2005). This process is
limited by intermittent turbulence that reaches the sur-
face and hence weakens the stabilization and depth of
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the nocturnal boundary layer. The correct representa-
tion of LLJ-related turbulence effects is therefore cru-
cial for predictions in atmospheric weather and climate
models at different resolutions (Stensrud 1996; Holtslag
et al. 2013).

The forcing mechanisms of continental LLJs in the
midlatitudes have been extensively studied, especially in
the Great Plains (Mitchell et al. 1995; Zhong et al. 1996),
and a more complete review can be found in Stensrud
(1996). The identification of LLJs in earlier studies was
based on radiosonde observations (Bonner 1968;
Whiteman et al. 1997) or meteorological-tower mea-
surements (Dorenkdmper et al. 2015). Even though
these observations provide good vertical resolution,
they are lacking in temporal resolution (radiosondes)
and vertical extent (towers). Therefore, many previous
studies have utilized remotely sensing radio acoustic or
(ultra-high frequency) radar wind profilers to obtain
detailed case analyses and continuous long-term records
of LLJs (e.g., Baas et al. 2009; Lampert et al. 2016;
Mitchell et al. 1995). Doppler wind lidars (DWLs),
which are an emerging tool in ground-based remote
sensing networks such as the European Earth System
Science and Environmental Management European
Cooperation in Science and Technology (COST) Action
ES1303 network or the ground-based remote sensing
network in Finland (Hirsikko et al. 2014), show con-
siderable potential for observing winds and turbulent
parameters at high spatial and temporal resolution. The
study by Tuononen et al. (2017) showed the capability
of a DWL to identify LLIJs for a multiyear dataset, and
Lampert et al. (2015) used a 1-yr dataset to derive sta-
tistics related to LLJ occurrence and parameters of the
Weibull distribution. By continuously providing accu-
rate estimates of the vertical wind component, DWLs
are furthermore able to quantify turbulent motions
(O’Connor et al. 2010) and detect clouds and the
aerosol layer.

In this study, long-term (2012-16) DWL measurements
at the Jiilich Observatory for Cloud Evolution (JOYCE;
Lohnert et al. 2015) in western Germany are used to-
gether with a detailed case analysis, combining ground-
based remote sensing, radiosondes (RS), and large-eddy
simulation (LES) model output, to investigate local
nocturnal boundary layer processes. The research focus
of this study encompasses the climatological behavior (or
“climatology”) of LLJs, their turbulence characteristics,
and their influence on the surface fluxes using a long-term
record of DWL, tower, and eddy-covariance (EC) mea-
surements. A detailed case analysis reveals the local LLJ
effects related to the topography by observations and
LES. The chosen case analysis was carried out during the
High Definition Cloud and Precipitation for Advancing
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Climate Prediction [HD(CP)?] Observational Prototype
Experiment (HOPE) field campaign in April and May of
2013 (Macke et al. 2017). The HOPE campaign was
conducted to provide ground-based information on land
surface—atmosphere interactions including clouds and
precipitation in the boundary layer and to evaluate the
LES extension of the atmospheric Icosahedral Non-
hydrostatic (ICON) model (Dipankar et al. 2015).

This article is built in the following way. Section 2
describes the measurement site, including the deployed
instruments utilized in this study. Subsequently in sec-
tion 3 the dataset of the DWL is introduced together
with the LLJ identification and the model setup. The
results of the LLJ climatology, the turbulence charac-
teristics, and the surface fluxes are presented and dis-
cussed in section 4, followed by the case analysis during
the HOPE campaign that investigates topographic ef-
fects supported by LES in section 5. A summary is given
and conclusions about the presented results are drawn in
section 6.

2. Description of measurement site and
instruments

a. JOYCE site and supporting instruments

The observational data are provided by the JOYCE
site located in western Germany (50°54'31"N, 6°24'49"E
at 111 m MSL; Fig. 1a), which is operated jointly by the
Institute for Geophysics and Meteorology at the Uni-
versity of Cologne, the Meteorological Institute of the
University of Bonn, and the Institute of Energy and
Climate Research (IEK-8) at the Forschungszentrum
Jiilich. The JOYCE supersite is embedded in a rural
environment with different crop types and provides a
constantly growing multiyear dataset for detailed insight
into boundary layer processes and patterns related to
surface conditions (Lohnert et al. 2015). The mostly
flat topography is dominated by two open-pit mines
east and southwest of the site and a mine dump hill
(Sophienhéhe), 200m higher than the JOYCE site, to
the northeast (Fig. 1c). A plain at around 100m MSL
stretches from southeast to northwest, including a riv-
erbed of the Rur River and with a slight slope to the
northwest. Together with the Eifel region, which is ap-
proximately 20km to the south with hills of around
800m MSL (Fig. 1b), the valley shows a potential
channeling effect of the wind, with the Sophienhohe as a
northeast border. In a circle of 1 km around the JOYCE
site, the topography shows a maximum height of 120.3 m
MSL and a standard deviation of 5.7m. The maximum
height increases to 296.6m MSL with a standard de-
viation of 48.9m for a 5-km circle.
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Germany. (c¢) A segment of the innermost domain (10-km radius and 78-m horizontal resolution) centered around the JOYCE site, also
indicating the measurement sites and instruments deployed in this study.

The majority of the JOYCE instrumentation has been
operational since 2012 and includes a DWL, cloud radar,
microwave radiometer, and ceilometer. The long-term
and continuous dataset of JOYCE provides temporal
highly resolved cloud micro- and macrophysical obser-
vations, as well as a characterization of the environment
in which they evolve. As an additional observational
support during the HOPE campaign, from two to seven
radiosonde launches per day were conducted from a
nearby station. The launch site of the radiosondes (la-
beled as ‘RS Site” in Fig. 1) is located 3.8 km east of the
site at the southeastern corner of the Sophienhdhe.

A 120-m-high meteorological tower is located ap-
proximately 330m northwest of JOYCE (labeled as
“Tower” in Fig. 1). The tower is equipped with cup an-
emometers and wind vanes at 30, 50, and 120 m, allowing
simultaneous measurement of the wind speed and the
wind direction. To observe the atmosphere—land surface
interactions, several EC stations are deployed around
JOYCE. For this study, the EC station at the agricultural
flatland site Selhausen is used, which is located 5Skm
southeast of the JOYCE site (labeled as “‘EC Station” in
Fig. 1). The measurement devices (sonic anemometer
and open-path gas analyzer) are deployed at a height of
2.46m above the ground. The averaging interval of the
data obtained with a measurement frequency of 20 Hz is
set to 30min, and the quality assessment and quality
control of the measurements, together with the in-
strument setup, are explained in Mauder et al. (2013).

b. Doppler wind lidar

The Halo Photonics Streamline DWL (Pearson et al.
2009), the main instrument for this study, was installed
on the roof of the IEK-8 building, which is referred to as
the JOYCE site. The DWL measures the backscattered

light from an emitted laser beam at 1.5 um. The analysis
of the Doppler shift provides an estimate of the wind
speed along the line of sight. The combination of several
inclined beams allows the derivation of the three com-
ponents of the wind vector and therefore also the wind
direction. The attenuated backscatter coefficient can be
calculated by the amount of received backscattered
light, which mainly depends on the number and size of
aerosol and/or cloud particles in the measured volume.

At JOYCE the DWL operational schedule consists of
four conical scans per hour with 36 beams at 75° eleva-
tion and a duration of approximately 3 min. This velocity
azimuth display method provides accurate wind esti-
mates, even in turbulent situations (Pédschke et al. 2015).
For the remainder of the hour, the instrument points
vertically, with a temporal resolution of 1.67s. The
vertical measurements provide profiles of the vertical
velocity, which in turn can be used for turbulence esti-
mates by calculating the standard deviation for each
range gate (Schween et al. 2014). The vertical resolution
is 30 m, with the first reliable range gate, as determined
by the signal-to-noise ratio, usually at 105 m above the
instrument (fourth range gate).

3. Data and methods

The DWL at JOYCE has been measuring continu-
ously since March of 2012, and the LLJ classification,
described in the following section, was applied through
the end of 2016. Because of measurement gaps, the
resulting dataset contains 1518 days of DWL observa-
tions that are analyzed in this study. The HOPE cam-
paign at JOYCE was conducted from 3 April to 31 May
2013 to study the frequently occurring formation of
boundary layer cloud during the spring season.
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a. Low-level jet detection

In previous studies various criteria were used to detect
LLJs in long-term observations to compile an LLJ cli-
matology. In the study by Bonner (1968), LLJs are
identified by detecting a wind speed maximum and a
50% decrease above the jet in the lowest 3km. The LLJ
detection algorithm of Baas et al. (2009) uses an abso-
lute and relative criterion for the wind speed maximum
and the corresponding minimum above, which is also
used in a similar way in Lampert et al. (2015).

In this study, the LLJ identification of Tuononen et al.
(2017) is applied to the DWL measurements between
2012 and 2016. In addition, tower measurements at 30 and
50m are used to fill the observational gap of the DWL
below 105m. A comparison of hourly averaged wind
speed measurements during nighttime at 120 m from the
tower and the DWL vertical profile reveals a high corre-
lation of 0.95 during the observational period (not shown).
Despite the high correlation, the tower measurements are
only used when the wind speed difference to the DWL at
120m does not exceed 2ms ', In this way, false classifi-
cations due to large deviations between the tower and
DWL can be avoided, as a smooth transition of the wind
speed between the tower and DWL is ensured and about
13% of the otherwise detected LLJs are neglected.

The LLJ identification algorithm requires a relative
and an absolute criterion to be fulfilled to detect an
LLJ. The maximum wind speed in each profile must be
at least 2ms ™! higher and 25% stronger than the mini-
mum above and below the jet between 30 and 1485 m. In
this way small variations in weak wind situations and
turbulent fluctuations for stronger winds are prevented
from being falsely identified as an LLJ.

After this first step of LLJ identification, the following
consistency checks are applied to distinguish between a
temporal and spatial continuation of an LLJ and a newly
formed LLJ. For an LLJ continuation, the strength and
direction of the LLJ maximum should not change by
more than 30% and 45° respectively, between two
consecutive profiles measured every 15 min and the LLJ
height should stay within four range gates (120m). In
addition to the algorithm of Tuononen et al. (2017), it is
required that no data gaps occur between two detected
wind speed maxima. Only coherent LLJs that are per-
sistent for at least 1 h are considered. The LLJ speed and
direction in this study refer to the measured value at the
location of the wind speed maximum, which is referred
to as the LLJ height or jet nose.

b. ICON-LEM

The ICON model (Zingl et al. 2015) was developed
in a collaboration between the German Weather Service
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[Deutscher Wetterdienst (DWD)] and the Max Planck
Institute for Meteorology (MPI-M) as a new modeling
system. Within the framework of the HD(CP)? project,
the ICON Large-Eddy Model (ICON-LEM) was de-
signed to conduct LES over the whole of Germany to
improve moist processes in climate prediction models
(Heinze et al. 2017) and is still under development. In
this study, the ICON-LEM simulation of one day (2 May
2013) is used to compare with measurements obtained
from the HOPE campaign in Jiilich and to provide a
spatial representation of the wind field. ICON-LEM has
already proven to be in agreement with HOPE obser-
vations concerning turbulence, column water vapor, and
cumulus clouds (when compared with satellite obser-
vations), especially for higher grid resolutions (Heinze
et al. 2017).

Here, a setup that is similar to that of Heinze et al.
(2017) is used and includes four nests with circular do-
mains centered around JOYCE (Fig. 1b). The nests start
with a radius of 110km and a horizontal resolution of
624 m and end with a radius of 10 km and a horizontal
resolution of 78 m, which is used in this study. The ver-
tical extent of the simulated domain is about 20 km,
with a minimal layer thickness of 20m and 33 levels in
the lowest 2km. The operational COSMO model cov-
ering the German domain (COSMO-DE), as described
in Baldauf et al. (2011), is used as forcing data. The
utilized model domain with the highest horizontal res-
olution (78 m), together with the implementation of the
topography, can be seen in Fig. 1. The simulation is
stored as profiles for the JOYCE site with a 9-s output
time and as 3D fields for the whole domain every 10 min.
The simulations of this study were conducted on the
general purpose Jiilich Research on Exascale Cluster
Architectures (JURECA) supercomputer, which is
operated by the Jiilich Supercomputing Centre (JSC)
at Forschungszentrum Jiilich (Krause and Thornig
2016). The visualizations of the ICON-LEM model
domain are realized using the ParaView software
package (Ayachit 2015).

4. Statistical analysis of LLJs

Before evaluating specific nocturnal boundary layer
processes related to the presence of LLJs measured by
an EC station in section 4b, the climatology and sta-
tistics of LLJs and their turbulent properties are
analyzed.

a. Climatology of LLJs and their turbulent
characteristics

The application of the LLJ detection to the DWL
measurements (1518 analyzed days) results in 1020 days
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MAM, 26% for JJA, and 25% for SON.

with a detected LLJ of more than 1h. The data sample
includes 1958 periods of continuously detected LLIJs,
encompassing 17987 vertical wind profiles and a total
frequency of occurrence of 13% during the observa-
tional period. In general, the relative occurrence of LLJs
reveals a clear diurnal cycle with fewer LLJs during
daytime (Fig. 2). The median LLJ height and wind speed
during the observational period are 375m and 8.8ms ™",
respectively.

When sorting all detected LLJs according to the dif-
ferent seasons between March 2012 and February 2015
for an equality of the seasons, it is evident from Fig. 2
that the lowest occurrence of LLJs (23%) is during the
winter months [December—February (DJF)]. This result
is probably due to a weaker diurnal cycle and therefore
a less pronounced temperature difference between day
and night, which hampers the jet formation. Also,
cloud occurrence is higher in winter, as determined
by a 905-nm Vaisala, Inc., CT25k ceilometer at JOYCE,
with a mean daily cloud cover of 0.62 as compared with
0.50 for March-May (MAM), 0.47 for June-August
(JJA), and 0.55 for September-November (SON). The
higher cloud occurrence leads to less radiative cooling in
the evening, which is necessary for a decoupling from
the friction-governed surface layer and leads to fewer
LLJs on winter nights. Between sunrise and sunset,
however, the higher cloud cover reduces convective
motions and thus the coupling strength, which in turn
increases the chance of an LLJ to form. During the
shorter daylight period in DJF and SON, LLJ occur-
rence is increased relative to the summer season, and the
peak in wintertime LLJs appears during the evening
transition time around 1800 UTC.

The spring (MAM), summer (JJA), and autumn
(SON) diurnal cycles are similar, with a slight shift in the
decrease in LLJ occurrence in the morning hours and an
increase during the evening transition as a result of the
different sunrise and sunset times. The relative occur-
rence in SON is less than in spring and summer during
the night, whereas MAM and JJA have the fewest
daytime appearances of LLIJs. This seasonal difference
in LLJ occurrence is in agreement with the LLJ clima-
tology of Baas et al. (2009) at a topographically flat site
approximately 200 km away from JOYCE. The differ-
ences are explained by a stronger coupling of the
boundary layer and the surface in summer during day-
time, resulting in a larger amplitude of the nocturnal
inertial oscillation. In winter, the higher frequency of
cloudy periods with more geostrophic forcing and
weaker stable stratification leads to a lower occurrence
of LLJs. The results in Fig. 2 are also in good agreement
with those from the study by Lampert et al. (2015) for a
1-yr dataset obtained from a similar site that is located
300 km northeast of JOYCE. Note that even such details
as the early-morning and late-evening relative maxima
in winter occur (see Fig. 5 in Lampert et al. 2015).

A further distinction in the forcing mechanisms of the
LLlJs is reflected in the distribution of the LLJ direction
in comparison with the prevailing wind direction at the
median height of all LLJs (375m). In DJF (and in a
similar way for SON) a bimodal distribution of
southwesterly—westerly (220°-280°% 55% of all DJF ca-
ses) and southeasterly (105°-165° 25% of all DJF cases)
jets can be identified (Fig. 3d), with southwest being the
main wind direction at JOYCE in summer and winter
(Figs. 3a,b). To relate the observed LLJ wind directions
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FIG. 3. Wind direction (wind rose) and wind speed (color code) measured at (a),(b) 375 m and (c),(d) the LLJ core at
JOYCE between March 2012 and December 2016. The wind roses show results for (left) JJA and (right) DJF.

to the synoptic situation, the 975-hPa geopotential
height of the reanalysis product known as ERA-Interim
(Dee et al. 2011) is implemented in the Jenkinson—
Collison circulation weather type (CWT) classification
(Jenkinson and Collison 1977) using the “COST 733”
software (Philipp et al. 2016). The CWT model esti-
mates the prevailing wind direction (W, NW, N, NE, E,
SE, S, or SW) or the type of circulation [cyclonic (C) or
anticyclonic (AC)] four times per day (0000, 0600, 1200,
and 1800 UTC). The CWTs are estimated on the basis of
the variability of 16 grid points around the JOYCE site
with an extent of 5° east-west X 3° north-south.
Overall, about 50% of the CWT classes are detected
as W and SW, which is in agreement with the wind roses
in Figs. 3a and 3b. The southwest LLIJs can therefore be
related to the forcing of common southwesterly winds
with low pressure to the northwest and high pressure to
the southeast. Only 6% of all CWT classes are identified
as SE for all wintertime LLJs and 9% for the summer-
time LLJs. The LLIJs originating from this sector
(Figs. 3c,d) thus cannot be explained by synoptic forcing,

but are most probably connected to a channeling effect
by the wide Rur River valley from southeast to north-
west. For JJA (and similar for MAM) the distribution of
the LLJ direction is broader (Fig. 3c), with a third peak
in the northeast (10°-70°% 21% of all JJA cases) con-
nected to an NE circulation weather type, detected in
15% of the summertime LLJ cases. It is also evident that
the months DJF have higher wind speeds, since the LLJ
speed is higher than 12ms ™" in 26% of all cases in DJF
and only in 12% of all cases in JJA. The median jet
speeds are 8.3ms ™! for JJA and 9.8ms ™! for DJF, and
the median LLJ heights in JJA (375 m) and DJF (345m)
only differ by one DWL range gate.

For the height of the LLJ maximum in the whole
observational time period of March 2012-December
2016, 87% of the LLIJs have their wind speed maximum
below 600m (Fig. 4a) and 2965 (16%) LLIJs occurred
below 200 m, which is within the range of wind-turbine
rotors. Intermittent turbulence in this region could in-
crease turbine loading through wind shear over the area
of the rotor (Pefia et al. 2016). For the purpose of
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analyzing the generation of turbulence below the LLJ as
an important attribute for wind-energy applications, the
dataset is classified according to the bulk wind shear
below the jet, similar to Tuononen et al. (2017):

_ ULLJ B Umin.below )

o =
below _ ’
hLLJ hmin,bclow

where Uyyy is the wind speed maximum at the height
ALy and Upin pelow 1S the detected wind speed minimum
below the jet with the height Amin below-

To investigate the directional shear, vertical profiles
of the vector wind shear Uy, can be derived as

(812 + 8v7)'"?
shear BZ 4 (2)

with differences of the south-to-north v and west-to-east
u wind components over a height range 6z of 60m (two
range gates).

From Eq. (1), high values of apeiow represent rapidly
increasing wind speeds within a short vertical distance
from the surface to the jet nose and therefore a strong
gradient (and vice versa). To investigate the turbulence
characteristics depending on apejow, 30-min standard
deviations o, of the vertical wind speed around the time
of occurrence of the LLJ are derived as an indicator for
turbulence. This can be accomplished because of the
high temporal resolution of the vertical measurements.
In addition, profiles of the horizontal wind speed and
vector wind shear Ugpe,, [Eq. (2)] of the LLJ periods are
extracted from the dataset. The profiles are averaged

and scaled by the LLJ speed and height of the LLJ
(Fig. 5).

The dataset of wind speed, wind shear, and o, profiles
during LLJ periods is classified according to the median
of the apelow distribution (0.02s7!; Fig. 4b) into low-
gradient (apeiow < 0.025 1) jets (Figs. Sa—d) and strong-
gradient jets, with apelow being higher than the median
(Figs. 5e-h). The low-gradient jets reveal a median jet-
nose height of 465m and a median wind speed of
8.7ms" L. In comparison, the strong-gradient LLJs with
Apelow > 0.02s ! show not only a lower jet-nose height
(315m) but also higher wind speeds (10.2ms™"). The
strong winds inhibit a further vertical growth of the
stable layer and are caused by high nocturnal cooling
rates and low geostrophic forcing (Baas et al. 2009).
Also the stratification is more stable, resulting in a
stronger decoupling; according to Emeis (2017) the
magnitude of the wind shear in the subjet layer depends
on the vertical temperature gradient below the jet.

For the low-gradient jets, Ugpear also remains small
(Fig. 5b), which is expected because Ugpear and apejow are
related to each other. Despite there being some varia-
tions in Ugpe,r With height, however, no significant tur-
bulence can be seen below and above the jet (Fig. 5c).
The strong-gradient LLJs in contrast show high aver-
aged vector wind shear values (Ugpear up to 0.04571)
below the jet nose in the region of strongly decreasing
wind speeds with height. This result supports the find-
ings of Svensson and Holtslag (2009), who showed a
stronger turning of the wind for a shallower boundary
layer height, which is here assumed to be related to the
LLJ height. The strongest averaged turbulence (up to
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0.4ms 1) can be found close to the surface below the
region of high Uge,r values (Fig. 5g). Because of the low
LLJ heights in this class, the mean height in the 0.1-0.2
height bin is 117.2 m, which is within the rotor height of
wind turbines.

b. Influences on the surface fluxes

Note that the lowest 105 m cannot be captured by the
DWL. To get information about the differences in tur-
bulence and transport processes closer to the surface,
measurements from the ECstation 5 km to the southeast
of the JOYCE site are evaluated for nocturnal LLJ and
no-LLJ periods when no clouds are detected by the
DWL (Table 1). The cloud detection is based on a
threshold value (107*m™'sr™!) of the attenuated
backscatter measured by the DWL. The largest, statis-
tically significant spread between the two data samples
of LLJ and no-LLJ periods is observed during DJF,
when there is less influence from the vegetation (maxi-
mum vegetation height of 0.4m) on the surface fluxes.
The surface friction is also smaller, leading to decreased
turbulent exchange processes.

The LLJ develops above the barrier for heat and
momentum fluxes formed by the stable surface layer, as

described in Businger (1973). Thereafter, the turbulence
near the surface dissipates and strong wind shear asso-
ciated with a generation of turbulence is present above
the surface layer. This is shown in Fig. 5, where the
turbulence occurs below the largest shear.

TABLE 1. Median flux values of latent and sensible heat, as well as
the net ecosystem CO, exchange, friction velocity, Monin—-Obukhov
stability parameter, standard deviation of the vertical velocity, air
pressure, and CO, content during periods without LLJs (second
column) and with LLJs (third column). The data are obtained at
a height of 2.46 m from the EC station using 30-min means during
nighttime (from 1h after sunset until 1h before sunrise) in DJF
between 2012 and 2016. Only times with no clouds identified by the
DWL are considered. All distributions are statistically different as
based on a 99% confidence interval.

No LLJ (4039 cases)  LLJ (698 cases)

LH (Wm?) 6.25 0.65
SH (Wm™?) -23.97 -11.73
NEE (umolm 2s™ 1) 0.94 0.74
s (ms ) 0.18 0.1
Z/IL 0.06 0.16
o, (ms™) 0.07 0.02
Pair (hPa) 1006.61 1008.79
CO; (ppm) 401.2 411.6
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The decoupling and reduction of turbulence at the
surface during LLJ periods is reflected in the EC mea-
surements by a decrease in the friction velocity u+ and in
the vertical velocity standard deviation relative to no-
LLJ periods. Also, the higher median value of 0.16 of the
Monin—-Obukhov stability parameter z/L indicates a
more stable regime during the presence of LLJs than
during the no-LLJ cases (0.06), which reduces the ex-
change processes and increases the concentration of
emitted gases. This is evident with regard to the in-
creased CO, value measured by the EC station during
the LLJ periods (411.6 ppm). The increase of 10.4 ppm
relative to the no-LLJ periods accounts for more than
40% of the complete CO, data-sample standard de-
viation. The accumulation of near-surface CO, during
the presence of an LLJ through an elevated wind shear
layer acting as a barrier for surface-atmosphere ex-
change processes is in agreement with the findings of
Mathieu et al. (2005).

Also, the latent heat flux LH of 0.65 W m 2 during the
LLJ periods is much smaller than for the no-LLJ cases
(6.25Wm™?). The sensible heat flux SH being closer to
zero during LLJ cases and a decrease of more than 20%
in the median net ecosystem CO, exchange (NEE)
supports the assumption of a decoupled surface layer in
which all fluxes are reduced. The higher air pressure
indicates a synoptic feature of a higher occurrence of
LLJs during anticyclonic high pressure flow at this site
between December and February.

The turbulence during the LLJ periods is not totally
diminished because of an intermittent downward
transport of momentum and turbulence, which was also
found in EC measurements during LLJs in the study of
Prabha et al. (2007). This interaction of the surface layer
with the upper-level flow is defined by Mahrt and
Vickers (2002) as an upside-down boundary layer. For a
detailed study of these interaction processes, as well as a
possible recoupling of the layers, tower measurements
of the vertical turbulence structure below 100 m could be
beneficial.

5. LLJ interaction with the topography

Because the influence of the surrounding topography
is of high interest for the interpretation of wind mea-
surements and their representativeness, the hypothesis
of a significant effect on the wind field caused by small
deviations from flat terrain is investigated in the fol-
lowing. The most prominent feature of the orography
in the vicinity of the JOYCE site is a mine dump hill
at a distance of approximately 1.8 km to the northeast
of the DWL and around 200 m higher than the mea-
surement site. Together with the open-pit mine, which
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is connected to the southeast of the hill, a heteroge-
neous orographic surrounding is present. The influence
of the hill on the wind field is investigated by means
of a case analysis during the HOPE campaign on
2 May 2013, where radiosondes and the ICON-LEM
simulation are available for comparison with the DWL
measurements.

On this day, with a sunset time of 1851 UTC, an easterly
CWT is classified at 1800 UTC. After the breakdown of
the convective boundary layer around 1630 UTC, the
wind speed measured by the DWL increases below
600m (Fig. 6a). After 1815 and 2130 UTC two LLJ
periods are detected by the DWL, whereas from 1945
until 2130 UTC no further LLIJs periods of at least 1h
are detected, since the coherence checks in the algo-
rithm are not fulfilled. In this case the LLJ height
between two consecutive profiles differs by more than
120 m. Although the high wind speed is contained
throughout the shown time period, the wind direction
changes from northeast to southeast (Fig. 7). There-
fore, the two detected LLJs can be seen as separate
events.

The LLJ classification is also applied to the profiles of
the ICON-LEM simulation. The coherence check of
the time step between two consecutive wind speed
maxima needs to be modified because of the different
temporal resolution of the model. A new jet in the
ICON-LEM LLJ detection is labeled when a gap of
more than 18s occurs, which is 2 times the output time
and similar to the DWL LLJ detection, as described in
section 3a. In that way, an LLJ is identified continu-
ously from 1730 to 2200 UTC (Fig. 6b), which is more
than 1h earlier and more persistent than the DWL
observations. When bringing the model data to the
DWL resolution and applying the same thresholds
as for the DWL, the coherent LLJ detection ends at
2015 UTC (Fig. 6¢).

In general, the vertical extent and growth of the layer
with increased wind speeds between 1730 and 1830 UTC
is larger in ICON-LEM. The wind maximum is also
sharper and higher in the model. ICON-LEM still cap-
tures the main features of the observed wind profiles,
however, especially between 1815 and 1945 UTC, when
an LLJ is detected by using the DWL observations and
the model simulations. This motivates us to use the
ICON-LEM simulations as a tool for the investigation of
the spatial structure of the wind field.

a. Influence of a scaled topography on the wind field
in ICON-LEM

Scaling the topography in the ICON-LEM simula-
tions provides a valuable tool for analyzing the sensi-
tivity of the wind field to heterogeneous terrain.
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FIG. 6. Wind speed (a) measured by the DWL and tower and (b) simulated by ICON-LEM
with an output every 9 s and (c) with the DWL resolution on 2 May 2013 [local time = UTC +
1 h (winter) or 2 h (summer)]. The location of the LLJ height, detected by the LLJ classification,
is marked with black dots. The vertical black dashed lines show the selected times for the case
analysis in section 5c. Note that on this day the ICON-LEM simulation and the tower mea-

surements are only available until 2300 UTC.

Therefore, streamlines are calculated on 2 May 2013
(2300 UTC) for the lowest 10 model levels of the 3D
ICON-LEM simulations with the original topography,
but also scaled by factors of 0.5 and 1.5. The scaling
factors are a reduction and increase, respectively, of
50% to ensure a significant difference in the model
simulations with respect to the topographic effect on the
wind field, which is still reasonable for the model setup.
More extreme factors might enhance the spinup time or
introduce artificial perturbations (because the initial
data still include the orography implicitly), whereas less-

a)

Height [m]

strong scaling factors might not show any significant
difference. During this time a southeasterly LLJ is
present, which is shown to be likely connected to a
channeling effect as described in section 4a.

When scaling down the topography by a factor of 0.5,
it is evident from Fig. 8b that the wind field is less
influenced by the orography across the whole domain.
The wind speed increases faster with height than in the
original simulation (Fig. 8a). The upscaled simulation
shows a significant reduction in wind speed, however,
especially close to the surface in the region of the
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FIG. 7. As in Fig. 6, but for wind direction.
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FIG. 8. Streamlines for the 3D ICON-LEM domain snapshot on 2 May 2013 (2300 UTC; southeasterly wind direction). The lowest 10
model levels (up to 790 m MSL) are shown, with the lowest wind speeds (blue) occurring close to the surface and increasing with height.
Three simulations are conducted using (a) the original topography and topography that is scaled by factors of (b) 0.5 and (c) 1.5.

open-pit mine (Fig. 8c). The wind speed then increases
again over the top of the hill. The topography is also
influencing the wind direction by up to 45° for the lower
elevations, which can be seen by the more easterly
streamlines in the upscaled and original simulations.
This finding indicates that the small but close hill to the
northeast of the JOYCE site can act as an additional
barrier to the channeling effect induced by the large-
scale topography surrounding the site.

b. Comparison of observations and ICON-LEM
for a nocturnal LLJ

For a better comparison of the measurements and
model output, profiles of wind speed, wind direction, ver-
tical wind speed, and potential temperature around the
time of the LLJ presence are shown in Fig. 9. Because the
vertical velocity is highly variable in both space and time,
the ICON-LEM and DWL profiles need to be averaged.
The DWL vertical velocity measurements are therefore
averaged to 30 min. To account for a similar variability in
the ICON-LEM vertical wind, but also to obtain simulated
quantities that are comparable to the DWL scans, a spatial
average of the model output is calculated. The 1.9 X
1.9km? area around the JOYCE site (see the black-
outlined square in Fig. 10) is selected such that it covers
the same area as the DWL scan during 30 min: winds with
an average speed of 8ms™! (which is found during this
time period) would travel 14 km during 30 min. At 470m,
which is approximately in the middle of the considered
height range, the diameter of the DWL scan at 75° eleva-
tion is 250m. This results in the same surface area as
chosen for averaging the ICON-LEM output (14km X
025km = 3.61km?> = 1.9 X 1.9km?). Three times are
considered in the case analysis, including the LLJ initiation
phase at 1720 UTC, the developed LLJ at 1930 UTC, and a
weaker LLJ phase with a change of direction at 2300 UTC.

For the times 1720 and 2300 UTC profiles from radiosonde
ascents are also available.

In general, the wind speed and direction profiles
show good agreement (Figs. 9a,b,e.f,i,j), with only
ICON-LEM overestimating the wind speed. In the
evening transition period around 1720 UTC, turbulence
is still present up to the mixing height at 285 m (dashed
lines in Figs. 9a—d), defined as the height at which the
standard deviation of the vertical velocity over 30 min
drops below 0.4ms ™!, which can be used as an indicator
for vertical mixing (Schween et al. 2014). Therefore, the
30-min standard deviation of the DWL is highest within
the mixing layer (Fig. 9c). The turbulent motion, as well
as the distance of the radiosonde launch site to the
DWL, can explain parts of the deviations between the
wind speed profiles below 300 m. In addition, the launch
site is located at the southeastern corner of the hill and is
therefore not shaded from the northeasterly wind.

During the LLJ period at 1930 UTC (Figs. 9e-h) the
turbulence only reaches up to 135m and the LLJ has
formed with a maximum wind speed of 9.8ms™! at
225m, as determined by the DWL (Fig. 9¢). The wind
direction close to the ground is still northeasterly, and it
turns clockwise toward the geostrophic wind with height
(Fig. 9f). For the ICON-LEM potential temperature
profile, stable stratification can be identified, especially
above the mixing-layer height from the DWL (Fig. 9h).
The DWL shows increased positive vertical velocity
values of up to 0.5 ms ™! around 600 m, a result that is not
captured by ICON-LEM.

With a change in near-surface wind direction to
southeasterly at 2300 UTC (Fig. 9j), the distinct LLJ
profile vanishes together with the vertical updraft
(Figs. 9i,k). The potential temperature profile measured
by the RS shows a stable surface layer up to about 150 m
and a neutral stratified layer until 600 m, followed again
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FIG. 9. Case analysis on 2 May 2013 with profiles of (a),(e),(i) wind speed, (b),(f),(j) wind direction, (c),(g),(k) vertical velocity, and
(d),(h),(1) potential temperature. The measurements from RSs (gray line), DWL (red line), and the tower (green line), as well as the
ICON-LEM output (blue line), are shown for (top) 1720, (middle) 1930, and (bottom) 2300 UTC. The ICON-LEM profiles are spatially

averaged over 1.9 km X 1.9 km and the standard deviation [for wind

direction calculated with the method of Yamartino (1984)] is shaded

in light blue. The DWL vertical velocity is temporally averaged over 30 min, with the standard deviation given in reddish shading. The

mixing-layer height after Schween et al. (2014) is shown by a black

by a stable layer. This might indicate a decoupling at the
surface from the adjacent residual layer reaching up to
600 m. These are favorable conditions for an LLJ, which
is also detected using the DWL measurements.

c¢. Topographic influence on the vertical wind

To understand the differences in the vertical wind
between ICON-LEM and the DWL, the vertical

dashed line.

velocity of the 3D ICON-LEM domain is evaluated at
300m MSL (Fig. 10). This height is chosen to be above
the highest surface point in the model domain. During
the LLJ period at 1930 UTC the vertical velocities
simulated by ICON-LEM reveal updrafts on the wind-
ward side and downdraft motions leeward of the hill
with the wind coming from the northeast (Fig. 10b).
Thus, the orographic disturbance induces vertical wind
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n snapshots at (a) 1720, (b) 1930, and (c) 2300 UTC 2 May 2013. The
JOYCE site, where the average vertical velocity profiles from Fig. 9

are calculated. The black arrow in the top-right corner of (a)-(c) shows the wind direction at JOYCE around 300 m.
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FIG. 11. Box plots showing the Sth, 25th, 50th, 75th, and 95th percentiles of (a) wind speed and (b) 30-min
averages of the vertical velocity measured by the DWL between 225 and 705 m. Only LLJs below 500 m during

nighttime (from 1 h after sunset until 1 h before sunrise) and clear-sky (DWL backscatter < 10™*m~
ditions are included. The wind speed between 105 and 225 m needs to be above 4 ms

'sr™!) con-

~1 and the data are binned

according to the wind direction (bin size = 80°) in this range with 10° separation. The numbers of cases are 1310
(10°-90°), 2564 (100°-180°), 2142 (190°-270°), and 525 (280°-360°).

variations up to approximately 3ms ™", with the JOYCE
site located in an updraft region, as also was seen by the
DWL (Fig. 9g). The strong gradients in the ICON-LEM
vertical wind field can explain the deviations to the ob-
servations by a slight spatial displacement. At 2300 UTC
the simulated spatial pattern in the vertical velocity
(Fig. 10c) is changed according to the turning of the wind
direction and a wavelike structure is visible, caused by
the wind first flowing down the depression of the pit
mine and then uphill.

The results of the case analysis suggest that the up-
drafts measured at the JOYCE site are caused by the
topography for northeasterly winds. In the following,
we investigate if this statement can be verified using
long-term measurements. Therefore, the DWL dataset
from 2012 to 2016 is sampled for LLJs below 500 m
during clear-sky conditions, since drizzle events could
influence the vertical velocity estimates. Furthermore,
it is required that the wind speed between 105 and
225m exceeds 4ms~! to ensure a sufficiently strong
updraft. Convective motions are excluded by only
considering nighttime cases. The data sample of wind
speed and 30-min averages of the vertical wind above
the summit of the hill (from 225 to 705 m) is classified
into different directional classes to investigate the ef-
fect of the hill to the northeast (10°-90°) relative to the
other directions (Fig. 11).

The wind speed distribution of the direction in the
range of 190°-270° reveals higher values, with a median
value of 82ms™" that exceeds the median values in the
other directional classes by 1.1-1.9ms™" (Fig. 11a). Al-
though the effect is small relative to the range of observed
wind speed values (standard deviation around 3ms™'), a
possible explanation could be the influence of frontal
systems predominantly coming from the southwest.

Despite lower wind speeds, a significant shift to higher
positive vertical wind speed values and by far the highest
variability can be found in the 10°-90° directional class
(Fig. 11b). The 75th percentile (0.3 ms™ ') of the 10°-90°
class is around or even higher than the 95th percentiles
of the other distributions. The longer tail toward nega-
tive vertical velocity values observed for the northeast-
erly wind directions could be explained by a slight shift
of the updraft region after the descending motions at the
leeward side of the hill, as seen in the ICON-LEM
simulation, or a higher degree of turbulence induced by
the topography. The overall shift to positive values in-
dicated by all distributions of the vertical velocity is
probably due to a small offset of the instrument on the
order of a few centimeters per second. It can be con-
clusively stated from the model simulations and the
DWL observations that the moderate topography
around JOY CE shows sufficient heterogeneity to cause
significant disturbances in the wind field.
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6. Summary and conclusions

The LLJ climatology obtained from the long-term ob-
servations (March 2012-December 2016) by the Doppler
wind lidar at the JOYCE site in western Germany shows a
clear diurnal cycle of the occurrence of LLJs, favoring the
nighttime appearance of the jets. In total, LLJs are detected
in 13% of the observational period. Seasonal differences in
the diurnal LLJ frequency of occurrence can mostly be
attributed to the length of the day. Fewer but stronger LLJs
occur in the winter months, because of the lower temper-
ature gradients between day and night and strong geo-
strophic forcing. An analysis of the synoptic situation using
circulation weather types showed that the predominant
southwesterly direction of the jets is in agreement with the
general circulation around JOYCE. The southeasterly
LLJs cannot be associated with the synoptic forcing but
rather are more related to a local channeling effect.

The turbulent characteristics of the LLJs, provided by
the Doppler wind lidar, showed notably higher vector
wind shear below the jet nose for LLJs with strongly
decreasing wind speeds below the jet. When dividing all
LLIJs according to the bulk wind shear, significant tur-
bulent motions can only be found close to the surface for
jets with high bulk wind shear. The characterization of
the turbulence associated with LLJs shows the impor-
tance for wind-energy production, since a large number
of LLIJs (2965; 16% of all jets) are detected in the range
of the rotor height below 200 m.

Evaluation of the nighttime EC-station measurements
proves the concept of Businger (1973) of a decoupled
surface layer during LLJ events. The strong wind shear
associated with the LLJ together with the nonturbulent
stable layer hampers upward mixing, which leads to an
accumulation of carbon dioxide (CO,) and a reduction of
the heat and momentum fluxes in the stable surface layer.
Turbulent mixing found at the surface might be generated
by a recoupling of the flow through intermittent down-
ward transport of jet-induced turbulence. This concept of
an upside-down boundary layer is explained by Mahrt and
Vickers (2002) and could be further analyzed using de-
tailed measurements of the vertical structure of near-
surface turbulence.

In the comprehensive case analysis, a strong interaction
of the winds with the topography, dominated by a 200-m-
high hill and a pit mine close to the measurement site, can
be observed during an LLJ event. The DWL shows high
positive vertical velocities for northeasterly LLJs, when
the wind is flowing over the hill toward the instrument’s
field of view. High-resolution simulations of ICON-LEM,
as a self-consistent representation of the atmosphere, help
in the analysis of the spatial variations of the wind field.
The vertical velocities reveal a wave structure induced by
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the hill and pit mine, which are also influencing the wind
speed and direction. From a long-term perspective, this
influence introduces a much stronger variability in the
vertical wind for the location of the DWL, depending on
the wind direction.

The results of the long-term assessment, as well as
the model simulations presented in this study, stress the
importance of analyzing LLJs and their local effects.
The LLJ identification algorithm of Tuononen et al.
(2017) proved to be able to identify LLIJs objectively by
utilizing a multiyear dataset of high temporal and
vertical resolution Doppler lidar measurements. The
method can further be used for evaluating model per-
formance in terms of the correct representation of LLJ
characteristics. By including additional information on
atmospheric turbulence, which can be derived from
Doppler wind lidars, the impact of LLJs on wind tur-
bines can be examined.
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Abstract. The presence of clouds and their characteristics
have a strong impact on the radiative balance of the Earth and
on the amount of solar radiation reaching the Earth’s surface.
Many applications require accurate forecasts of surface ra-
diation on weather timescales, for example solar energy and
UV radiation forecasts. Here we investigate how operational
forecasts of low and mid-level clouds affect the accuracy of
solar radiation forecasts. A total of 4 years of cloud and solar
radiation observations from one site in Helsinki, Finland, are
analysed. Cloud observations are obtained from a ceilometer
and therefore we first develop algorithms to reliably detect
cloud base, precipitation, and fog. These new algorithms are
widely applicable for both operational use and research, such
as in-cloud icing detection for the wind energy industry and
for aviation. The cloud and radiation observations are com-
pared to forecasts from the Integrated Forecast System (IFS)
run operationally and developed by the European Centre for
Medium-Range Weather Forecasts (ECMWF). We develop
methods to evaluate the skill of the cloud and radiation fore-
casts. These methods can potentially be extended to hundreds
of sites globally.

Over Helsinki, the measured global horizontal irradi-
ance (GHI) is strongly influenced by its northerly location
and the annual variation in cloudiness. Solar radiation fore-
cast error is therefore larger in summer than in winter, but
the relative error in the solar radiation forecast is more or
less constant throughout the year. The mean overall bias in
the GHI forecast is positive (8 Wm™2). The observed and
forecast distributions in cloud cover, at the spatial scales we
are considering, are strongly skewed towards clear-sky and
overcast situations. Cloud cover forecasts show more skill
in winter when the cloud cover is predominantly overcast; in
summer there are more clear-sky and broken cloud situations.

A negative bias was found in forecast GHI for correctly fore-
cast clear-sky cases and a positive bias in correctly forecast
overcast cases. Temporal averaging improved the cloud cover
forecast and hence decreased the solar radiation forecast er-
ror. The positive bias seen in overcast situations occurs when
the model cloud has low values of liquid water path (LWP).
We attribute this bias to the model having LWP values that
are too low or the model optical properties for clouds with
low LWP being incorrect.

1 Introduction

Accurate forecasts of solar radiation are valuable for solar en-
ergy, such as predicting power generation 1 day ahead for en-
ergy markets, and for public health reasons, such as forecast-
ing the amount of UV radiation. The amount of solar radia-
tion at the surface is highly dependent on the solar zenith an-
gle and clouds. However, clouds are highly variable in space
and time, as are their optical properties, and therefore so-
lar radiation forecasts require accurate cloud forecasts. Many
applications only require reliable climatologies of the solar
resource, such as solar resource assessments for solar energy
installations (Kleissl, 2013). Observed climatologies can be
obtained from surface-based instrumentation (Ohmura et al.,
1998) and from satellite (Posselt et al., 2012; Lopez and
Batlles, 2014; Miiller et al., 2015). Climatologies can also be
derived from Numerical Weather Prediction (NWP) forecasts
and reanalyses, which are attractive from a cost perspective
but may display larger uncertainties than observations (Jia
et al., 2013; Boilley and Wald, 2015; Frank et al., 2018;
Urraca et al., 2018). Climatologies require that the correct
amount and type of cloud is predicted on average, whereas a
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forecast additionally requires that the cloud is forecast at the
right time.

Evaluating cloud forecasts and their impact on solar ra-
diation has been performed using ground-based observa-
tions; Ahlgrimm and Forbes (2012) investigated the impact
of low clouds on solar radiation in the Integrated Forecast
System (IFS) of the European Centre for Medium-Range
Weather Forecasts (ECMWF) at the Atmospheric Radiation
Measurement (ARM) Southern Great Plains (SGP) site in the
US using cloud radar, micropulse lidar, and surface radiation
measurements; Van Weverberg et al. (2018) investigated the
positive temperature bias in the lower troposphere at SGP
in nine different models, which was attributed to an over-
estimate of the net surface shortwave radiation arising from
incorrectly modelled cloud radiative effects. Earlier studies
also suggest that supercooled liquid layers are not correctly
represented in NWP models (Ahlgrimm and Forbes, 2012;
Forbes and Ahlgrimm, 2014).

Continuous verification of the vertical representation of
clouds in forecast models is available through Cloudnet
(Illingworth et al., 2007); however, this requires compre-
hensive ground-based cloud observing systems, e.g. ARM
(Mather and Voyles, 2013) and Cloudnet, which are sparsely
distributed across the globe. Verification of the column-
integrated cloud amount (cloud cover) can be performed
at many more locations using operational SYNOP and/or
ceilometer observations (Mittermaier, 2012). Ceilometers
are much more widely distributed than cloud radars as they
are also present at airports to detect clouds, especially liquid
layers. Operationally most ceilometers only provide cloud
base height and cloud amount, but in principle all ceilome-
ters observe the attenuated backscatter profile. This profile
can be further processed to yield information on the bound-
ary layer and the presence of aerosol, liquid, ice, and pre-
cipitation (Hogan et al., 2003; Morille et al., 2007; Miinkel
et al., 2007; Van Tricht et al., 2014; Kotthaus and Grim-
mond, 2018). Manufacturer-provided cloud base algorithms
are typically not public and have been developed for aviation
purposes based on decreased visibility. Cloud base height
has also been derived from a microphysical point of view
from the attenuated backscatter profile (e.g. Illingworth et al.,
2007; Martucci et al., 2010; Van Tricht et al., 2014). Our
goal is to increase the cloud information available from the
ceilometer attenuated backscatter profile and combine this
with surface radiation measurements.

Ceilometers are often operated in large networks (e.g. by
national weather services; Illingworth et al., 2015), which are
now being incorporated within harmonized pan-continental
networks such as E-PROFILE (Illingworth et al., 2019),
through which the profile is being recorded. Thus, imple-
menting ceilometer methods for evaluating cloud and radi-
ation model forecasts would be a beneficial addition to the
more comprehensive but sparse cloud profiling.

Our aim is to understand how the forecast of low and mid-
level clouds in an NWP model impacts the forecast of so-
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lar radiation at the surface. Moreover, our goal is a method-
ology that can be implemented rapidly at numerous sites
with autonomous and robust instrumentation, i.e. combin-
ing ceilometer and solar radiation observations (Sect. 2) with
single-level fields from NWP models (“single level” refers
to surface fields and column-integrated fields). This requires
accurate detection of liquid water clouds, precipitation, ice,
and fog. In Sect. 3, we detail how we improved liquid cloud
detection, and developed precipitation and fog identification
algorithms, for ceilometers. In this study, we concentrated
on evaluating the ECMWEF IFS. Details on the model and
the forecast cloud and solar radiation parameters investigated
are described in Sect. 4. Since we are comparing point mea-
surements from the ceilometer and ground-based solar radi-
ation instruments with the single-level output from gridded
model data, both observations and forecast model parameters
require post-processing before model evaluation. This post-
processing methodology is presented in Sect. 5 and would
be applicable to a wide range of NWP models and at hun-
dreds of observation sites globally. We use 4 years of cloud
cover and solar radiation observations from Helsinki, Fin-
land (Sect. 6), to investigate the skill of the IFS in forecast-
ing clouds and radiation using our methodology (Sects. 7-9),
whereby we explicitly examine how the skill in forecasting
cloud is related to the solar radiation forecast error.

2 Ceilometer and solar radiation observations

A ceilometer is an active instrument, which sends very short
light pulses produced by a laser into the atmosphere and de-
tects the backscattered signal from aerosol particles, cloud
droplets, and ice crystals. In this study we use a Vaisala CL51
ceilometer for observing clouds, which has a wavelength
close to 910 nm. Operationally, the instrument reports cloud
base heights and cloudiness values (oktas), but the internal
algorithms do not determine cloud type, such as whether the
cloud contains liquid or ice or both, and therefore we do not
use these values. In addition to the standard cloud reporting,
ceilometers can also provide the attenuated backscatter pro-
file, from which it is possible to distinguish liquid layers, ice
clouds, fog, and precipitation; we describe the algorithms de-
veloped for this in Sect. 3. In this study, the vertical range res-
olution of the ceilometer is 10 m, with attenuated backscatter
profiles output every 15s and a maximum range of 15km.
The calibration of the raw attenuated backscatter profiles is
performed using the method of O’Connor et al. (2004), and
the background noise is identified and removed based on the
signal-to-noise ratio. The noise is calculated from the furthest
range gates and assumed to be constant over the profile. The
identification of high ice clouds is improved through tem-
poral and spatial averaging to increase sensitivity; however,
there are still challenges in identifying high ice clouds, es-
pecially during the day when the solar background noise is
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high. Note that we take into account the ceilometer data post-
processing methods recommended by Kotthaus et al. (2016).

The ceilometer is suited to the identification of liquid
clouds and precipitation in the vertical profile; however,
the measurement is usually limited to the lowest liquid
cloud layer due to strong attenuation, and no information
is available above this layer. Figure la shows an exam-
ple of calibrated, background-noise-removed ceilometer at-
tenuated backscatter profiles during 9h at Helsinki, Fin-
land, on 30 March 2016. A fog layer has been identified
from 08:00 to 09:45UTC with no information available
above. Liquid cloud layers have been identified between
10:30-11:00 UTC (below 1km) and 11:00-13:30 UTC (be-
low 2.5km), again with no information available above, ex-
cept around 12:30 UTC when the liquid layer is dissipat-
ing. The signal is also attenuated in the case of heavy pre-
cipitation in which the ceilometer may not detect the cloud
base above the precipitation layer. Precipitation, here in the
form of ice, is visible in Fig. la at 10:00-10:30, 13:30—
16:00, and after 16:30 UTC and does not reach the ground.
Weak backscatter from aerosol in the boundary layer (orange
colour) is visible when there is no precipitation, fog, or liquid
layers close to the ground. Since the ceilometer reliably de-
tects the first cloud layer, we can use the data to derive robust
cloud cover quantities even though we cannot say if there is
any more cloud above the first layer detected.

Solar radiation, specifically global horizontal irradi-
ance (GHI), is measured with a Kipp & Zonen CM11 Sec-
ondary Standard pyranometer. Automated quality control has
been applied by the Finnish Meteorological Institute (FMI)
together with a visual check to ensure the data quality. The
automated quality control is based on the Baseline Surface
Radiation Network (BSRN) quality control procedure (Long
and Shi, 2008) with small modifications to be more suitable
for Finnish conditions (Rontu and Lindfors, 2018). GHI mea-
surements are stored as 1 min averages in the FMI database.

3 Ceilometer algorithm development
3.1 Liquid layer identification improvements

In this study, we develop an algorithm to detect liquid cloud
layers. The Cloudnet (Illingworth et al., 2007) approach for
detecting the liquid cloud base is used as a starting point.
The Cloudnet approach relies on the shape of the attenuated
backscatter profiles, as it is known that the liquid droplets
result in a high backscatter signal and the signal attenu-
ates in the liquid layer (Fig. 1c). Thus, liquid layers dis-
play local peaks of stronger signal in the vertical profile
of attenuated backscatter coefficient 8. The Cloudnet ap-
proach searches for the lowest height range gate at which
the attenuated backscatter value exceeds the given thresh-
old (B=2x 105 m s, representing liquid and called
a pivot) and the signal is attenuated 250 m above the pivot
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value. If the signal attenuates above the pivot value, the cloud
base is found below the pivot value based on the gradient in
the B profile. Multiple liquid cloud bases are allowed in the
Cloudnet method. This method is part of the Cloudnet ap-
proach for identifying “droplet bits” within the categoriza-
tion process (Illingworth et al., 2007) and is described in de-
tail here: http://www.met.rdg.ac.uk/~swrhgnrj/publications/
categorization.pdf (last access: 1 November 2018), under the
section “3.4.2 Droplet bit”.

The Cloudnet approach is skilful in situations when there
is no precipitation. During strong precipitation the attenuated
backscatter coefficient may exceed the given threshold used
in the Cloudnet droplet bit algorithm, even if stronger values
representing the true liquid layer would be present above.
Therefore, the cloud base may incorrectly be identified in-
side the precipitation layer below the true liquid cloud base
(Fig. 2a). The liquid cloud base might not be always visible
due to the attenuation of the signal in a heavy precipitation
layer. We improved the method to enable reliable detection
in all cases, including heavy precipitation.

The algorithm for finding liquid layers relies on the same
principles as the Cloudnet approach. However, our approach
for finding the strong S value (pivot), representing the liquid
layer, differs. Our updated liquid layer identification relies
more on the shape of the profile than an absolute threshold
value and the fact that a liquid layer exhibits a strong peak
in the attenuated backscatter profile. Therefore, the maxi-
mum of a localized peak value of 8 is found (not only the
first value above a certain threshold) with the requirement
that the magnitude of the local maximum exceeds the same
threshold 8 value as in the Cloudnet approach. An addi-
tional requirement is that the peak width is not too broad with
the maximum peak width at half-height being set to 150 m.
This ensures that the identified peak is attenuating rapidly
(O’Connor et al., 2004) rather than the relatively weak atten-
uation expected in precipitation so that threshold exceedance
found in precipitation is not enough to trigger false liquid
layer identification. The cloud base below the strong 8 value
is found using the same method as for the Cloudnet droplet
bit algorithm.

Visual validation of our updated algorithm is shown in
Fig. 2, which confirms that liquid cloud layer identification
during precipitation is more accurate. The Cloudnet process-
ing suite will soon be updated with this new algorithm, which
will also improve Cloudnet-derived products. This new algo-
rithm can be used for other applications such as the identifi-
cation of liquid layers for in-cloud icing detection for wind
turbine operators and aviation.

3.2 Precipitation and fog identification
In addition to liquid layers, we require fog, precipitation, and
ice cloud identification. The profiles in these conditions show

particular characteristics (Fig. 1b—d). Precipitation, includ-
ing ice (we assume that all ice is falling), is identified from
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the shape of the attenuated backscatter profile (Fig. 1d). We
identify the base of the precipitating layer, which in practice
means the altitude at which the precipitation is either evapo-
rating or reaching the ground. Typically, attenuated backscat-
ter coefficient values are lower for precipitating rain and ice
relative to liquid droplets. This is due to their much lower
number concentrations even though the particle sizes are
larger. The ceilometer signal is not attenuated as rapidly dur-
ing precipitation and the ceilometer can “see” further into the
precipitation. The precipitation algorithm uses a threshold
value of 8 =3 x 107%m~' sr~!, determined to be suitable in
this study, together with a layer thickness greater than 350 m
(i.e. the ceilometer backscatter signal is not attenuated within
350 m). We determined these thresholds by visual analysis.
The layer base is simply the lowest range gate at which these
two conditions are satisfied. Both precipitation and a liquid
layer can be identified within the same profile.

Fog at the surface cannot always be identified using the
liquid layer identification method, which relies on finding
a local maximum in the B profile. An example of fog is
given in Fig. 1b in which there are already high S values
in the first range gate. Here we check the rate of the at-
tenuation above the fog layer maximum as it may not be
possible to define a peak. The threshold for fog is set as
B=10"m 'sr~!, with a 8 value 250 m above the instru-
mentof B <3 x 107 m~sr!.

4 Model data
4.1 The Integrated Forecast System (IFS)

Forecasts produced by the Integrated Forecast System (IFS),
run operationally by the European Centre for Medium-
Range Weather Forecasts (ECMWF), are analysed in this
study. The IFS is a global numerical weather prediction
(NWP) system which includes observation processing and
data assimilation in addition to the forecast system. The
IFS is used to produce a range of different forecasts, from
medium-range to seasonal predictions, and both determin-
istic and ensemble forecasts. In this study we only consider
the high-resolution deterministic medium-range forecasts
(referred to as HRES) which have a horizontal resolution
of approximately 9 km and 137 vertical levels. The vertical
grid spacing is non-uniform and below 15km varies from
20 to 300 m with higher resolution closer to the ground. The
temporal resolution of the model output is 1h and forecasts
up to 10 days in length are run every 12 h. A full description
of the IFS can be found from ECMWF documentation: https:
/Iwww.ecmwf.int/en/forecasts/documentation-and-support/
changes-ecmwf-model/ifs-documentation (last access: 1
November 2018).

The IFS is under constant development and typically a
new version becomes operational every 6—12 months. There-
fore, unlike reanalysis, which is based on a static model sys-

www.atmos-chem-phys.net/19/1985/2019/

tem, the archived forecasts from the operational IFS reflect
changes in the model. Although the aim of this paper is not
to quantify how changes to the IFS affect the cloud and so-
lar radiation forecasts, a brief overview of model updates is
given here.

Several upgrades have been implemented into the IFS
during the 4-year (2014-2017) data period that is used in
this study (all are described in the IFS documentation: https:
/Iwww.ecmwf.int/en/forecasts/documentation-and-support/
changes-ecmwf-model/ifs-documentation.) A major up-
grade occurred in March 2016 when the horizontal grid
was changed from a cubic-reduced Gaussian grid to an
octahedral-reduced Gaussian grid, resulting in an increase
in horizontal resolution from 16 to 9km. The cloud, con-
vection, and radiation parameterization schemes strongly
influence the forecast of clouds and radiation and all of
these schemes have undergone updates during the 4-year
period considered here. Notably, the radiation scheme
was updated from the McRad scheme (Morcrette et al.,
2008) to the scientifically improved and computationally
cheaper ECRAD scheme (Hogan and Bozzo, 2016) in 2016.
Aerosols also impact radiation forecasts and are represented
in the IFS by a seasonally varying climatology. In July 2017
the aerosol climatology was updated to one derived from the
aerosol model developed by the Copernicus Atmospheric
Monitoring Service and coupled to the IFS (Bozzo et al.,
2017). Note that in the current version of the IFS aerosol and
clouds do not interact.

4.2 Model output used in this study

We use day-ahead forecasts, which have been initialized at
12:00 UTC the previous day and correspond to forecast hours
t+12 to t+35, obtained from the closest land grid point to
the measurement site 2.1 km away. Day-ahead forecasts are
commonly used in the solar energy field for estimating daily
production for the energy market. A list of the model vari-
ables we use is given in Table 1.

One goal is to develop simple and robust methods for eval-
uating the skill that the model has in forecasting clouds and
solar radiation, which can be rapidly applied to numerous
sites globally. Therefore, we take the single-level cloud fore-
cast variables: low cloud cover (LCC) and medium cloud
cover (MCC). These are defined in the IFS as follows: low
is model levels with a pressure greater than 0.8 times the sur-
face pressure (from the ground to approximately 2 km in al-
titude); medium encompasses model levels with a pressure
between 0.45 and 0.8 times surface pressure (approximately
2-6 km). For IFS, the cloud layer overlap is also taken into
account when calculating LCC and MCC, and the degree of
randomness in cloud overlap is a function of the separation
distance between layers (the greater the distance between
layers, the more randomly overlapped they are; Hogan and
Illingworth, 2000). For solar radiation forecasts, we use the
surface solar radiation downward (SSRD), which is a single-
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Table 1. ECMWEF IFS model variables. Model-level fields have a vertical dimension. Single-level fields have no vertical dimension; this
includes surface fields and column-integrated fields. Obtained via the Meteorological Archival and Retrieval System (MARS) at ECMWF

using a grid resolution of 0.125°.

Variable Short name  Unit Variable type ~ Other

Low cloud cover LCC 0-1 single level instant
Medium cloud cover MCC 0-1 single level instant
Specific cloud liquid water content CLWC kgkg~!  model level instant
Temperature T K model level instant
Pressure PRES Pa model level instant
Surface pressure SP Pa single level instant
Surface solar radiation downward SSRD Jm—2 single level cumulative
TOA incident solar radiation TISR Jm—2 single level cumulative

level parameter output hourly as an accumulated value (from
the start of the forecast) in units of Jm~2.

Other model variables are also downloaded for further cal-
culation and for more detailed investigation of the sources
of forecast error. Pressure (PRES) on model levels and sur-
face pressure (SP) are used to determine the altitude levels
for low and medium cloud cover classes for ceilometer data
post-processing. Temperature (7') on model levels is used for
classifying warm and cold (supercooled) liquid clouds. Spe-
cific cloud liquid water content on model levels (CLWC),
provided as a mixing ratio, is used to calculate the total cloud
liquid water path (LWP).

5 Methods for evaluating the model performance

Some further calculation is needed in order to evaluate the
model output against the observations, as the variables ob-
tained from the model and observations are not directly
comparable. The forecast cloud cover is a single-level vari-
able representing instantaneous values of column-integrated
cloud coverage over an area (model grid of approximately
16 x 16 km before the resolution upgrade and 9 x 9 km area
after the resolution upgrade) with hourly resolution. The
ceilometer attenuated backscatter profile observations are
point measurements with high temporal resolution (15s),
from which cloud occurrence can be derived. The forecast
solar radiation is an accumulated value in Jm~2 since the
beginning of the forecast, whereas the observed GHI (in
W m~2) is a point measurement averaged to 1 min resolution.
Post-processing of both forecast and observations is required
to obtain a comparable dataset, as discussed in the follow-
ing subsections. After further post-processing, skill scores
are then used to evaluate the cloud cover forecasts, and dif-
ferent error metrics are used to calculate the solar radiation
forecast error.

In this study, we only consider daytime hours for model
evaluation as our focus is on solar radiation forecasts. There-
fore, hours with hourly-averaged GHI measurements less
than 5W m™2 are removed. For northern latitudes, this re-
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sults in a range from 2 to 19hday~!, depending on the sea-
son (short days in winter and long days in summer). Further-
more, it is required that the data availability of observations
over each hour is at least 75 %; otherwise the hour is dis-
carded from the analysis.

5.1 Post-processing of cloud cover forecasts and
ceilometer observations

The difference arising from the fundamental differences in
cloud information obtained from the model (grid value) and
observations (point measurement) must be compensated for.
As the clouds are advected over the measurement site, the
temporal average of the point measurements of cloud occur-
rence is correlated with the cloud cover over an area. There-
fore, averaging the ceilometer observations over a certain
time window is assumed to correspond to cloud cover rep-
resented in grid space. The suitable averaging time window
for cloud cover may not be easy to define; here 1h averages
are used as this is the temporal resolution of the model out-
put. The horizontal resolution of the model is 16km/9km,
and therefore 1 h averaging corresponds to advection speeds
of 4.5 or 2.5ms~!. However, we are aware that this averag-
ing procedure may not always be appropriate for comparison
and is kept in mind when analysing the results.

High and thin ice clouds are not reliably detected with
ceilometers (see Sect. 2), and therefore we only consider
clouds at low to medium altitudes in both the model and
observations. We do not evaluate the model total cloud
cover (TCC), as this contains contributions from high clouds.

The model variables LCC and MCC account for cloud
within their relevant height ranges regardless of whether
there is cloud in a lower level. In contrast, the ceilometer
usually only detects the base of the first cloud layer. For ex-
ample, the ceilometer may detect a cloud base to be below
2 km, hence defining it as low cloud, but the cloud may also
contribute significantly to mid-level cloud cover, which is not
captured by the ceilometer. In strong precipitation, the lidar
signal may be sufficiently attenuated so that the liquid cloud
base can no longer be detected above the precipitation. In
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these cases, the bottom of the precipitation layer is treated as
a cloud base, even though in reality the cloud producing the
rain is at higher altitude. Thus, we combine low and medium
cloud cover, rather than investigating them separately.

Cloud cover is estimated from the ceilometer data as
follows: first, the attenuated backscatter profiles are aver-
aged over 1 min before applying the algorithms described
in Sect. 3. Then, liquid layers, precipitation (including
ice clouds), and fog are identified for each 1min profile.
The forecast pressure on model levels is interpolated to
the ceilometer range gate heights using the model height
(ECMWEF uses a terrain-following eta coordinate system).
Cloud cover at each level (low and medium, defined in terms
of pressure as for the model) is calculated as the percentage
of cloud occurrence (occurrence of liquid cloud, precipitation
or ice cloud, or fog) within each level over each hour. Finally,
the observed cloud cover is the hourly sum of the observed
low and medium cloud cover. Note that here the observed
cloud cover is a summation since it is calculated from time
series of independent columns for which only the first cloud
layer contributes to the cloud cover calculation (the lowest
layer).

The forecast LCC and MCC represent the fractional cloud
cover (from O to 1) over the grid point, and combining these
requires an assumed overlap factor. In this study we use the
random overlap assumption, which may result in a slight
overestimate (Hogan and Illingworth, 2000).

5.2 Post-processing of solar radiation forecasts and
solar radiation observations

Forecast surface solar radiation (SSRD) is compared against
the observed global horizontal irradiance (GHI). Values of
SSRD require de-accumulating to hourly averages as the
forecast solar radiation is an accumulated field from the
beginning of the forecast and is transformed from Jm™2
to Wm~2. Observed 1min averaged GHI measurements
(Wm~™2) are averaged over 1 h for comparison. It should be
noted that the model radiative transfer scheme is unlikely to
completely account for the three-dimensional nature of ra-
diative transfer as experienced by the observations.

5.3 Skill scores for cloud cover forecasts and error
metrics for solar radiation forecast error

Cloud cover forecasts are evaluated with 2-D histograms
and skill scores. We use the mean absolute error skill score
(MAESS; Hogan et al., 2009) and mean squared error skill
score (MSESS; Murphy, 1988), which compare the occur-
rence of a cloud separately in observations and in fore-
casts, and take into account the magnitude of the difference.
MAESS uses the absolute difference between the forecast
and observed value, and MSESS uses the squared difference,
which for two forecasts with the same absolute error will pe-
nalize the forecast with one or two large errors more than the
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Figure 3. Measurement site at Helsinki, Finland (60.204° N,
24.961° E).

forecast with many small errors. The skill scores are based on
the contingency table (Table Al in Appendix Al), in which
the occurrence of hits, false alarms, misses, and correct neg-
ative values by a given cloud cover threshold are calculated.
For example, a hit occurs when both forecast and observed
cloud cover are above a given cloud cover threshold. Here,
the threshold for cloud cover is set to 0.05, following the
method used by Hogan et al. (2009). Therefore, a hit means
that some amount of cloud is both forecast and observed;
however, a hit does not yet imply a perfect forecast. For both
MAESS and MSESS, the skill of a random forecast is 0 and
a perfect forecast 1. The equation for MAESS and MSESS is
given in Appendix Al.

The error metrics mean absolute error (MAE), mean ab-
solute percentage error (MAPE), mean error or bias (ME),
and root mean square error (RMSE) are used to evaluate the
solar radiation forecast errors. These error metrics are de-
fined in Appendix A2. MAE, RMSE, and ME are absolute
error metrics and result in forecast error in W m~2, whereas
MAPE is a relative error given in percent. ME is the only
error metric that shows the sign of the error. A positive bias
is seen when the model overestimates the incoming surface
solar radiation, whereas a negative bias is when the model
underestimates the incoming solar radiation.

6 Site characteristics and cloud and radiation
climatology

The measurement site is located on the roof of FMI in
Helsinki, Finland (60.204° N, 24.961° E; Fig. 3, measure-
ments at 26 m above sea level), located less than 10 km from
the coastline of the Gulf of Finland. Coastal effects, such as
sea breezes, are common. There are no large variations in
topography around the site.

We investigate the cloudiness and solar resource at this
site using 4 years of ceilometer observations and solar ra-
diation measurements. There is an annual variation in the
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Figure 4. Relative occurrence of overcast, broken cloud, and clear-
sky conditions (a). Bars show yearly variation (min, max). Annual
variation in observed GHI and forecast top-of-atmosphere down-
welling shortwave radiation (b). Shaded area represents the year-
to-year variation in monthly means.

observed cloudiness at the site (Fig. 4a) with overcast con-
ditions (cloud cover > 0.95) being more common in win-
ter and less common in summer. In contrast, broken cloud
(0.05 < cloud cover < 0.95) and clear (cloud cover < 0.05)
conditions are most common in summer and least common
in winter. The variation in cloudiness is quite high from year
to year, especially in summer, but in winter the most probable
sky condition contains cloud.

In addition to the observed annual variation of cloudi-
ness, the observed annual variation of incoming solar radi-
ation is strongly influenced by the northern location of the
site (60° N). Due to the change in the solar zenith angle, the
length of the shortest day of the year (winter solstice on 21
or 22 December) is less than 6 h and the length of the longest
day (summer solstice between 20 and 22 June) is almost 19 h.
The amount of solar radiation at the top of the atmosphere
is much higher during summer when the solar zenith angle
is also much higher (Fig. 4b, solid line). This signal is also
clear in the amount of solar radiation reaching the ground, the
measured GHI (Fig. 4b, dashed line), which is dependent on
both the incoming solar radiation at the top of atmosphere
and the attenuation of the downward flux due to clouds,
aerosols, and atmospheric gases. The year-to-year variation
in the monthly mean of measured GHI is much greater during
summer months (lighter shaded area in Fig. 4b), with varia-
tions reaching 140 W m~2 in August, which is larger than the
monthly mean GHI during winter months.

To investigate the seasonal variation, we define seasons
based on the annual variation in the solar resource (Fig. 4b).
The summer season is defined as May to July when the solar
resource is at a maximum, and winter is defined as November
to January when the solar resource is at a minimum (spring
is February to April, autumn is August to October).
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Figure 5. Seasonal normalized density scatter plots of observed and
forecast cloud cover (total counts for each season are given in the ti-
tles). Seasons are defined based on the annual distribution of incom-
ing solar radiation: (a) winter (November to January), (b) spring
(February to April), (¢) summer (May to July), and (d) autumn (Au-
gust to October).

7 Forecast skill in predicting clouds and radiation
7.1 How well are clouds forecast?

We now investigate how well the IFS forecasts clouds over
our site in Helsinki, Finland. Since we are interested in the
solar resource we only evaluate time steps in which the
hourly-averaged observed GHI is greater than 5Wm™2 to
link the skill in forecasting clouds to the skill in forecasting
radiation (Sect. 7.3).

In Fig. 5 we compare the observed and forecast cloud
cover for each season. For a perfect forecast, all values would
lie on the diagonal (dashed line) in each scatter plot. For
all seasons, the majority of cloud cover values are concen-
trated around clear conditions (pair 0; 0) and overcast con-
ditions (pair 1; 1) for both observations and forecasts. This
suggests that not only are clear and overcast conditions the
most commonly observed, but also most skilfully forecast
in all seasons. During winter the vast majority of cloud
cover observations and forecasts are at (or close to) overcast
(Fig. 5a). Clear-sky conditions are more common in other
seasons (both observations and model). The large spread for
both observed and forecast cloud cover values between 0.1
and 0.9 indicates that partly cloudy conditions are challeng-
ing for the IFS to correctly predict. However, these cases are
not as common as clear and overcast cases, which is a re-
sult of observed and forecast cloud cover distributions being
strongly U-shaped for typical NWP model grid sizes (Hogan
et al., 2009; Mittermaier, 2012; Morcrette et al., 2014). It is
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Figure 6. Relative occurrence of elements in the contingency table
(hit, false alarm, miss, and correct negative) for each month with
a cloud cover threshold of 0.05 (a). Monthly mean skill scores for
cloud cover: MAESS (b) and MSESS (c), individual monthly mean
for each year (dots), and 4-year average (line).

also notable that, during all seasons, there are values on the
boundaries of the scatter plot away from the diagonal, for ex-
ample, where the model is incorrectly forecasting clear sky
during cloudy conditions or overcast conditions during clear
or broken skies. Summer and autumn seasons (Fig. 5c, d) dis-
play more broken cloud conditions, as also seen in Fig. 4a,
when the solar resource is high (Fig. 4b).

Skill scores represent the model’s ability to forecast a
given variable. To calculate skill scores, we generate a con-
tingency table for cloud cover. This requires a binary forecast
so we use a threshold cloud cover value of 0.05 as in Hogan
et al. (2009) to define the presence of cloud: a hit is cloud
observed and forecast; a false alarm is cloud not observed
but forecast; a miss is cloud observed but not forecast; and a
correct negative is cloud not observed or forecast.

The annual relative occurrences of contingency table el-
ements (hit, false alarm, miss, correct negative) are shown
in Fig. 6a. During all months, hit has the highest relative
occurrence (mean 68 %), indicating that the model usually
contains some low or mid-level cloud when cloud is also
observed at these levels. The hit occurrence is greatest be-
tween October and February when overcast conditions are
also most common (Fig. 4a). Note that a hit requires that
both observations and model have some cloud, but it does
not necessarily represent a perfect forecast. Similarly, the rel-
ative occurrence of correct negative is highest during spring
and summer months. False alarms are most common in sum-
mer and autumn when their relative occurrence reaches 17 %.
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The relative occurrence of missed clouds is low (mean 4 %)
for all months and there is no clear seasonal cycle.

Skill scores are then generated from the contingency ta-
ble; we use MAESS and MSESS as these take into account
the magnitude of the difference between the observed and
forecast cloud cover (Fig. 6b, c). MAESS and MSESS both
show annual variation, being highest during winter months
and lowest during summer months. This information is im-
portant, especially for solar energy purposes, as it shows that
clouds are forecast less skilfully in summer, which is when
the solar resource is greatest. There are also notable varia-
tions in skill scores from year to year, especially in October
and December. MSESS is greater than MAESS, especially
during summer when more broken cloud conditions are ex-
pected.

7.2 How well is solar radiation forecast?

As expected, there is a large seasonal variation in observed
GHI: up to 900 Wm™?2 in summer (Fig. 7c) and less than
300 W m~2 in winter (Fig. 7a). The absolute error in the solar
radiation forecast can therefore potentially be much higher
in summer and is evident in the potential range of scatter
between observed GHI and forecast GHI for each season
(Fig. 7). The forecast of solar radiation is usually overesti-
mated in all seasons (Fig. 8), especially for low irradiance
values for which the positive bias is more obvious. Solar ra-
diation forecast MAE (Fig. 8a, solid line) is greater in sum-
mer than in winter, as is the year-to-year variation in monthly
absolute errors (shaded area in Fig. 8a). There is no clear sea-
sonal cycle in the variation in the relative error (MAPE) from
year to year; however, MAPE itself peaks in February and
November.

The mean error (ME) in the solar radiation forecast is pos-
itive when the model overestimates solar radiation at the sur-
face. Figure 8b shows separate calculations of the monthly
mean positive (red) and negative (blue) bias in forecast GHI.
Throughout the year, the positive bias (both absolute and rel-
ative) is greater than the negative bias, and thus the model
overestimates solar radiation more than it underestimates.
The year-to-year variation in relative positive bias is also
larger than the relative negative bias. For example, the rel-
ative positive bias in solar radiation forecast ranges between
50 % and 125 %, whereas the relative negative bias is rather
constant at around 25 %. Overestimates are also more com-
mon than underestimates (not shown). The result is an over-
all positive bias in forecast GHI. Both positive bias metrics
(relative and absolute) show the same seasonal response as
the corresponding MAE/MAPE metric and the negative bias
metric shows the same summer enhancement as the positive
bias but with the opposite sign.
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Figure 7. Seasonal normalized density scatter plots of observed
and forecast GHI (total counts for each season are given in the ti-
tles). Seasons are defined based on the annual distribution of incom-
ing solar radiation: (a) winter (November to January), (b) spring
(February to April), (¢) summer (May to July), and (d) autumn (Au-
gust to October).
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Figure 8. Monthly MAE (black solid line) and MAPE (green
dashed line) in solar radiation forecast (a). Monthly absolute (solid
line) and relative (dashed line) ME (b). Positive bias (red) and neg-
ative bias (blue) are shown separately; shaded area represents year-
to-year variation.

7.3 How do errors in cloud cover impact the solar
radiation forecast?

Assuming the correct representation of radiative transfer in
the atmosphere, with only the forecast of cloud impacting the
solar radiation forecast at the surface (no change in aerosol
or humidity), then an increase in forecast cloud cover would
be expected to result in a reduction in the amount of fore-
cast solar radiation. However, the amount of cloud may be
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Figure 9. Monthly accumulated positive (red) and negative (blue)
bias in cloud cover forecast (a) and solar radiation forecast (b). The
four bars in each month represent individual years (2014-2017).

correctly forecast, but not the cloud properties. Since cloud
properties are directly responsible for the cloud radiative ef-
fect, both cloud amount and properties should be correctly
forecast in order to obtain a reliable solar radiation forecast.

Figure 9 shows the annual cycle of accumulated positive
and negative bias in the cloud cover forecast and solar radia-
tion forecast. It can be seen that months with a large accumu-
lated negative bias in cloud cover forecasts (e.g. June 2014)
show a notably large accumulated positive bias in the solar
radiation forecast. However, not all months show a clear cor-
relation between a negative bias in the cloud cover forecast
and a positive bias in the solar radiation forecast. This is most
probably due to compensating effects whereby, for example,
the cloud cover forecast could be overestimated (positive bias
in cloud cover) but the liquid water content forecast is under-
estimated (which would result in positive bias in solar radia-
tion forecasts).

To investigate how well the forecast cloud cover corre-
sponds to the observed cloud cover, the counts of hourly ob-
served and forecast cloud cover values are paired together in
2-D histograms (Fig. 10a). For perfect forecasts, all counts
would lie on the diagonal. Figure 10a shows that there are
many correctly forecast situations for clear sky (0;0) and
overcast (1; 1). However, it is clear that there are many val-
ues on the boundaries, which means that cloud is either ob-
served and not forecast (miss) or cloud is forecast but not
observed (false alarm). At 1h resolution, 47 % of the total
number of counts is above the diagonal, and thus the forecast
cloud cover is overestimated on average. The forecast under-
estimates cloud cover 34 % of the time. Note that changing
the overlap assumption from random to maximum when cal-
culating the combined cloud cover (LCC +MCC) changes
these values by 3 %.
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Figure 10. 2-D histogram of observed and forecast cloud cover (a),
with colours representing counts on a logarithmic scale, and ME in
solar radiation forecast (b) for each cloud cover pair in (a).

The solar radiation forecast ME for concurrent pairs of
cloud cover values in Fig. 10a is presented in Fig. 10b. ME
values below the diagonal, for which the forecast cloud cover
is underestimated, are mostly positive; similarly, ME val-
ues above the diagonal are mostly negative, and the fore-
cast cloud cover is overestimated. Note that the change from
positive to negative ME does not quite follow the diag-
onal, with minimal bias appearing to follow a line from
(0.1;0) to (0.8;1); i.e. observed cloud cover greater than
0.9 shows a positive solar radiation forecast ME (27 W m~2)
and observed cloud cover less than 0.1 shows negative ME
(—16 W m™2). This negative bias during clear-sky situations
over Helsinki was also observed by Rontu and Lindfors
(2018) and is most likely due to the aerosol climatology
implemented in the model having too much aerosol. An-
other possible source of negative bias during clear-sky sit-
uations would be too much water vapour in the atmosphere.
There are earlier studies showing similar results elsewhere
(Ahlgrimm and Forbes, 2012; Frank et al., 2018). Overcast
situations occur more frequently than clear sky (23 % of the
time), resulting in the overall positive bias in the solar radia-
tion forecast.

8 Impact of temporal averaging

Forecasting individual clouds in the right place at the right
time is challenging and here we investigate whether tempo-
ral averaging improves the cloud forecast and therefore the
radiation forecast. Different averaging windows (3-hourly, 6-
hourly, 12-hourly, daily) are used in preparing the data for
evaluation in the same manner as for Fig. 10a and the results
for selected averaging windows are shown in Fig. 11a—c. The
agreement between observed and forecast cloud cover im-
proves with increasing averaging windows, and the number
of cases of extreme misses and false alarms (corners (1;0)
and (0; 1)) decreases.
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Figure 11. Same plots as Fig. 10, except for different averaging
time windows (3 hourly, 6 hourly, and daily). 2-D histograms of
observed and forecast cloud cover (a—c), with colours representing
counts on a logarithmic scale, and ME in solar radiation forecast
(d-f) for each cloud cover pair in (a—c).

When calculated separately, the magnitudes of the positive
and negative solar radiation forecast biases for concurrent
pairs of cloud cover values decrease with increasing averag-
ing time. The mean positive bias decreases from 65 W m~2
when averaging over 1h to 35 W m~2 when averaging over
1 day, and the mean negative bias reduces from —46 to
—27W m~2. The overall bias remains around 8 W m~2. In-
creasing the averaging window does not alter the pattern in
which the change from positive to negative ME is away from
the diagonal. The negative bias in clear-sky conditions and
positive bias in overcast conditions are still present, suggest-
ing that the bias is likely to be due to cloud properties rather
than the cloud presence.

Figure 12 summarizes the impact of temporal averaging
on the skill in forecasting cloud cover and the error in fore-
casting solar radiation, with skill clearly increasing and error
decreasing as the averaging window is lengthened. Extreme
misses and false alarms for cloud cover are reduced, and for

Atmos. Chem. Phys., 19, 1985-2000, 2019



1996 M. Tuononen et al.: Evaluating solar radiation forecast uncertainty

(a) Clouds
1 ;
— 06
* 04
0.2}
——MAESS = = MSESS —— MAESS pers ~ - MSESS pers
0 i
1h 3h 6h 12h daily
(b) Radiation
200 - - : 1
—~ 160 - —— MAE = = RMSE MAE pers RMSE pers |
S 120t 1
= 80F TS SSTT—— 1
i 40 @ T TTee----. ]
0
1h 3h 6h 12h daily

Averaging window

Figure 12. Cloud cover forecast skill scores (a) and error in solar ra-
diation forecast (b) for different averaging time windows, including
persistence forecasts (grey lines). Note the non-linear x axis.

GHI MAE, the individual absolute errors are reduced with
temporal averaging. Persistence forecasts were also investi-
gated; a persistence forecast uses the hourly forecast values
from the day before. The skill for the cloud cover persistence
forecast also increases with increasing temporal averaging,
as does the reduction of error in the persistence GHI fore-
cast; however, these are not as good as the actual forecasts at
this location.

9 Overcast analysis

Figures 10 and 11 show a positive bias in the solar radia-
tion forecast, even when overcast conditions are correctly
forecast, for all averaging windows. As the cloud amount
is correctly forecast, this suggests that the bias must be due
to cloud properties. We investigate the forecast cloud base
temperature and cloud liquid water path (LWP). Previous
studies have shown that clouds containing supercooled liquid
(T < 0°C) are poorly forecast (Forbes and Ahlgrimm, 2014;
Barrett et al., 2017), and LWP is one parameter that contains
information on the amount of liquid water in a cloud, directly
impacting how much solar radiation is transmitted through
the cloud.

We consider correctly forecast overcast cases (observed
and forecast cloud cover > 0.9) containing liquid. The clouds
are classified as warm or cold (supercooled), depending on
their cloud base temperature, using the temperature pro-
file from the IFS as no observed temperature profiles are
available. We then bin the clouds based on their forecast
cloud LWP obtained by integrating the forecast cloud lig-
uid water content (CLWC; Table 1). We selected three
bins representing relatively high (LWP > 0.2kgm~2), mod-
erate (0.2kgm~2 > LWP > 0.05kgm~2), and low (LWP <
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0.05kgm~2) cloud liquid water content. These values were
selected based on the range of optical depths that would be
expected for each LWP range bin. Unfortunately, there was
no observed LWP available for this measurement site.

Figure 13 shows that the positive bias in the solar radia-
tion forecast increases with decreasing LWP. Note that the
response is similar for both warm and cold liquid clouds. For
warm clouds, the ME in GHI increases from 16 W m~2 for
clouds with high LWP to 70 W m~2 for clouds with low LWP.
For cold clouds, the ME in GHI increases from 15 W m~2 for
clouds with high LWP to 36 W m~2 for clouds with low LWP.
This suggests that either forecast clouds do not have enough
LWP or that the optical properties of clouds with low LWP
are not properly modelled. The first conclusion, that forecast
clouds do not have enough LWP, is consistent with the find-
ings of Ahlgrimm and Forbes (2012). They found a positive
radiation bias in ECMWEF IFS for overcast situations with
low cloud at the Atmospheric Radiation Measurement site
in the Southern Great Plains. Furthermore, they found that
IFS overestimates the occurrence of clouds with low LWP
and underestimates the number of clouds with high LWP,
which also results in a positive bias in solar radiation fore-
casts. Challenges in correctly modelling supercooled liquid
clouds have previously been reported, but our results suggest
that the issue of a positive bias in GHI is more pronounced
for warm clouds and not just an issue for supercooled liquid
clouds.

Also of interest is that the relative bias in GHI is constant
across a wide range of GHI values. This implies that a sim-
ple LWP-dependent correction factor could be applied to the
GHI forecast to remove the bias.

10 Conclusions

We have used ceilometer and solar radiation measurements
to evaluate the cloud cover and solar radiation forecasts in
the ECMWF operational IFS model over Helsinki, Finland.
To obtain reliable cloud cover information from the ceilome-
ter attenuated backscatter profiles, we took the Cloudnet lig-
uid bit algorithm (Illingworth et al., 2007) as a starting point,
updated the liquid cloud detection, especially during precip-
itation events, and developed additional algorithms for dis-
criminating fog, precipitation, and ice. The new algorithms
are widely applicable for both operational use and research,
e.g. in-cloud icing detection for the wind energy industry and
for aviation. The updated algorithm will also be implemented
operationally throughout the ACTRIS—Cloudnet network.
Over Helsinki, both observed and forecast cloud cover dis-
tributions are U-shaped, indicating that most of the time the
sky is either clear or overcast. Overcast conditions are most
common in winter, whereas clear (and broken cloud) con-
ditions are more common in summer. Cloud cover is better
forecast in winter; however, this is when the solar resource
is lower. The measured GHI is strongly influenced by the an-
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Figure 13. Solar radiation forecast ME versus forecast LWP for different LWP and temperature classes: warm clouds (a)-(c¢) with cloud
base temperature above 0 °C and cold (supercooled) clouds (d)—(f) with cloud base temperature less than 0 °C; LWP > 0.2kg m—2 (a), (d);
0.2kgm~2 > LWP > 0.05kgm~2 (b), (¢); LWP < 0.05kgm™2 (c), (f). Colour scale indicates LWP values.

nual solar resource characterized by the northern latitude and
annual variations in cloudiness; the absolute solar radiation
forecast error tracks GHI, but the relative error is more or less
constant throughout the year.

As expected, the bias in forecast GHI is negative when
the model overestimates cloud cover (incoming solar radia-
tion is underestimated by the model) and positive when the
model underestimates cloud cover. Temporal averaging of
the data improves the cloud cover forecasts and decreases the
solar radiation forecast errors, as was shown by Hogan et al.
(2009). The mean overall bias in the GHI forecast is positive
(8 Wm™2). However, there is a negative bias in forecast GHI
for correctly forecast clear cases and a positive bias in cor-
rectly forecast overcast cases. A mean overall positive bias
would be expected if, on average, the forecast cloud cover
was being underestimated, but the forecast cloud cover is
usually overestimated on average. This is because the pos-
itive GHI bias for the very frequent overcast situations dom-
inates the overall bias. This positive bias occurs for cases in
which the model cloud has low values of LWP, and we at-
tribute this bias to the model having LWP values that are too
low or the model optical properties for clouds with low LWP
being incorrect.

In the future, these methods and analysis can be extended
to hundreds of sites across Europe which are now producing
ceilometer attenuated backscatter profiles. This analysis will
also be performed at Cloudnet stations, which have the ad-
vantage in that they have observations of LWP, together with
full cloud profiling, enabling the source of the positive bias
in clouds with low LWP to be investigated further.
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quest from FMI (ewan.oconnor @fmi.fi).
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Table A1. Contingency table for skill score calculation. Total num-
ber of counts, n = a+b+c+d, where a, b, ¢, and d are the number
of counts for each situation.

Observed cloud  Observed cloud

cover > 0.05 cover < 0.05
Forecast cloud a = Hit b = False alarm
cover > 0.05
Forecast cloud ¢ = Miss d = Correct negative

cover < 0.05

Appendix A: Skill scores and error metrics
A1l SKkill score calculation

The skill scores in this study are calculated using the gen-
eralized skill score equation (Hogan et al., 2009), which for
MAESS and MSESS can be simplified to

X

S=1——, (A1)
Xr

where x = (frc — obs)? for MSESS and x = |frc — obs| for
MAESS, and the values for the random forecast, x,, are cal-
culated from elements of the contingency table x; = “nib .
“’—TC + % . dnib for both MSESS and MAESS. The values
obs and frc refer to the observed and forecast values of the

variable of interest, e.g. cloud cover.

A2 Error metrics

1 n
MAE = — Z |frc — obs|, (A2)
n =1
1 < frc — obs
MAPE=-> ———.100, A3
n ; obs (A3
1 n
ME = ~ Z(frc — obs), (Ad)
n
t=1

RMSE =

1 & 2
. Z(frc —obs)~. (AS)
=1
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